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Laminar patterns in microcephaly vera.
Architectonic patterns of normal cortex (left
panel) and cortex from microcephalic
subjects (right panel). The Betz cells in
column 3 and 4 of the left and right panels
identify the pre-Rolandic gyrus in normal
and microcephalic brains. The other
columns in each panel illustrate
corresponding regions of frontal, parietal,
and occipital association cortical regions.
The microcephalic cortex is laminated with
attenuation of superficial layers. (From
Hammarberg, 1895; Caviness et al., 2008,
with permission from S.Karger AG, Basel.)

7 weeks

Brain cells

4 weeks

&N

_ Programmed death of cells-

/
/ i

%Bmucﬁing, synaptogenesis

i

Gha cell profiferation

o 5
]
The weight of the brain

oo .‘M!mma! tion

11| 2, | WNeuron eration

L L&t 1

—1005

0 4 8 12

The conception

16 20 24 28
Length of pregnancy

32

36

Birth

| | | | v/ | i
3 § 9 12monthr 2years adult

Postpartum period

Milestones of brain development. Based on Dobbing, J. and Sands, J. Timing of neuroblast multiplication in developing human brain. Nature
1970; 226: 639-40 and Rakic, P. Specification of cerebral cortical areas. Science 1988; 241: 170-6.



The

Newborn Brain
Neuroscience and Clinical
Applications

Second Edition

Hugo Lagercrantz
Department of Women and Child Health, Astrid Lindgren Children’s Hospital, Karolinska Institutet, Stockholm, Sweden

Co-editors
M. A. Hanson

Institute of Developmental Sciences, University of Southampton, Southampton, UK

Laura R. Ment

Department of Pediatrics, Yale University School of Medicine, New Haven, CT, USA

Donald M. Peebles

Department of Obstetrics and Gynaecology, University College London School of Medicine, London, UK

CAMBRIDGE

UNIVERSITY PRESS




CAMBRIDGE UNIVERSITY PRESS
Cambridge, New York, Melbourne, Madrid, Cape Town, Singapore,

Sao Paulo, Delhi, Dubai, Tokyo

Cambridge University Press
The Edinburgh Building, Cambridge CB2 8RU, UK

Published in the United States of America by Cambridge University Press, New York

www.cambridge.org
Information on this title: www.cambridge.org/9780521889759

© Cambridge University Press 2010

This publication is in copyright. Subject to statutory exception and to the
provision of relevant collective licensing agreements, no reproduction of any part
may take place without the written permission of Cambridge University Press.

First published in print format 2010

ISBN-13 978-0-511-71239-5 eBook (NetLibrary)
ISBN-13 978-0-521-88975-9  Hardback

Cambridge University Press has no responsibility for the persistence or accuracy
of urls for external or third-party internet websites referred to in this publication,
and does not guarantee that any content on such websites is, or will remain,
accurate or appropriate.

Every effort has been made in preparing this publication to provide accurate
and up-to-date information which is in accord with accepted standards and
practice at the time of publication. Although case histories are drawn

from actual cases, every effort has been made to disguise the identities of
the individuals involved. Nevertheless, the authors, editors and publishers
can make no warranties that the information contained herein is totally

free from error, not least because clinical standards are constantly

changing through research and regulation. The authors, editors and
publishers therefore disclaim all liability for direct or consequential
damages resulting from the use of material contained in this publication.
Readers are strongly advised to pay careful attention to information provided
by the manufacturer of any drugs or equipment that they plan to use.


http://www.cambridge.org/9780521889759
http://www.cambridge.org

Contents

List of contributors  page vii
Preface to the First Edition xi
Preface to the Second Edition  xiii

1 Reflections on the origins of the human
brain 1
Jean-Pierre Changeux

Section 1: Making of the brain

2 The molecular basis of central nervous system
development 23
Ola Hermanson and Urban Lendahl
Historicbox 1 35
Hugo Lagercrantz

3 Holoprosencephaly and microcephaly vera:
perturbations of proliferation 37
Verne S. Caviness Jr., Pradeep G. Bhide, and
Richard S. Nowakowski
Historic box 2 53
Hugo Lagercrantz

4 Neuronal migration 55
Sandrine Passemard, Angela M. Kaind],
Virginia Leverche, Pascal Dournaud,
and Pierre Gressens

5 The neonatal synaptic big bang 71
Jean-Pierre Bourgeois

6 Neurotrophic factors in brain development 85
Thomas Ringstedt
Historic box 3 96
Hugo Lagercrantz

7 Neurotransmitters and neuromodulators 99
Eric Herlenius and Hugo Lagercrantz
Historic box4 119
Hugo Lagercrantz

8

Glial cell biology 121
Arne Schousboe and Helle S. Waagepetersen

Section 2:  Sensory systems
and behavior

Development of the somatosensory
system 129

Sandra Rees, David Walker,

and Ernest Jennings

Principles of endogenous and sensory
activity-dependent brain development:
the visual system 147

Anna A. Penn and Carla J. Shatz

Historic box 5 161

Hugo Lagercrantz

Fetal and neonatal development of the
auditory system 163
S. Allen Counter

Newborn behavior and perception 185
Elena V. Kushnerenko and

Mark H. Johnson

Section 3: Radiological and
neurophysiological investigations

Imaging the neonatal brain 199

Mary A. Rutherford

Electroencephalography and amplitude-
integrated EEG 211
Lena Hellstrom-Westas and Ingmar Rosén




vi

Contents

Emergence of spontaneous and evoked
electroencephalographic activity

in the human brain 229

Sampsa Vanhatalo and Kai Kaila

Section 4: Clinical aspects

Infection, inflammation, and damage
to fetal and perinatal brain 245
Gennadij Raivich and Donald M. Peebles

Hypoxic-ischemic encephalopathy 261
Deanna L. Taylor, Grisha Pirianov, A. David
Edwards, and Henrik Hagberg

Clinical assessment and therapeutic
interventions for hypoxic-ischemic
encephalopathy in the full-term

infant 281

Andrew Whitelaw and Marianne Thoresen

Clinical aspects of brain injury in the
preterm infant 301
Michael Weindling

20

21

22

23

Section 5: Follow-up

Injury and recovery in the developing brain 329
Koray Ozduman and Laura R. Ment

Development of motor functions in health
and disease 345
Mijna Hadders-Algra and Hans Forssberg

Antenatal glucocorticoids and programming
of neuroendocrine function and behavior 361
Stephen G. Matthews and Amita Kapoor

Section 6: Consciousness

On the emergence of consciousness 377
Hugo Lagercrantz and Jean-Pierre
Changeux

Index 395

The color plates appear between pages 146 and 147



Contributors

Pradeep G. Bhide PhD
Department of Neurology, Massachusetts General
Hospital, Harvard Medical School, Boston, MA, USA

Jean-Pierre Bourgeois PhD

Génétique Humaine et Fonctions Cognitives,
Département de Neuroscience, Institut Pasteur, Paris,
France

Verne S. Caviness Jr. MD, DPhil
Department of Neurology, Massachusetts General
Hospital, Harvard Medical School, Boston, MA, USA

Jean-Pierre Changeux PhD
Département de Neuroscience, Institut Pasteur, Paris,
France

S. Allen Counter PhD DMSc
Neurology Department, Harvard Medical School,
The Biological Laboratories, Cambridge, MA, USA

Pascal Dournaud PhD

Inserm, U676, Paris, France; Université Paris 7,
Faculté de Médecine Denis Diderot, Paris, France;
AP HP, Hopital Robert Debré, Service de Neurologie
Pédiatrique, Paris, France

A. David Edwards FMedSci
Division of Clinical Sciences, Imperial College,
London, UK

Hans Forssberg MD, PhD

Division of Neuropediatrics, Department of Woman
and Child Health, Karolinska Institute, Stockholm,
Sweden

Pierre Gressens MD, PhD

Inserm, U676, Paris, France; Université Paris 7,
Faculté de Médecine Denis Diderot, Paris, France;
AP HP, Hopital Robert Debré, Service de Neurologie
Pédiatrique, Paris, France

Mijna Hadders-Algra MD, PhD

Department of Paediatrics - Developmental
Neurology, University Medical Center Groningen,
Groningen, The Netherlands

Henrik Hagberg MD, PhD
Institute of Reproductive and Developmental Biology,
Imperial College, London, UK

Lena Hellstrom-Westas MD, PhD
Department of Women’s and Children’s Health,
Uppsala University, Uppsala, Sweden

Eric Herlenius MD, PhD

Department of Women and Child Health, Astrid
Lindgren Children’s Hospital, Karolinska Institutet,
Stockholm, Sweden

Ola Hermanson PhD
Department of Neuroscience, Karolinska Institutet,
Stockholm, Sweden

Ernest Jennings PhD
Department of Anatomy and Cell Biology, University
of Melbourne, Parkville, Victoria, Australia

Mark H. Johnson PhD

Centre for Brain and Cognitive Development, School
of Psychology, Birkbeck College, University of
London, London, UK

Kai Kaila PhD

Department of Neurosciences and Neuroscience
Center, University of Helsinki, Helsinki,
Finland

Angela M. Kaindl PhD, MD

Inserm, U676, Paris, France; Université Paris 7,
Faculté de Médecine Denis Diderot, Paris, France;
AP HP, Hopital Robert Debré, Service de Neurologie
Pédiatrique, Paris, France

vii




viii

List of contributors

Amita Kapoor PhD

Departments of Physiology and Obstetrics and
Gynecology, Faculty of Medicine, University of
Toronto, Toronto, Ontario, Canada

Elena V. Kushnerenko PhD
Institute for Research in Child Development, School of
Psychology, University of East London, London, UK

Hugo Lagercrantz MD, PhD

Department of Women and Child Health, Astrid
Lindgren Children’s Hospital, Karolinska Institutet,
Stockholm, Sweden

Urban Lendahl PhD

Department of Cell and Molecular Biology, Medical
Nobel Institute, Karolinska Institutet, Stockholm,
Sweden

Virginia Leverche PhD

Inserm, U676, Paris, France; Université Paris 7,
Faculté de Médecine Denis Diderot, Paris, France;
AP HP, Hopital Robert Debré, Service de Neurologie
Pédiatrique, Paris, France

Stephen G. Matthews PhD

Departments of Physiology and Obstetrics and
Gynecology, Faculty of Medicine, University of
Toronto, Toronto, Ontario, Canada

Laura R. Ment MD
Department of Pediatrics, Yale University School of
Medicine, New Haven, CT, USA

Richard S. Nowakowski PhD

Department of Neuroscience and Cell Biology,
University of Medicine and Dentistry, New Jersey —
Robert Wood Johnson (UMDN]J-RW]) Medical
School, Piscataway, NJ, USA

Koray Ozduman MD
Department of Neurosurgery, Yale University School
of Medicine, New Haven, CT, USA

Sandrine Passemard MD

Inserm, U676, Paris, France; Université Paris 7,
Faculté de Médecine Denis Diderot, Paris, France;
AP HP, Hopital Robert Debré, Service de Neurologie
Pédiatrique, Paris France

Donald M. Peebles MA, MD, MRCOG
Perinatal Brain Repair Group, Department of
Obstetrics and Gynaecology, University College
London School of Medicine, London, UK

Anna A. Penn MD, PhD

Department of Pediatrics/Neonatal and
Developmental Medicine, Stanford University School
of Medicine, Stanford, CA, USA

Grisha Pirianov PhD
Division of Cardiovascular Sciences, St George’s
University of London, London, UK

Gennadij Raivich MD, DSc

Perinatal Brain Repair Group, Department of
Obstetrics and Gynaecology, University College
London School of Medicine, London, UK

Sandra Rees MSc, MPhil, PhD
Department of Anatomy and Cell Biology, University
of Melbourne, Parkville, Victoria, Australia

Thomas Ringstedt PhD

Neonatal Unit, Department of Women and Child
Health, Astrid Lindgren Children’s Hospital,
Karolinska Institutet, Stockholm, Sweden

Ingmar Rosén MD, PhD
Department of Clinical Neurophysiology, University
Hospital, Lund, Sweden

Mary A. Rutherford FRCR, FRCPCH
Imaging Sciences Department, MRC Clinical Sciences
Centre, Imperial College, London, UK

Arne Schousboe DSc

Department of Pharmacology and
Pharmacotherapy, Faculty of Pharmaceutical
Sciences, University of Copenhagen, Copenhagen,
Denmark

Carla J. Shatz PhD

Department of Biology/Director of Bio-X,
Stanford University School of Medicine,
Stanford, CA, USA

Deanna L. Taylor PhD
Division of Neuroscience and Mental Health, Imperial
College, London, UK

Marianne Thoresen MD, PhD, FRCPCH
Department of Clinical Science at South Bristol,
University of Bristol, Bristol, UK

Sampsa Vanhatalo MD, PhD

Department of Children’s Clinical Neurophysiology,
Helsinki University Central Hospital, Helsinki,
Finland



List of contributors

Helle S. Waagepetersen Cand Pharm, PhD
Department of Pharmacology and Pharmacotherapy,
Faculty of Pharmaceutical Sciences, University of
Copenhagen, Copenhagen, Denmark

David Walker PhD, DSc
Department of Physiology, Monash University,
Clayton, Victoria, Australia

Michael Weindling BSc, MA, MD, FRCP, FRCPCH
School of Reproductive and Developmental Medicine,
University of Liverpool at Liverpool Women’s
Hospital, Liverpool, UK

Andrew Whitelaw MD, FRCPCH
Department of Clinical Science at North Bristol,
University of Bristol, Bristol, UK

ix







Preface to the First Edition

For ages philosophers have discussed how the brain
and the mind are created. Descartes and Kant thought
that true ideas are innate, while Locke and Hume
claimed that the brain is a blank slate at birth.
William Harvey opposed the idea that the organs,
e.g., the brain, are preformed and maintained that the
organs develop successively - epigenesis. Sigmund
Freud who can be regarded as determinist wrote that
our ideas and psychology are based on small substruc-
tures (genes). The mapping of the human genome has
reinitiated a debate on the concept of preformation -
today genetic determinism vs. environmental instruc-
tionism. A third alternative is the idea of selectionism
or neuronal darwinism. The premature brain is a
jungle according to Gerald Edelman with redundant
neurons and pathways and due to environmental
influences only the most suitable neuronal circuits
survive (see chapter by Changeux). “Cells that fire
together wire together - those that don’t won’t.”
(see chapter by Penn & Shatz).

The busy obstetrician scanning the fetal brain by
ultrasound or the neonatologist monitoring the new-
born brain may have limited time to ponder these
eternal questions. The main reason for publishing
this book is to present the state of the art on how the
brain is formed. The recent breakthroughs in our
understanding of the development of the brain origi-
nate from studies of invertebrates like fruit-flies or
nematodes, mice or ferrets. It is difficult for the hard-
working clinician attending the delivery, neonatal or
neuropediatric ward to grasp this literature. On the

other hand, the basic scientist may have only a vague
idea of the clinical expression of mutations or disor-
ders of neuronal migration and synaptogenesis, pre-
term birth or perinatal asphyxia.

Jean-Pierre Changeux commences the book with
some reflections on the origin of the human brain. The
chapters then follow the major milestones of brain
development: formation of the neural tube, neurogen-
esis, migration of neurons, synaptogenesis and organiza-
tion of the brain wiring. Special chapters are devoted
to neurotrophic factors, neurotransmitters, glial cell
biology and cerebral circulation. Then the develop-
ment of sensory functions is described.

The second part of the book deals with more clin-
ical aspects, particularly methods to investigate the
infant brain by imaging and electrophysiological tech-
niques. Two chapters deal with clinical aspects of the
brain of the full-term infant and one with the preterm
infant. The authors have specially emphasized how the
knowledge from basic science can be applied in clinical
practice.

We hope that this book is of interest for a broad
readership from the more theoretical biologist, molec-
ular geneticist and the biophysicist to the clinical fel-
low in obstetrics, neonatology or neuropediatrics as
well as the neuropsychologist. The book can also be
recommended as a textbook for graduate courses.

Stockholm, Paris, and London
December 30, 2000
The Editors







Preface to the Second Edition

Understanding the development of the human brain
and the emergence of consciousness is a fundamental
quest, of similar magnitude to the study of the origin
of life from inorganic matter. We can talk about a “big
bang” of brain development, when hundreds of thou-
sands of new neurons are formed every minute in the
fetal brain and up to one million synapses are gener-
ated every second in the child’s brain. Jean-Pierre
Changeux opens this book with a reflection on the
origin of the human brain. The main milestones -
such as the proliferation and migration of neurons,
synaptogenesis, formation of glial cells - are presented
in separate chapters by leading authorities in the field.
The selection of neuronal pathways and the organiza-
tion of the neuronal circuits are discussed by Carla
Shatz and others. The development of somatosensory,
visionary, and auditory modalities are described in
detail. There are also separate chapters on neurotro-
phic agents and neurotransmitters/neuromodulators.

The remainder of the book deals more with clin-
ical matters, while also presenting the basic science

necessary to understand these problems. These chapters
encompass imaging the brain, biophysical assessment
of the brain, hypoxic-ischemic encephalopathy, the
vulnerable preterm brain, and infections of the brain.
The mechanisms leading to abnormal neuropsycholog-
ical outcome are also discussed in detail.

In this second edition most of the chapters from
the first edition have been completely rewritten in line
with modern science and clinical practice. Some new
chapters have been added, for example on behavior
and the emergence of consciousness.

We hope that this book will be of interest for a
broad readership from theoretical biologists, mole-
cular geneticists, and biophysicists to clinicians in
obstetrics, neonatology, and neuropediatrics, as well
as neuropsychologists. The book can also be recom-
mended as a textbook for graduate courses.

Stockholm, New Haven, Southampton, and London
October 13, 2009
The Editors







Jean-Pierre Changeux

Introduction

Human beings belong to the biological species Homo
sapiens. The definition of the species includes the
description of the characteristic anatomy and physio-
logy of the body, as well as of the functional organiza-
tion of the brain together with the multiple facets
of behaviors unique to human beings. The human
brain is obviously a fascinating object of scientific
investigation.

The aim of this chapter is to debate the origins of the
human brain. This raises an overwhelming challenge.
First of all, one should attempt to delineate what makes
the human brain “human,” even in the newborn, and to
identify the features that distinguish it from the current
living primates and from its fossil antecedents. It is
intriguing, on the one hand, to find ways of specifying
the universal traits of “human nature” in objective
terms. On the other hand, the broad diversity between
individuals, in particular as a consequence of their past
and recent personal and/or cultural history, raises a
second challenge. Does such diversity break the unity
of the human brain within the human species?

A tension thus exists in neuroscience, as well as in
the humanities, between two main lines of research:
one that aims at defining the universal characteristics
of the human species, for instance at the level of the
infant brain, and the other that stresses the variability
of cognitive abilities in adults, such as the language
they speak and the social conventions they adopt. It
is a formidable task to deal with these contrasting
approaches with the aim of achieving a meaningful
scientific understanding of the human brain, its learn-
ing capacities, and its higher functions, and it
seems plausible that a realistic picture of the human
brain will require the synthesis of these divergent
approaches. I shall therefore consider successively
these two aspects of research on the human brain.

Reflections on the origins
of the human brain

Universality, diversity, complexity

A primary difficulty, raised by the philosopher John
Searle (1995), concerns the notion of function, specially
psychological function in the case of humans. One
should never underestimate the conceptual and exper-
imental predicaments posed by any attempt to singu-
larize a behavioral or mental trait. Searle even suggests
that functions are not intrinsic, but might be assigned
to, or imposed on, living objects or organisms, and
in particular the human brain, by the observer. This
problem must be taken seriously. Even though, since
Darwin, attempts have been made to eliminate
teleology from the life sciences, one has to be aware
of a possible observer bias in the definition of a func-
tion. The difficulty is real for the pediatrician who has
to objectively evaluate newborn perceptive abilities and
behavior. In my opinion, Searle’s criticism could go
beyond the definition of function and equally applies
to the description of the anatomy or to the dynamics
of the electrical and chemical activities that take place
within the brain. To overcome these difficulties, a rec-
ommended strategy is to elaborate theoretical models,
even within the clinical framework of pediatrics.
Furthermore, the theoretical models that will primarily
aim at resolving brain complexity, to my view, should
not to be confined to a given discipline or technique.
On the contrary, they have to systematically bring
together well-defined molecular, anatomical, physio-
logical, behavioral, and psychological data (see
Changeux et al., 1973; Changeux, 2004). In any case,
the aim of the modeling enterprise will not be to give
an exhaustive description of brain reality: one has to
remain humble! It will, furthermore, in any case be
limited by its scope and by its formulation. Moreover,
one should never forget that the modeling process
involves the selection of theoretical representations...
by the brain of the model builder!

The Newborn Brain: Neuroscience and Clinical Applications, 2nd edn., eds. Hugo Lagercrantz, M. A. Hanson, Laura R. Ment, and
Donald M. Peebles. Published by Cambridge University Press. © Cambridge University Press 2010.



Chapter 1: Reflections on the origins of the human brain

Fig. 1.1 Comparison of the impression of the meningeal vessels on endocranial casts of 40-day-old infant (a) and 1-year-old infant (b) with
the endocranial casts of Australopithecus gracilis (c) and Homo habilis (d). (From Saban, 1995.)

Another difficulty resides in the very attempt to
establish an appropriate causal link, or “bridge,”
between the structural elements of the system and the
function considered. The reductionist approach, as
mentioned, has to be “fair.” One should deliberately
avoid frequently encountered statements such as
“the gene(s) of intelligence” or the “neurotransmitters
of schizophrenia!” Such simplistic and incorrect pro-
posals bypass one essential feature of brain organiza-
tion; that is, there is no direct and unequivocal link
between the molecular and the cognitive levels. In
between these, there exist parallel and hierarchical
levels of organization nested within each other and
with abundant cross-connections. These levels develop
step by step from the molecule to the cell, from ele-
mentary circuits to populations (or assemblies) of
neurons, up to complex global neuronal patterns
engaged in higher cognitive functions. The definition
of these relevant parallel and hierarchical levels is
in itself a difficult theoretical problem that should be
made explicit (Changeux & Connes, 1989). A critical
conceptual and practical issue in any investigation of
the newborn brain will thus be to specify the selected

hierarchical level (or, more probably, levels) of organiza-
tion at which a relevant causal link will be estab-
lished between anatomy, physiology, and behavior,
together with the massive parallelism and strong lat-
eral interactions that potentially contribute to coher-
ent unitary brain processes.

I will make one last remark about brain complex-
ity, which may seem far-fetched to the pediatrician:
my conviction is that investigations on the human
brain, in particular that of the newborn, should deal
with our current understanding of biological evolution
(Fig. 1.1). This requirement is obviously of practical
interest, since it may lead to a fair evaluation of the
commonly adopted (sometimes erroneous) use of
lower animal species as models for human diseases,
in particular for neuropsychiatric deficits. But the evo-
lutionary perspective also points to interesting empi-
rical questions. Take, for instance, the case of brain
anatomy. No simple apparent logic accounts for the
actual morphology, distribution, and interrelation of
the multiple areas (or nuclei) that compose the brain
(see Changeux, 1985). For instance, the actual nesting
of the archeo-, paleo-, and neocortices within human
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brain anatomy cannot be understood without consid-
ering that they have been derived by some kind of
evolutionary “tinkering” (Jacob, 1981) from prior
ancestral brains. The older structures have not been
eliminated, but rather incorporated and nested within
the newer ones. Millions of years of evolutionary his-
tory under extremely variable environmental condi-
tions thus introduce, indirectly, contingencies in the
anatomy such that the intrinsic logic of the functional
organization of the brain may no longer be apparent
by simple inspection. This situation frequently inva-
lidates attempts to infer function from anatomy or to
relate a given behavior to a single brain structure, such
as, for instance, the current debates about the role of
the hippocampus, amygdala, or prefrontal cortex in
behavior. It also illustrates why the best models may
not be the simplest or the most minimalistic ones.
Model building thus has to rely on concrete observa-
tional approaches, to be “neurorealist,” and it becomes
a particularly difficult, though necessary, process to
progress in the understanding of the human brain.

Finally, one should not limit the evolutionary per-
spective to the context of the biological - or genetic -
origins of the human brain. Rather, as discussed in
the following sections, the brain of a human subject
may be more appropriately viewed as the synthesis
of multiple nested evolutions by variation selection
(Changeux, 1983a,b, 2004). These developments
include not only the past genetic evolution of the
species, but also the epigenetic development of the
brain of each individual, within the framework of
his or her personal history, as well as the more
recent social and cultural evolution of the social envi-
ronment with which the newborn interacts. The data
are scarce, but the potential outcomes of future
research could be richly rewarding.

Genes and the newborn brain

The brain of the newborn is often taken as holding
the innate features that characterize “human nature.”
In reality, many more characteristics proper to the
human brain develop after birth, in particular
through learning during postnatal development,
which is one of the longest known among living spe-
cies. Even though, as we shall see, epigenetic regula-
tions may take place which involve specific interactions
with the environment, strictly innate, DNA-encoded
mechanisms contribute, in a definite manner, to the
prenatal and postnatal development of the adult brain

(Watson et al., 2007). But these genes are not expressed
all at once in the egg or the embryo or the newborn, as
postulated by the extreme views of the eighteenth-
century preformationists, views that assumed that the
adult organism was already present in a miniaturized
form in the sperm and in the egg. On the contrary, they
are activated (or suppressed) throughout embryogen-
esis and postnatal development in a sequential and
combinatorial manner.

The straightforward inspection of the genetic
endowment of the species compared with the organiza-
tion of the brain raises, however, two apparent
paradoxes (Changeux, 1983a,b, 2004; Edelman, 1987;
Miklos & Rubin, 1996). The total amount of DNA
present in the haploid genome comprises approxi-
mately 3.1 billion base pairs, but no more than
20000-25000 genes sequences (Lander et al., 2001;
Venter et al., 2001). The coding exons represent only
1.2% of our genome, yet alternative splicing may
increase the number of mRNA protein-coding sequen-
ces up to 100 000. On the other hand, the total number
of cells in the brain is in the order of 170 billion,
including 86 billion neurons (Herculano-Houzel ef al.,
2007, Azevedo et al., 2009), each neuron possessing its
particular connectivity — or “singularity” (Changeux,
1983a). There is thus a striking parsimony of genetic
information to code for brain complexity.

Another paradox is raised by the relation between
the total number of genes and the evolution of brain
organization. The 97 million bases that constitute
the total sequence of the genome of a small inverte-
brate, the nematode Caenorhabditis elegans (Miklos &
Rubin, 1996; Chervitz et al, 1998; Hodgkin et al.,
1998; Thompson et al., 2001) with its humble 302-
neuron nervous system, contains a predicted 18266
protein-coding genes. Drosophila possesses a much
larger nervous system, with about 250 000 neurons,
but with a similar number of genes (13 338; Rubin
et al., 2000). Even more striking, the gene number
from bony fish, through the laboratory mouse, to the
human is roughly constant. Yet, notwithstanding
the increase of cell numbers (from about 70 million
in the mouse to 86 billion in humans [Azevedo et al.,
2009]), mammalian brain anatomy has evolved dra-
matically from a poorly corticalized lissencephalic
brain with about 10-20 identified cortical areas to
a brain with a very high relative cortical surface,
multiple gyri, and sulci and possibly as many as 100
identified cortical areas (Mountcastle, 1998). Thus,
there exists a remarkable nonlinearity between the
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evolution of brain anatomy and that of the total num-
ber of genes (Changeux, 1983a,b, 2004; Edelman,
1987; Miklos & Rubin, 1996).

The molecular genetics of the early stages of
embryonic development in Drosophila, Xenopus,
chick, and mouse offers at least one major perspective
on resolving these paradoxes. For example, in
Drosophila a variety of genes have been identified
that control the cartesian coordinates of the embryo,
the segmentation of the body, and the identity of its
segments (Nisslein Volhard, 1990; Lawrence, 1992).
A significant fraction of these “homeotic genes,” which
are also found in C. elegans (Ruvkun & Hobert, 1998),
are absent in bacteria and yeast but conserved
throughout the evolution of higher animal species
and possibly act in equivalent regulatory cascades in
mammals. In the course of embryonic and postnatal
development, these developmental genes become
expressed according to well-defined spatiotemporal
patterns, in a hierarchical and parallel manner with
cross-regulatory interactions and reutilizations. Such
a view of morphogenesis, as a developing network
of gene interactions (Koentges, 2008), may account,
at least in part, for the parsimony paradox. An enor-
mous diversity, indeed, may arise from such combi-
natorial expression of a limited number of genes.

Development of the body plan

As a consequence of the combinatorial gene expres-
sion described in the previous section, the plan of the
body’s embryo develops. At defined critical stages,
anteroposterior and dorsoventral polarities, and
sharp boundaries between territories and/or of pat-
terns of stripes become established. The symmetry of
the embryo evolves in the course of development.
“Symmetry breakings” (Turing, 1952; Meinhardt &
Gierer, 1974) take place. On theoretical grounds,
such defined and reproducible patterns can be gener-
ated from a set of chemical substances, or morpho-
gens, which cross-react and diffuse throughout the
organism (Turing, 1952). For instance, gradients of
diffusible morphogens are thought to contribute to
the unfolding of developmental gene expression
resulting in anteroposterior polarity (Meinhardt &
Gierer, 1974). The main factors (but not the only
ones) are the products of the developmental genes:
regulatory proteins referred to as transcription
factors that control gene transcription at the level of
the core RNA polymerase II transcription complex

(see Mannervik et al., 1999). These protein molecules
may have played a critical role in the phylogenetic
evolution of the body form (Koentges, 2008). They
bind to DNA elements (enhancers or silencers) that
lock or unlock the transcription of adjacent structural
genes and are themselves often conserved across
species. Interplay between morphogens and transcrip-
tion factors (coactivators and/or corepressors)
builds up an intracellular network of protein-protein
interaction (Rual et al., 2005; Stelzl et al., 2005) and
thus of gene regulation, together with membrane
receptors and the relevant second messengers.
Models have been proposed according to which par-
ticular sets of such molecules may contribute to the
“reading” of a gradient of morphogen by some
kind of all-or-none switch in both a noncellularized
(Kerszberg & Changeux, 1994) and a cellularized
embryo (Kerszberg, 1996) (Fig. 1.2). It has been fur-
ther suggested that such reading may require parti-
cular kinds of molecular interconnections at the
level of the transcription factors: the assembly of
molecular partners into hetero-oligomers between,
for instance, one morphogen molecule from the gra-
dient and a transcriptional coregulator now coded by
a gene expressed in the embryonic nuclei. Nonlinear
relationships between transcription factor concentra-
tion and morphogenesis may thus emerge from these
combinations. Such a concept of nonlinear networks
of transcription factors (Kerszberg & Changeux,
1994) has been recently documented with particular
reference to Drosophila (Mannervik et al., 1999) and
may plausibly contribute to morphogenesis, together
with receptors, kinases, phosphatases, G-proteins,
and second messengers (Lisman & Fallon, 1999)
within and between the developing embryonic cells
(Koentges, 2008).

Many developmental genes are expressed in the
nervous system. They are part of a still largely unchar-
acterized population of genes concerned with brain
morphogenesis: its segregation into definite patterns
of areas and nuclei and even the differentiation of
asymmetrical hemispheres. The concepts mentioned
for embryonic development may also apply to brain
morphogenesis, in particular to the very early stage
referred to as neurulation (see Kerszberg & Changeux,
1998). The process of neurulation differs strikingly
in invertebrates and vertebrates. In the former case,
the neuroblasts delaminate from the neural ectoderm
to form progressively the ventral solid ganglion
chain of the adult (which may reach up to 520 million
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Fig. 1.2 A hypothetical model for reading morphogenetic gradients
underlining the importance of protein—protein interaction and
combinatorial information between transcription factors at the
gene level. (@) A morphogen M (circles) is initially distributed along
a smooth anteroposterior gradient; a ‘vernier’ molecule V (square) is
coded by a gene present in the embryonic nucleus (broken line).
Morphogen and vernier may form heterodimers but may also exist
as homodimers. These various dimers form transcription factors
which diffuse in the cytoplasm and bind to a promoter element
regulating, in cis, the transcription of the vernier gene. Each dimer
contributes to activation/inactivation of the vernier gene
transcription thus yielding autocatalysis and competition and, as a
consequence, sharp boundaries (b) and/or stripes (from Kerszberg &
Changeux, 1994; see also Smolen et al,, 2000). (c) Plausible schemes
for the integration of combinatorial information from various
transcription activators and repressors (various letters) at the level
of the RNA polymerase (pol Il) transcription complex (from
Mannervick et al., 1999).

neurons in Octopus). In the latter, the neural plate
invaginates en bloc dorsally to form a hollow neural
tube, which may facilitate considerable growth of the
central nervous system through surface expansion.
This is observed from cyclostomes to mammals, pri-
mates, and humans (see also Chapter 2).

Such a decisive evolutionary step is not fully
understood. Yet, on strictly theoretical grounds, one
may propose the hypothesis that it does not require a
large number of molecular changes at the gene
transcription level. Arendt and Niibler-Jung (1997)
have presented evidence that the ventral-dorsal tran-
sition of the nervous system from invertebrates to
vertebrates can be reduced to simple changes in the
gastrulation movements of the embryo, themselves
under the control of a few homeotic genes. These
discrete molecular transitions may, for instance, affect
transcription factor switches, which themselves regu-
late cell motion (Kerzsberg & Changeux, 1998) as well
as cell adhesion (see Edelman, 1987). As a conse-
quence, either the whole neural plate infolds into
a tube (in vertebrates) or individual neuroblasts
delaminate, yielding a solid nervous system (in inver-
tebrates). This illustrates hypothetically how only
a few gene changes may contribute to the critical
transition between the invertebrate and vertebrate
nervous systems.

Another example, even less well understood, is
that of the increase in size and fast expansion of the
cerebral cortex and cerebellum that took place in the
course of the evolution of the vertebrate brain, from
fish to reptiles, birds, and mammals (see Changeux,
1983a,b; Mountcastle, 1998; Reiner et al., 2004). First
of all, the biochemical differences between these
adult brains look negligible: from mouse to human
brain, the region-specific genes are strikingly con-
served at both the sequence and gene expression levels
(Strand et al, 2007). Moreover, in the cerebral
cortex, the number of neurons per cortical column
appears uniform throughout vertebrates (Rockwell
et al., 1980). Thus, the surface area of the cortex, i.e.,
the number of columns, appears as a primary target
of the evolutionary changes (Rakic, 1988). One may
then further speculate that the fast expansion of
the frontal lobe and parietotemporal areas, which
contributed to the evolutionary origins of the brain
in H. sapiens, has resulted from the exceptionally
prolonged action of some developmental genes
(or of slight variation of concentration of morpho-
gens) (Changeux, 1983a,b, 2004), the genomic
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evolution underlying this process engaging a rather
small set of genes.

In the course of the subsequent development of
the cellular organization of the nervous system, large
populations of cells project into other large ensem-
bles of neurons, and neural maps develop in regular
species-specific patterns. The molecular mechanisms
governing the formation of ordered connections of
neural maps are progressively being understood
and, again, it is anticipated that a few molecular
events will greatly modify the developmental patterns
(for a review, see Tessier-Lavigne & Goodman, 1996;
Drescher et al., 1997). For example, in the case of
the cerebral cortex, four transcription factors -
COUP-TFI, Emx2, Pax6, and Sp8 - display graded
expression across the embryonic cortical axes and
determine the sizes and positions of cortical areas
by specifying (or repressing) area identities within
cortical progenitors (Bishop et al., 2000; O’Leary
et al., 2007).

Phylogenetic ancestors of the
human brain

As mentioned above, many important anatomical fea-
tures of our brain have been inherited from our direct
ancestors (see Changeux, 1983a, b; Mountcastle, 1998).
The soft parts of their brains may be lost forever,
but comparison of the endocranial casts of modern
humans and their fossil ancestors provides interesting
information. It reveals striking analogies between the
various stages of the phylogenetic evolution of the
ancestors of H. sapiens and the ontogenetic develop-
ment of the brain in the modern human (Saban, 1995).
The observations are limited to the impression of the
meningeal veins and thus yield only limited informa-
tion. Yet, the simplified topography of the human
newborn meningeal system strikingly resembles the
arrangement in Australopithecus robustus (who lived
about three to two million years ago). The meningeal
topography of Homo habilis, who lived two million
years ago (cranial capacity 700 ml), is rather similar to
that of a modern 40-day-old infant. Homo erectus, who
lived one million years ago (cranial capacity of about
1000 ml), has a meningeal system topography similar
to that of a modern 1-year-old child. Neanderthals
(brain volume about 1500 ml, larger than modern
H. sapiens) retained many archaic features of H. erectus.
Recent DNA studies indeed suggest that they were only
our cousins (Krings et al., 1997; Carroll, 2003).

Making inferences from these rather scarce paleon-
tological data about how spoken language and higher
cognitive functions including self-consciousness
emerged is a highly controversial issue. Chimpanzees
use tools, have intricate social lives, and show rudi-
ments of self-awareness (Hauser, 1999, 2005; Jensen
et al., 2007; Premack, 2007). They utilize a number of
vocalizations, but lack rapid manipulation of sym-
bolic representations, as well as the capacity to form
and organize abstract concepts. Monkeys have been
claimed to possess the equivalent of Broca’s and
Wernicke’s areas, although without the rich connec-
tivity that characterizes language processing in
humans (Aboitiz & Garcia, 1997; Deacon, 1997;
Gil-da-Costa et al., 2006). An analysis of fossil skulls
supports the view that the early evolution of the
hominoid brain included three major reorganiza-
tions (Holloway, 1995): a relative enlargement of
the inferior parietal lobe, an expansion of the frontal
lobe, and a greater hemispheric specialization occur-
ring before major increases in brain volume. Similar
conclusions have been reached from a neuroanato-
mical perspective (Aboitiz & Garcia, 1997). This
study more specifically points to the development
of strong corticocortical cross-modal interactions
in the postrolandic cortex, providing the basis of a
semantic neural device that converges into a prospec-
tive Wernicke’s area in which concepts acquire
their specific link with sound. These phonological
representations project into inferoparietal areas
which connect to Broca’s area and the premotor
representations of orofacial movements. Finally, a
fundamental element in the evolution of cognitive
and linguistic capacity would be the coordinated
operation of these networks, which is required to
generate higher levels of syntax and discourse asso-
ciated with the expansion of the prefrontal cortex,
together with the development of its interconnections
with the above-mentioned cortical (and subcortical)
areas (see Chapter 23).

The morphology of the face and skull, as well as
many body characteristics of human adults, resembles
that of the face and skull of newborn chimpanzees
(Stack & Kummer, 1962). It has thus been suggested
that neoteny, i.e., access to sexual maturity at early
stages of development and/or the persistence of
embryonic or fetal characters in the adult, together
with the prolonged development and increase in
brain size after birth, contributed to the evolution of
the human brain (see Gould, 1977). In any case, the
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intrinsic changes in the cellular organization of the
brain that make us human are already present
before birth and cannot be derived exclusively from
neoteny; the proliferation of nerve cells largely (but
not definitively) stops at around eight months of pre-
natal development (except in the hippocampus and
cerebellum). Without doubt, in the newborn the brain
already possesses a highly organized neuronal architec-
ture determined by an envelope of genetically coded
processes.

The identification of the genetic events that have
been at the origin of the brain in H. sapiens is still in
its infancy but data that are now available on the
genome and transcriptome of the rhesus monkey
(Rhesus Macaque Genome Sequencing and Analysis
Consortium, 2007) and the chimpanzee (Herlyn &
Zischler, 2006), as well as humans (Levy et al., 2007),
offer interesting possibilities. From a comparative
analysis it appears that about one-third of our genes
started to evolve as human-specific lineages before the
differentiation of humans, chimpanzees, and gorillas
took place. This may account for the findings of very
old human-specific morphological traits in the fossil
record, which anticipate the recent emergence of the
human species by about five to six million years
(Ebersberger et al., 2007). Comparative analysis fur-
ther reveals that, if humans and chimpanzees show
high similarity in sequence between orthologous
genes, the rate of gene turnover in humans is more
than two and a half times faster than in other mam-
mals. Several gene families have expanded or con-
tracted by shaping copy-number more rapidly than
expected even after accounting for an overall rate
acceleration in primates (Hahn et al., 2007). Quite
surprisingly, some gene families have decreased in size
in the human lineage. This is the case of the olfactory
genes family, of which the proportion of inactive
(pseudogenes) genes is larger in humans than in
other apes and larger in apes than in the mouse
(Gilad et al., 2000; Rouquier et al., 2000). Another
interesting difference is that alternative splicing is
larger in humans than in chimpanzees in the corre-
sponding tissues from the two species (Calarco et al.,
2007). Last, genomic surveys in humans identify a
large amount of recent positive selection, to the
extent that, using the 3.9-million HapMap single
nucleotide polymorphism (SNP) dataset, positive
selection has, unexpectedly, accelerated greatly dur-
ing the past 40000 years in human populations
(Hawks et al., 2007).

“Phylogenetically old” genes and
neuropediatric disorders

Few of the fast-changing genes of human lineage
have been investigated in detail. Particularly interest-
ing for the pediatrician are the primary microcephaly
genes that cause a reduction in brain volume to a size
comparable with that of early hominids (Ponting &
Jackson, 2005; Bond & Woods, 2006). Microcephalin
and abnormal spindlelike-associated microcephaly
are among the several genes for which mutation causes
pathology by affecting neurogenic mitosis and fetal
brain growth. These genes appear to alter neural pro-
genitor cell number at a rather simple molecular tar-
get: the microtubular organization at the centrosome
and the mitotic pathway. This modification may alter
the action of neural progenitors when switching from
symmetrical to asymmetrical cell division. The rapid
evolution of these genes in the human lineage has been
related to the increase in relative brain size during
primate evolution (Evans et al., 2005).

Childhood apraxia of speech or verbal dyspraxia
is an impairment of speech production with a broad
profile of linguistic deficits caused by alteration of
the gene coding for the transcription factor FOXP2.
In this context, an ancient DNA analysis of the
FOXP2 gene, undertaken on two Neanderthal speci-
mens from El Sidrén, northwestern Spain, and dated
to around 43 000 years ago, showed two evolutionary
changes in the derived human form of FOXP2
(Krause et al., 2007). Since FOXP2 has undergone
recent positive selection in human history, it has
been speculated that the evolution of human FOXP2
gene might be related to the emergence of modern
speech capacities (Enard et al., 2002, 2009).

Other genes of relevance for the newborn brain
are the genes involved in axon guidance and target
selection. Most (though not all) of them have been
identified in the fly and their homolog recognized
in high vertebrates and humans. They comprise a
finely tuned code of attractive and repulsive cues and
their receptors that include, for instance, semaphor-
ins/plexins, netrins/DCC or Unc5a-d, and slit/Robo,
among many others (Tessier-Lavigne & Goodman,
1996). Interestingly, these cues also help blood vessels
to navigate to their target often alongside nerve fibers
(Carmeliet & Tessier-Lavigne, 2005). Other types of
molecule involved in axon guidance are the cell adhe-
sion molecules of the neural cell adhesion molecule
(NCAM) and of the L1 family type that interact with
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attractant and repellent guidance receptors to control
growth cone and cell motility in a coordinated fashion
(Maness & Schachner, 2007).

Several genes associated with autism have been
recently identified. Among the many genes implicated
in this disorder, particularly relevant ones are the
neuroligins NLG4 and 3 and their binding partner,
the scaffolding protein SHANK3, which are critically
involved in synapse formation and stabilization
(Persico & Bourgeron, 2006). The neurological basis
for dyslexia, or reading disability, is due in large part
to genetic factors. Among the several candidate genes
for dyslexia (Paracchini et al., 2007), ROBOI is ortho-
logous to a Drosophila gene widely expressed in the
developing nervous system. It encodes an axon guid-
ance receptor protein that is essential for directing
the outgrowth of both the axon and dendrite during
development and in particular the neuronal axon
crossing the midline between hemispheres. The exact
functions of the other three candidates genes (DCDC2,
KIAA0319, and DYXICI) have yet to be elucidated,
but they have all been shown to be involved in glia-
guided neuronal migration during the formation of
the cortex.

In short, these studies on the molecular genetics of
human brain evolution have unexpected important
medical consequences: more than 3000 genetic dis-
eases that correspond to gene mutations or defects
are known in humans. Many of them affect brain
functions in one way or another and are already
expressed in the infant brain (see Mandel, 1995). At
variance with a commonly accepted “empiricist” point
of view, the brain of the newborn is not a tabula rasa
but a richly organized structure.

Individual variability of the human
brain and the activity-dependent
epigenesis of neuronal networks

The concept of synaptic epigenesis

Recent studies on human genomes carried out at the
level of individuals have revealed an important inher-
ent variability that may not systematically result in
disease phenotypes. Indeed, about one base pair in
400-500 is polymorphic in the nuclear genome.
Thus, two copies of the genome from different indi-
viduals will show about 1 x 10° to 2 x 10° sequence
differences. The vast majority of these differences
are selectively neutral but others may, as discussed,

alter in a subtle way the function, or regulation, of a
gene. Most of the polymorphism of the human leuko-
cyte antigen (HLA) region was already present in the
ancestors of chimpanzees and gorillas before the sep-
aration of the human lineage (Gyllensten & Erlich,
1989). Genome-scanning technologies have recently
revealed an unexpectedly large extent of “structural
blocks” variations in chromosomes that include dele-
tions, duplications, and large-scale copy number
variants as well as insertions, inversions, and trans-
locations. These variants can comprise millions of
nucleotides of heterogeneity within every genome
and plausibly contribute to human diversity and dis-
ease susceptibility (Paabo, 2003; Feuk et al., 2006).
Heredity is thus often stated to be a major source of
individual variability in the human brain. It may
possibly account for important variations in the pre-
cise topology of defined Brodmann’s areas noticed
among the few brains of different individuals inves-
tigated with the required anatomical accuracy (see
Mountcastle, 1998). An important variability also
exists at the functional level. Joint positron emission
tomography (PET) and magnetic resonance imaging
(MRI) have revealed significant intersubject variabi-
lity of functional areas in the visual cortex in the range
of 5mm (Hasnain et al., 1998).

To analyze further the relative contribution of
genetic versus “epigenetic” or environmental factors
in this variability, three-dimensional maps of gray
matter and models of cortical surface anatomy were
derived from high-resolution three-dimensional mag-
netic resonance images from groups of unrelated sub-
jects, dizygotic and monozygotic twins (Thompson
et al., 2001). Their comparison revealed a genetic con-
tinuum in which brain structure was found to
be increasingly similar in subjects with increasing
genetic affinity. Brain structures under considerable
genetic control include Broca’s and Wernicke’s lan-
guage areas, as well as frontal brain regions. In a series
of anatomical (see Steinmetz et al, 1995; Traino
et al., 1998; Eckert et al., 2002) and behavioral (see
Kee et al., 1998) investigations carried out with genet-
ically identical monozygotic twins who were discord-
ant for handedness, both the in vivo measurements
of the planum temporale by MRI and the results of
behavioral tasks (e.g., finger tapping with anagram
load) collected with left- and right-handed mono-
zygotic co-twins yielded convergent results. The
right-handers showed leftward hemispheric asymme-
try, whereas the left-handers lacked symmetry. Early
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epigenetic events taking place during early embryo-
genesis may thus contribute extensively to variability
in the development of the anatomo-functional later-
ality of the cerebral hemispheres in genetically identi-
cal twins. In other words, “cloned” humans are not
anticipated to be neurally identical.

Another rather important cause of variability orig-
inates from the way the entire network of connections
becomes established between neurons during embry-
onic and postnatal development. The million billion
(10") synapses that form the human brain network do
not assemble like the parts of a computer according
to a plan that defines precisely the disposition of all
individual components. If this were the case, the
slightest error in the instructions for carrying out
this program could have catastrophic consequences.
The mechanism appears, on the contrary, to rely on
the progressive setting of robust interneuronal con-
nections through trial-and-error mechanisms that,
even though they are typically nongenetic, i.e., epige-
netic, formally resemble an evolutionary process by
variation selection (Changeux et al., 1973; Changeux &
Danchin, 1976; Edelman, 1978, 1987; Changeux,
2004).

Information about synaptogenesis in the develop-
ing brain may be provided by examining in adults
the variance in synaptic phenotype of genetically
identical individuals. The analysis has to be carried
out at the level of the single nerve cell and of the
exact topology of all the synaptic contacts it estab-
lishes with its partners. Such an analysis was achieved
by serial sectioning of the brain of parthenogenetic
animals such as the water flea Daphnia magna and
the fish Poecilia formosa (see Levinthal et al., 1976).
At the electron microscope level, there exists a fringe
of variability - a “graininess” - in the details of the
axonal or dendritic branching of an identifiable neu-
ron, the variability between left and right arboriza-
tion being smaller than that found between one
individual and another.

In a mammal such as the mouse - the situation
might be even more extreme in humans - the number
of cells is much greater and there are no longer any
identifiable single cells recognizable from one indivi-
dual to another. Despite common principles in gross
architectural features delimited by a species-specific
genetic envelope, the individual variability of the
fine anatomy observed between individuals from
genetically homogeneous strains increases greatly, to
the extent that one wonders how such an apparently
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Fig. 1.3 A simple representation of the model of epigenesis by
selective stabilization of synapses (from Changeux, 1983b). An
interesting outcome of the formal model is that after selection
different patterns of connections may yield the same behavioral
input-output relationship. The different shadings of the cell bodies
indicate different neuron individualities or singularities.

scrambled connectivity may result in reproducible
behavior, even in identical twins!

One plausible solution (among many others) is
that the state of activity of the developing nervous
system contributes to the organization of the adult
network by trimming up synapse formation at sensi-
tive periods of development. The formal model sug-
gested (Changeux et al., 1973; Changeux & Danchin,
1976; Edelman, 1978, 1987; Purves & Lichtman,
1980; Changeux, 1983a,b, 2004; Luo & O’Leary, 2005;
Low & Cheng, 2006) relies on the observation that
synapses do not form en masse, at once, but progres-
sively, through exuberance followed by pruning
steps, under the control of the state of activity of the
developing network (Fig. 1.3). Throughout the overall
development of the cortical mantle in primates and
humans, several distinct phases may be recognized
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(Bourgeois et al., 2000; Huttenlocher & Dabholkar,
1997; see also Chapter 5).

Programmed neuronal cell death

and synaptic pruning

Concomitant phases of proliferation and regression
already take place in the generation of the nerve cell
layers of the spinal cord, and of the cerebral cortex.
The classic observation of Hamburger (1975) that
about 40% of the motor neurons in the chick embryo
die between the sixth and the ninth days of embryonic
life is now further documented in the mouse for the
cerebral cortex. Enzymes such as caspase 3 and caspase
9 must be expressed for a cell to die (see Chapter 17).
Interestingly, inactivating their genes in the mouse
reduces apoptosis, and increases the number of founder
and precursor cells, and of radial cortical units and
thus of cortical neurons. As a result, the cortical sur-
face expands and even forms the beginnings of sulci
and microgyri in this lissencephalic brain (Kuida et al,
1996, 1998). The extent to which the state of activity
of the developing nervous system controls such pro-
liferative versus apoptotic steps is still being debated.
Yet, correlations have been established between cell
death and neuronal activation, a well-documented
case being that caused by calcium entry mediated
by glutamate N-methyl-p-aspartate (NMDA) recep-
tors (Nicotera et al., 1999). The example of the neuro-
muscular junction is particularly simple since only a
single synaptic contact persists in the adult. On the
other hand, in the newborn rat, each muscle fiber
receives four or five active motor axon terminals. As
the rat begins to walk, the number of these functional
terminals progressively decreases until for the adult
only one is left and the state of activity of the innerva-
ted muscle controls this elimination (e.g., Benoit &
Changeux, 1975, 1978; Sanes & Lichtman, 1999).
Axons disappear through an unusual cellular mecha-
nism, in which they shed numerous membrane-bound
remnants by engulfment of axon tips by Schwann
cells (Bishop et al., 2004). A similarity exists between
axonal pruning and wallerian degeneration, which
involves microtubule breakdown and mobilizes the
ubiquitin-proteasome system (Luo & O’Leary 2005).
Axonal pruning phenomena have also been docu-
mented at the synaptic level in other systems such as
the sympathetic ganglia (Purves & Lichtman, 1980)
or the climbing-fiber Purkinje cell synapse in the
cerebellum (for reviews, see Changeux & Mikoshiba,

1978; Crépel, 1982; Kano et al., 1997). For the latter, a
mutation that inactivates a specific neurotransmitter
receptor (the type 1 metabotropic glutamate receptor
[mGluR1]) delays the regression of supernumerary
climbing fiber innervation (Kano et al., 1997).

The contribution of synaptic activity (evoked and/
or spontaneous) to the formation of cortical circuits
has been well documented since the classic experi-
ments of Wiesel and Hubel (1963a, b), which demon-
strated the important role of visual experience in fixing
the organization of ocular dominance columns (for
reviews, see Katz & Shatz, 1996 and Chapter 10), yet
within a “functional validation” framework. At var-
iance with this scheme, an exuberant sprouting and
proliferation of axon branches, accompanied by
limited although critical elimination of collaterals,
has been visualized at different locations along the
visual pathway (retinogeniculate, thalamocortical,
and pyramidal cell arbors) at sensitive periods of
development (see Stretavan & Shatz, 1986; Katz &
Shatz, 1996). The state of activity of the developing
cortical circuits controls synaptic evolution by more
than simply validating preformed circuits. Such epi-
genetic regulation may concern the overall develop-
ment from the early interaction with the physical
world up to the elementary social experience (see
Hadders-Algra et al., 1996 and Chapter 21).

The model suggested (Changeux et al, 1973;
Changeux, 1983a, b; see also Harris et al, 1997;
Elliott & Shadbolt, 1998; Miller, 1998) posits that
during synapse formation the genetic envelope con-
trols, in addition to the division, migration, and differ-
entiation of cell categories, the behavior of the growth
cone, the outgrowth and formation of widespread
connections, the recognition of the target cells, and
the onset of spontaneous activity; it also determines
the structure of the molecules that enter into the
architecture of the synapse, the rules governing their
assembly, and the evolution of this connecting link by
the activity of the network. Yet, at sensitive periods of
circuit development, the phenotypic variability of
nerve cell distribution and position, as well as the
exuberant spreading and the multiple figures of the
transiently formed connections originating from
the erratic wandering of growth cone behavior, intro-
duce a maximal diversity that is then reduced by the
selective stabilization of some of the labile contacts
and the elimination (or retraction) of the others. The
crucial hypothesis of the model is that the evolution
of the connective state of each synaptic contact is
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governed globally and, within a given time window,
by the overall “message” of signals experienced by the
cell on which it terminates. In other words, the activity
of the postsynaptic cell regulates the stability of the
synapse in a retrograde manner (Changeux et al,
1973).

In this framework, the suggestion was made that
reward signals received from the environment may
control the developmental evolution of connectivity
(Gisiger et al., 2005; Gisiger & Kerszberg, 2006).
In other words, reinforcement learning would mod-
ulate the epigenesis of the network. The model has
been implemented in the case of the learning of a
visual delayed-matching-to-sample task or delayed-
pair-association task. It deals, among other testable
predictions, with the developmental emergence of
a “neuronal workspace” that would include the
prefrontal cortex and control in a top-down manner
the activity in the visual areas of the inferior
temporal cortex (Gisiger et al., 2005) (see the section
“Representations, reward, and consciousness in the
infant brain”).

Trophic factors and synaptic epigenesis

Among the various consequences of the modeling
approach, a simple one has been to look for the molec-
ular mechanisms of the regulation of synaptic out-
growth, stabilization, and elimination by neural
activity. At the presynaptic level, neurotrophins
such as NGF, brain-derived neurotrophic factor
(BDNF), NT4 and several others (for reviews, see
Levi-Montalcini, 1987; Barde, 1990; Chapter 6) have
become plausible candidates for retrograde signals in
activity-dependent synaptic outgrowth and selection
(Thoenen, 1995; Katz & Shatz, 1996). For instance,
in vivo intracortical infusion of diverse neurotrophins
prevents the shift of ocular dominance in favor of
the eye that has not been deprived of visual
experience (Maffei et al,, 1992; Carmignoto et al.,
1993; Cellerino & Maffei, 1996) on the formation of
ocular dominance columns (Cabelli et al., 1995).
Retinal BDNF is also required in the environmental
enrichment effects on the development of retinal
ganglion cell dendritic stratification (Landi et al.,
2007). Also, rapid and opposite effects of BDNF
and NGF have been demonstrated on the whisker
barrel representation of the rat somatosensory cortex.
Moreover, neurotrophins modulate synaptic strength
within minutes in vitro at cultured neuromuscular

synapses (Lohof et al., 1993) and glial cell line-derived
neurotrophic factor (GDNF) overexpression in the
mouse delays the elimination of supernumerary
motor axons and causes hyperinnervation of neuro-
muscular junctions (Nguyen et al., 1998). Additional
evidence for a contribution of neurotrophins in the
epigenetic regulation of synapse development is the
observation that their synthesis and release from
dendrites are regulated by neuronal activity
(Thoenen, 1995). Formal models of synapse-selective
stabilization based on competition for limited stocks
of trophic factors have been developed (Gouzé
et al., 1983; Harris et al., 1997; Elliott & Shadbolt,
1998; Miller, 1998), giving plausibility to the theory.

On the postsynaptic side, the molecular mecha-
nisms involved in the development of the postsynaptic
domain and in the respective roles played by factors
released by the afferent nerve and by electrical activity
are becoming progressively understood, in particular
in the simple case of the neuromuscular junction
(Duclert & Changeux, 1995; Sanes & Lichtman, 1999;
Changeux & Edelstein, 2005). The methods of
recombinant DNA technology have led to the demon-
stration that, within the multinucleated adult muscle
fiber, only the nuclei located under the afferent
motor nerve express the subjunctional molecules
such as the nicotinic acetylcholine receptor subunits.
On the other hand, in the extrajunctional nuclei,
the receptor genes that were transcribed in the non-
innervated myotubes become repressed by electrical
activity in the adult. Denervation that silences the
muscle fibers causes a reactivation of transcription
in the extrajunctional nuclei.

The DNA regulatory elements and transcription
factors that bind to these elements and are selectively
involved in the transcriptional regulation of acetyl-
choline receptor genes in the junctional and extra-
junctional compartments have been identified,
together with the intracellular second messenger sys-
tems, establishing the membrane-to-gene link
(Schaeffer et al., 1998). Trophic factors released
from the motor nerve (such as ARIA-heregulin)
bind to a tyrosine kinase receptor and initiate a
cascade of signals including a MAP kinase. On the
other hand, electrical activity propagated in the
extrajunctional domain causes the entry of Ca®*
ions, and activates a serine/threonine kinase (see
Schaeffer et al., 1998). In both cases, a differential
phosphorylation/dephosphorylation of distinct tran-
scription factors takes place (Altiok et al., 1997;

n
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Schaefter et al., 1998; de Kerchove d’Exaerde et al.,
2002) together with a chromatin remodeling includ-
ing histone hyperacetylation and hyperphosphoryla-
tion (Ravel-Chapuis et al., 2007). Posttranscriptional
regulatory mechanisms involving molecules from
both the basal lamina and the cytoskeleton also
contribute to the targeting, clustering, and stabiliza-
tion of the receptor molecules that compose the
postsynaptic domain (see Duclert & Changeux,
1995; Sanes & Lichtman, 1999; Changeux &
Edelstein 2005). These posttranscriptional mecha-
nisms become predominant in the formation and
stabilization of neuronal synapses (Betz, 1998). As
mentioned, the genes that make the difference
between worm and yeast include, among numerous
copies of tyrosine kinase, protein phosphatase,
and transcription factor genes (Ruvkun & Hobert,
1998). A molecular biology of the epigenetic regula-
tion of synapse formation has emerged.

A plausible mechanism for schizophrenia

Schizophrenia is well recognized as a brain develop-
mental disease and it has been recently suggested that
it originates from a possible alteration of postnatal
synaptic epigenesis (e.g., Karlsgodt et al., 2008).
Synapse elimination or “pruning” would be disrupted
and would occur to an excessive degree in patients,
placing them below a threshold for the presentation
of psychotic symptoms. This disrupted epigenesis
might possibly result from prenatal or perinatal insult
or genetic disruptions at early stages of development
or from a prolongation or excessive pruning process
yielding too few functional synapses. Indeed, patients
with schizophrenia when compared with controls
show a reduction in cortical thickness and a reduction
in dendritic spine density on prefrontal cortical pyr-
amidal neurons (Glantz & Lewis, 2000) but without an
accompanying reduction in the number of neurons
(Selemon et al., 1995).

Longitudinal MRI studies have further demonstra-
ted a progressive decrease in brain volume in patients,
and a surface contraction in the dorsal surfaces of
the frontal lobe that may reflect an increased rate of
synaptic pruning, resulting in excessive loss of long
range neuronal connectivity (Sun et al, 2008) in
particular that assumed to contribute to the global neu-
ronal workspace (Friston & Frith, 1995; Changeux &
Dehaene, 2008; Chapter 23). Consistent with this
interpretation, many of the potential risk genes
identified thus far for schizophrenia are known to

affect the processes of neuronal migration, myelina-
tion, neuronal integrity, and intracellular transport,
all of which are plausibly implicated in the develop-
mental path of the disorder (Sun et al., 2008). A
similar mechanism, though with a different time-
scale, may also apply to autism.

Synaptic epigenesis and the origins of
culture

Brain epigenetic capacities to store stable representa-
tions of the outside world give human beings the
opportunity to create an artificial world of cultural
objects at the social level. The considerable increase
in synapse numbers and multiple nested processes
of synapse stabilization that take place postnatally in
the human brain make possible the acquisition of
spoken and written language (see Dehaene & Cohen,
2007), among many other social representations
that can be stored in extracerebral memories
(Changeux, 1994). But this epigenetic evolution has
another consequence: the diversification of the cul-
tures that human beings have developed throughout
their recent history. In other words, the postnatal
epigenetic evolution of brain connectivity opens the
way to cultural evolution.

Representations, reward, and
consciousness in the infant brain

Wittgenstein in his Philosophical Investigations in
1953 wondered how human beings can understand
each other despite so many language differences. He
suggested that the identity of the representations
we build up in our mind (I would say in our brain)
develops not only from shared “language games” or
“experiments” that we play as infants, but also con-
tinuously throughout our lives as adults. For him the
final criterion when somebody else possesses this
representation is “what he says and what he does,”
in other words what use he makes in his current life
of this particular representation. For the neurobio-
logist, Wittgenstein raises a serious issue. Will it ever
be possible to identify the postulated “common ele-
ment” in the brain of social partners who understand
each other. We know, from the previous section,
that the detailed connectivity of the brain may vary
considerably from one individual to the other, even
among identical twins.

A first reassuring statement comes from the
mathematical formalization of the synapse selection
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model. It is the theorem that within a developing
network “the same afferent message may stabilize dif-
ferent arrangements of connections which neverthe-
less result in the same input-output relationship”
(Changeux et al, 1973; Changeux, 1983a,b). This
may explain why the variability of the connectivity
found between isogenic animals and a fortiori between
nonisogenic ones may be behaviorally tolerable for
the organism. This contrasts with Edelman’s (1998)
claim that because of such variability there should
not be any code or representation in the stored traces
of past experience. The way memories are stored
in the brain is not expected to resemble those of
our computer devices. But, some code nevertheless
has to exist which allows reproducible behaviors
and, even shared understanding within the social
group (with a common semantic) between indivi-
duals possessing anatomically variable brains. What
might constitute such codes?

It has been widely accepted since Hebb (1949) that
the representations, images, ideas, or mental states
that form in our brain spontaneously, or as a conse-
quence of interactions with the outside world
(including the sociocultural one), can be identified
as the physical state created by the correlated (or
coherent) transient and dynamic activity, both elec-
trical and chemical, in a defined distributed popula-
tion (or assembly) of neurons (see Gray et al., 1992;
Vaadia et al, 1995; Engel & Singer, 2001). The
graph of the neurons mobilized together with the
frequency and coherence of the impulses flowing
in the brain is anticipated to carry the “meaning”
or, following de Saussure, the “signifié¢” (signified).
How does a shared, neurally coded, signifié emerge?
First, the commonality of meaning between different
individuals may simply result from shared hard-
wired species-specific circuits of the infant brain.
These are the “conspecs” of Johnson and Morton
(1991) which, for instance, account in the infant
brain for recognition of conspecific faces or speech
sounds, in addition to elementary behaviors such as
grasping and sucking. Second, very early on, the new-
born learns features, for instance those unique to the
mother’s voice or face. These are the “conlerns” of
Johnson and Morton. Within the framework of
learning by selection (see Changeux, 1983a,b;
Dehaene & Changeux, 1989), such learned signifiés
would result from the selective stabilization of
fleeting pre-representations spontaneously produced
by the infant’s brain.

The conjecture is that the brain would generate
“crude,” transient, and labile pre-representations - or
hypotheses - which vary from one instant to the
other. The infant brain would thus operate in a pro-
jective way (see Changeux, 1983b; 2004; Berthoz,
1997) constantly testing hypotheses about the
outside world and later on its own inner world.
Several plausible mechanisms may lead to the selec-
tion of the relevant pre-representation and to its
storage as not only a stable synaptic and/or neuronal
but also a semantic trace in the brain. A simple one
(Dehaene & Changeux, 1989; Montague et al,
1996; Schiitz et al., 1997; Edelman & Tononi, 2000;
Fiorillo et al.,, 2003, 2005) is based on the reward
(or punishment) received from the outside world
that would ultimately result in the release of reward
substances, e.g., dopamine, acetylcholine, and sero-
tonin. Accordingly, the efficacies of the synapses con-
cerned would change if, for instance, the reward
neurotransmitter reached the surface of the neurons
at the moment that they were actively mobilized
by the relevant pre-representation (or after a defined
delay). Such a reading of time coincidence could
be accomplished, for instance, by “multihead” mole-
cules, named allosteric proteins, which include neu-
rotransmitter receptors (see Dehaene & Changeux,
1989, 1991; Changeux & Edelstein, 1998, 2005).
Those receptors are known to undergo slow regula-
tory transitions of potentiation and/or desensitization,
which can be regulated by a variety of effectors,
in particular phosphorylation (see Changeux &
Edelstein, 1998, 2005). Yet, at this stage, their precise
contribution to the storage of “meaningful” represen-
tations remains to be documented.

At a higher social level, what could be the actual
mechanisms that result in a shared representation
within the brains of different social partners? One
possible mechanism in the case, for instance, of
mother and child could involve a “shared attention”
toward a common object or referent, which would
accompany its designation by eye movements, ges-
tures, and finally verbal utterances (De Boysson-
Bardies, 1998). The signifiant-signifié link would pro-
gressively become established, first by selection of
the signifiés via “cognitive games” which, subsequently,
would develop in authentic “language games” between
the child and his or her parents, peers, or teachers.
Then, another distinction has to be made. The same
referent resulting in the same neurally stored signifié
may plausibly be viewed as shared by all members
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of the human species, in other words be universal,
but this is not to be anticipated for the arbitrary
signifiants, which are known to vary from one lan-
guage to another.

Recent brain imaging experiments support this
point of view. First, in bilingual individuals who
learned their second language after the age of 7,
the first language production (or listening) system-
atically activated a similar set of areas, while the
production (or listening) of the second language
activated partially different and individually variable
areas (Dehaene et al., 1997; Kim et al., 1997). Second,
when subjects are presented with pictures and the
corresponding words in letters, modality-specific
activation occurs in different areas for words (left
inferior parietal lobule) and for pictures (right middle
occipital gyrus), while a semantic network com-
mon to both words and pictures extends, in a
distributed manner, from the occipital and temporal
cortex to the frontal lobe (Vandenberghe et al., 1996;
see also Gorno Tempini et al., 1998). Moreover, dif-
ferent regions of the brain are mobilized by different
semantic knowledge, such as knowledge about the
body parts or about numbers (Le Clec’h et al., 2000;
Dehaene, 2007). Such distributed category-specific
activation of the cerebral cortex appears largely
reproducible from individual to individual at the
macroscopic (centimetric scale) level. Yet, substantial
variability is anticipated at the microscopic synaptic
level. A plausible scheme which simultaneously
accommodates macroscopic constancy, local varia-
bility, and universality of the semantic representation
relies on the notion that it is not the precise anato-
mical connectivity between identifiable neurons
which counts (as it does in the nervous system of
Caenorhabditis). Rather a common “functional pat-
tern” of connections, as opposed to a precise geome-
try, is selected by “shared” learning. The functional
pattern of the connections as, for instance, a common
menu of neurons sampled from a variety of brain
areas would then neurally implement the semantic
code. It is an important issue for further studies to
define to what extent such neural anatomy of seman-
tics displays (or not) analogies with the semantic
networks postulated by linguists.

The newborn infant is an emotionally reactive
sentient being. But he (or she) must still develop
what makes human beings rational and self-conscious.
These psychological functions progressively build
up, in the following years, together with the memories

of the semantic lexicon. The prefrontal cortex becomes
accessible to delayed response tasks by 12 months
(Diamond, 1991). A working memory and global
workspace (see below) start to contribute to cognitive
tasks, for instance those that are no longer automatic
and demand a conscious mental effort. Global regula-
tory circuits that provide, in particular, reward
and vigilance inputs (such as the mesocortical catecho-
laminergic neurons and cholinergic pathways) pro-
gressively develop their adult pattern of connections.

The neural bases of consciousness have been,
in recent years, the subject of intense debates
(Baars; Crick & Koch; Posner; Edelman; Llinas;
Damasio; Dehaene & Changeux) (Fig. 1.4), but these
are outside the scope of this review (see Searle, 2000;
Tononi & Edelman 1998; Changeux & Dehaene 2008;
Chapter 23). I will only mention recent modeling
studies aimed at elaborating neural architectures
able to successfully carry tasks demanding conscious
effort. Accordingly, in simplified, formal terms, two
main computational spaces can be distinguished in
the brain (Dehaene et al., 1998).

The first is a processing network composed of
parallel, distributed, and functionally encapsulated
processors ranging from primary (or even hetero-
modal) sensory processors and that include motor pro-
cessors. A second is what can be referred to as a global
workspace (Baars, 1989) consisting of a distributed set
of cortical neurons characterized by their ability to
receive impulses from, and send them back to, homol-
ogous neurons in other cortical areas by horizontal
projections through long-range excitatory axons.
Pyramidal cells from layers II and III, which are par-
ticularly abundant in dorsal, lateral, prefrontal and
inferoparietal cortical structures, may be postulated
to contribute to this workspace in a privileged manner.

The model posits (Dehaene et al., 1998) that, in a
“conscious” task, workspace neurons become sponta-
neously coactivated forming discrete, though variable,
spatiotemporal patterns (some kinds of global pre-
representation) subject to modulation by vigilance
signals and to selection by reward signals. Such work-
space activation interconnects multiple brain process-
ors (and suppresses the contribution of others) that
would otherwise be mobilized (or extinguished) inde-
pendently. As a consequence, the organism performs
cognitive tasks requiring cross-modal processing
such as the Stroop task (which involves the distinction
between the color words and the color of the ink used
to print the word). Such a scheme accounts in
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Evaluative
systems
(VALUE)

Fig. 1.4 A neuronal model of a global “conscious”
workspace engaged in an effortful cognitive task. The
global workspace is composed of distributed and heavily
interconnected neurons with long-range axons
originating, principally, from layers Il and Il from the
cerebral cortex. The multiple processors (here 5) are
modular and informationally encapsulated. Workspace
neurons (abundant in frontal type cortex) are mobilized
in effortful, multimodal, tasks for which the specialized

Long-term Attentional processors do not suffice and regulate in a top-down
memory 7 systems manner the activity of specific processor neurons (from
(PAST) (FOCUSING)  Dehaene et al, 1998).

Perceptual ' Motor
systems systems
(PRESENT) (FUTURE)
Frontal

particular for brain imaging data. In particular, it
predicts the active, although transient, mobilization
of the dorsolateral prefrontal cortex and anterior cin-
gulate areas, which are known to contain a very high
proportion of layer II and III long-range excitatory
neurons.

The model is still at a primitive stage of formal-
ization and has shortcomings. It should integrate,
in the future, the connection to the workspace of
self-representations that might allow the simulated
organism to reflect on its own internal processes.
Longer-term research should also include the
more elaborate dynamic organization of nested work-
space units (Dehaene & Changeux, 1997) and auto-
evaluation loops (Dehaene & Changeux, 1991).
Modelization of the linguistic proposition and of
rational reasoning in terms of neural networks is still
a far-fetched enterprise. On the other hand, brain
imaging and event-related potential techniques allow

the determination of neural events during which, in
agreement with the model, brain activity correlates
with conscious versus nonconscious processing
(Sergent et al., 2005; Del Cul et al., 2007; Haynes
et al., 2007). In any case, imaging of the infant brain
and of its postnatal development is anticipated to
bring essential information on the development of
the neural bases of higher brain functions including
thought and consciousness (see Chapter 23).

Conclusions

These reflections on the origins of the human brain
are still fragmentary and rather speculative. They
nevertheless illustrate the urgent need for adequate
theories (or models) that establish neurally plausible
links between the anatomy and molecular biology, the
physiology and biochemistry and the actual behavior
with the world as well as the “tacit” mental states
that arise in the infant brain.
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Aware that the whole sequence of the human
genome is known, the overall philosophy of the
neurosciences is anticipated to shift from a strictly
“reductionist” point of view to a “reconstructionist”
approach. Knowing all the genes that serve as building
blocks of the human being, the emphasis will be to
understand the molecular and cellular networks of
interaction which yield the so-called “complexity” of
the human brain. The task is immense and may not
yield a unique answer. The “epigenetic” internalization
of the personal history of each individual, together
with the social and cultural environment in which he
or she developed, raises tremendous problems of analy-
sis and formalization. In any case, the brain of each
human individual will meld, in a singular manner, mul-
tiple nested evolutions by variation selection: the genetic
evolution of the species, together with the many epi-
genetic evolutions of the experiences and memory
traces stored within the brain and also outside the
brain as a cultural heritage of civilizational history.

Still promising, but increasingly difficult, will thus
be the scientific understanding (in neuronal terms) of
particularly elaborate cognitive functions (Shallice,
1998) such as those involved in esthetic judgment
(see Changeux, 1994) and the genesis of moral
norms. These functions include, for instance, the attri-
bution of mental state to others (theory of mind), the
so-called moral emotions such as sympathy and/or
violence inhibition and, of course, the ability to inte-
grate past memories and present information into
a decision-making process leading to action in a
social world (see Changeux & Ricoeur, 1998; de
Vignemont & Singer, 2006 for references). Yet, one
should not forget that all these elaborate cognitive
processes become established in the human brain
under conditions in which the infant and the child
are never in social isolation but, on the contrary, are
constantly interacting with other human beings. If a
spontaneous tendency exists for the biologist to con-
sider the human brain as an independent and auton-
omous object of science, this is a misleading endeavor.
First of all, during postnatal development, interaction
with parents, playmates, and classmates leads to the
spontaneous acquisition of the maternal oral language.
Subsequently, but then with considerable effort, the
child acquires written language. The deep traces left in
the human brain by alphabetization underlines the
vast importance of early training (Castro Caldas
et al., 1998; Dehaene, 2007) in the connectivity and
performance of the adult brain.

Pedagogy, according to Premack, is a unique
attribute of human beings, and the early social envi-
ronment in which the child is embedded also marks
each infant brain by the particular culture and thus
the history of the social community to which his or
her parents belong. This constitutes, by its diversity,
an unlimited source of innovation (Levi-Strauss,
1961). But, on a world scale, it may also be a source
of ethnic conflict. In between the universality of the
human species and the diversity of cultures, the brain
makes the synthesis. It is a wish of neuroscientists
that a better understanding of our brain will help to
reconcile these opposing tensions.
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Ola Hermanson and Urban Lendahl

Introduction

The aim of this chapter is to discuss how the central
nervous system (CNS) is generated during develop-
ment, and the rapid progress that is made in decipher-
ing the underlying molecular programs for different
steps in this process. Particular emphasis will be
placed on the discussion of genes that are directly
relevant for human CNS malformations.

Morphology of the developing CNS

In humans and other vertebrates, the early aspects of
nervous system development proceed through a set of
stereotypical intermediate steps. The first signs of the
developing nervous system appear on the dorsal side
of the gastrula-stage embryo where, in a process called
neural induction, the mesoderm induces the overlying
ectoderm to form the neural plate or neuroectoderm.
The exact mechanism by which the mesoderm influ-
ences the ectoderm-to-neuroectoderm transition is
still not understood, and hypotheses range from
those suggesting the neuroectoderm develops by
default mechanisms to those of a more active, instruc-
tive role for the mesoderm (see below).

After neuroectoderm formation, the neural plate
bends along the rostrocaudal body axis to form the
neural groove, and this change in morphology is
accomplished by forces exerted through both the neu-
ral plate cells and the surrounding epidermis (Fig. 2.1).
The notochord induces these cells to decrease in height
and to become wedge shaped, giving rise to the neural
groove (van Straaten et al., 1988; Smith & Schoenwolf,
1989). Shortly thereafter, the edges of the neural plate
thicken and move upward to form the neural folds.
The cells in the regions near the ectodermal bounda-
ries increase in height and become wedge shaped as
well. At the same time, the surface ectoderm pushes
itself towards the center of the embryo, further

The molecular basis of central nervous
system development

bending the neural plate (Alvarez & Schoenwolf,
1992). Eventually, the neural folds adhere to each
other and the cells from the two folds merge, closing
the neural groove to form the neural tube (Fig. 2.1).
Therefore, formation of the neural tube is largely a
result of changes in cell shape and cell-cell interac-
tions, and cellular proliferation contributes only to a
minor extent. The cells in the junctional region of the
neural folds and later at the dorsal aspects of the neural
tube form the neural crest cells, which migrate to other
regions and give rise to the peripheral nervous system,
the pigment cells of the skin, and several other cell
types. The delamination of the neural crest cells from
the neural groove and tube and their subsequent
migration is associated with robust morphological
changes in the cells, referred to as epithelial-to-
mesenchymal transitions (Jeffery, 2007).

In humans and other mammals, neural tube closure
is initiated at several positions along the anteroposterior
axis. Failure of the neural tube to close results in neural
tube defects. Lack of closure of the rostral neural pore
leads to anencephaly, while failure of closure of the
caudal pore results in spina bifida. The frequency of
neural tube defects (NTDs) is affected both by chemical
compounds such as the antiepileptic drug valproic acid
and by genetic determinants, i.e., NTDs are more com-
mon in certain human populations. After congenital
heart defects, NTDs are the most common birth defect,
with a birth incidence of approximately 1/1000 in many
populations (Detrait et al., 2005). Support for a genetic
component in NTDs comes from associations with
genetic syndromes, such as Meckel syndrome, and
with chromosome 13 and 18 trisomies. In mouse mod-
els for NTDs, more than 100 genes have been directly or
indirectly implicated in NTDs, but the list of genes
firmly associated with human NTD is considerably
shorter. Mutations in the PAX3 gene (see below) can,
however, cause NTDs and also result in Waardenburg
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Fig. 2.1 Schematic depiction of the early aspects of development of the central nervous system (CNS), seen in a cross-section of a mammalian
embryo. The first sign of nervous system formation is the appearance of the neural plate on the dorsal aspect of the embryo. The notochord is
located beneath the neural plate in the midline. The neural plate folds and forms the neural groove. The neural folds fuse to form the neural tube.
The neural tube is then pinched-off from the dorsal ectoderm, both ends of which fuse to form the epidermis.

syndrome, which affects neural crest derivatives
(Baldwin et al, 1992). Similarly, mutations in the
human TWIST gene result in the Sa ethre-Chotzen
syndrome, an autosomal dominant craniosynostosis
disorder (Howard et al., 1997). It is becoming increas-
ingly clear that folic acid supplementation can to a
considerable extent reduce the incidence of spina bifida,
but the underlying molecular mechanisms are poorly
understood (Mitchell et al., 2004).

The newly closed neural tube is initially composed
of a single layer of highly proliferative cells. Cell line-
age experiments, both in vivo and in primary culture,
reveal that these proliferating cells can, in addition to
self-renewal, give rise to all major classes of cell types
in the CNS, i.e., both neurons and glial cells (Merkle &
Alvarez-Buylla, 2006). The CNS stem/progenitor cells
are organized as a pseudostratified columnar epithe-
lium. The neuroectodermal cells extend from the
inner, ventricular, to the outer, pial, side of the neural
tube (Fig. 2.2). They typically have a bipolar morphol-
ogy and undergo complex morphogenetic changes
called interkinetic movements as they progress
through the cell cycle. The elongated nucleus lies in
the luminal half of the ventricular zone during the G1
phase of the cell cycle, and migrates into the pial half
during the S phase, when replication of DNA occurs

(Fig. 2.2). The nucleus then translocates back again
near the ventricular surface in the G2 phase. At
the same time the cells detach from the pial side and
the pial processes collapse; the cells then divide on the
ventricular surface of the neural tube. After comple-
tion of mitosis, the pial process reextends toward the
basal surface in both daughter cells or, alternatively,
one cell differentiates into a neuron and migrates out
from the columnar neuroepithelium (see below)
(Sauer, 1935; for a review, see Jacobson, 1991).

After proliferation of this initial, founding popula-
tion of cells, it is important for the cells to achieve the
correct balance between maintaining a pool of stem/
progenitor cells for generation of more cells at later
time points and the production of specialized cell
types: initially neurons and later glial cells. This is in
part accomplished by creating and maintaining a fine
balance between symmetrical and asymmetrical cell
divisions in the CNS stem/progenitor cells, such that
an increasing proportion of differentiated cells is gen-
erated over time (Kriegstein et al., 2006). Symmetrical
cell division generally generates two new stem/progen-
itor cells, whereas asymmetrical cell division generates
one stem cell and one cell that can undergo differ-
entiation. The molecular machinery controlling asym-
metrical cell division has been extensively studied in
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Fig. 2.2 Morphology of the early neural tube. (@) Schematic
representation of the early neural tube, which at this stage consists of
a single-cell layer organized as columnar neuroepithelium. The
bipolar neuroepithelial cells are attached at the ventricular and pial
sides by structures called endfeet. (b) The process of interkinetic
movements, in which the nucleus of the neuroepithelial cell relocates
during the cell cycle. During the G phase, the nucleus is located closer
to the ventricular side, whereas during the S phase it is located closer
to the pial side. During the M phase, the cell detaches from the pial
side and undergoes cell division close to the ventricular side. The cell
progeny can then remain as undifferentiated cells in the neural tube,
or can migrate from the neuroepithelium to differentiate into a
neuron. (Reprinted with permission from Frisén et al, 1998.)

Drosophila, and several components, such as Numb,
Prospero, and atypical protein kinase C, are conserved
in mammals (Knoblich, 2008). The orientation of the
mitotic cleavage plane is important for the balance
between maintaining stem cells and generating differ-
entiated progeny. The orientation of the cleavage plane
is initially perpendicular to the ventricular surface and
then changes to become more in parallel with the
ventricular surface. This results in cells closest to the

ventricular surface retaining their stem cell properties,
whereas the cells further away migrate and undergo
neuronal differentiation.

In conjunction with the increasing number of cells,
the CNS converts into a more complex, multilayered
structure, in which the CNS stem/progenitor cells are
confined to the inner, ventricular layer, and the newly
formed daughter cells migrate outwards to specified
layers of the developing cortical plate and spinal cord.
During this migratory phase, the young postmitotic
neurons are guided by specialized cells, the radial glial
cells. The radial glial cells are elongated cells that tra-
verse the thickened neural tube from the inner ventric-
ular to the outer pial side. Radial glial cells are anchored
by endfeet to both surfaces of the neural tube (Fig. 2.2),
and they retain their extended morphology throughout
the cell cycle. Radial glial cells are important in the
neurogenic process, and it has been postulated that
because of their guiding role for the young migrating
neurons, they are important for the columnar organiza-
tion of neurons in the cortex (Rakic, 1988). It is, how-
ever, becoming increasingly clear that neurons are not
only positioned by migration along radial glial cells, but
that many neurons migrate in a tangential rather than a
columnar fashion. This is particularly the case for cort-
ical interneurons, which migrate tangentially from their
origins in the ganglionic eminences (Wonders &
Anderson, 2005). More recently, radial glial cells have
been shown not only to serve as guide posts for migrat-
ing neurons, but also actually to function as an addi-
tional population of CNS stem/progenitor cells which
can give rise not only to astrocytes, but also to neurons
(Fricker-Gates, 2006).

Early brain development results in a layered organiza-
tion of cells in the developing cortex. As a result of
the sustained proliferation of CNS stem/progenitor
cells, daughter cells migrate from the ventricular zone
to form the first neuronal layer, the preplate, which
forms on top of the ventricular zone. Next, between
the ventricular zone and the preplate, a second layer of
proliferative cells, the subventricular zone, is formed.
The preplate then splits into an upper marginal zone
and a deeper subplate, and a cortical plate is produced
between these two layers (Kriegstein et al., 2006). Those
neurons that develop first form the layers closest to
the ventricular zone and neurons that develop subs-
equently migrate through these regions to form the
more superficial layers of the cerebral cortex.
Formation of the mammalian neocortex therefore fol-
lows an “inside-out” gradient of development (Rakic,
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1974). Exceptions to this general pattern of cortical devel-
opment are found in the cerebellum and the hippocam-
pus, where cohorts of progenitor cells migrate from the
ventricular zone, and later form neurons and glial cells.
The cortex in humans and other primates is highly
folded (gyrencephalic) in contrast with the cortex of
other mammals, for example the cortex in rodents,
which is more smooth (lissencephalic). The reason
behind this evolutionary transition is still being
debated, but it is of note that disturbances in the
formation of the various layers in the human cortex
lead to CNS malformations that in some cases
revert organization to a more lissencephalic state
(Lian & Sheen, 2006). Mutations in four genes
(ASPM, CDK5RAP2, CENPJ, and microcephalin)
have been associated with microcephaly vera, and
these genes are all expressed at the proliferative stages.
Periventricular heterotopia, in which neuronal clus-
ters are ectopically located along the walls of the lateral
ventricles, is associated with filamin-A and ARFGEF2
mutations, which both affect the actin cytoskeleton.
The X-linked genetic disease lissencephaly, or double
cortex, causes a disruption of the structure of the six-
layered cortex, and loss of sulci and gyri in the brain,
i.e,, a conversion from a gyrencephalic to a lissence-
phalic phenotype. In a large proportion of cases, lis-
sencephaly is caused by loss-of-function mutations
in two genes: lissencephalyl and doublecortin. The
proteins encoded by these two genes are involved in
microtubule organization (Lian & Sheen, 2006).

Dorsoventral axis

Fig. 2.3 Schematic representation of a
mammalian embryo seen along the
rostrocaudal axis (left) or along the
dorsoventral axis (right). Some genes

RP important for the patterning along these

two axes are depicted in the figure. These

BMP (%) genes are also discussed in the text. T,
telencephalon; D, diencephalon; M,

Pax 3,7 midbrain; R, rhombomeres; SC, spinal cord;
RP, roof plate; NT, neural tube; FP, floor plate;
NO, notochord.

Sonic

hedgehog

Patterning of the early (NS

At the same time as the cytoarchitecture of the future
brain and spinal cord is being established, the different
CNS regions gradually acquire spatial characteristics,
which are reflected in the establishment of domains
with unique gene expression patterns. This is impor-
tant to provide unique cellular identities along both
the rostrocaudal and the dorsoventral body axes.
Some of the genes that are discussed below are sum-
marized in Fig. 2.3.

The rostrocaudal axis

In mammals, it is clear that a first crude pattern along the
rostrocaudal axis of the emerging neuroectoderm is
already established during neural induction in the
gastrula-stage embryo. It appears that the prechordal
mesoderm, which is the rostralmost continuation of
the notochord, specifies rostral, head-specific features,
whereas the notochord itself induces only more caudal
neural tissue (for reviews, see Lumsden & Krumlauf,
1996; Rubenstein & Beachy, 1998). Along the rostrocau-
dal axis, patterning is most conspicuous for the expres-
sion of various transcription factors, in particular for
members of the clustered homeobox-containing genes
of the Hox family (capitalized as HOX genes in humans).
The four Hox gene clusters (A-D) in the mouse and
human genome, consisting of 39 genes in total, are
homologous to the homeotic gene complex (HOM-C)
in Drosophila, which controls parasegment identity in
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the fly. These gene clusters show remarkable evolu-
tionary conservation when flies and mammals are
compared, in that structurally equivalent genes are
arranged in the same order on the respective chromo-
somes and show similar expression patterns along the
rostrocaudal axis of the embryo. It therefore seems
likely that the four mammalian Hox complexes have
evolved from the fly complex through gene duplica-
tions and deletions (Hunt & Krumlauf, 1992). Hox
genes are expressed throughout the developing neural
tube from the anterior boundary of the hindbrain to
the tail, including neural crest, paraxial mesoderm,
surface ectoderm, and their derivatives. Strikingly,
the order in which the genes of each cluster are posi-
tioned along the respective chromosomes is largely
colinear with the order of their expression domains
along the rostrocaudal axis of the embryo. The role of
Hox gene expression has been best studied in the
rhomberic patterning of the chick and mouse hind-
brain and at somite boundaries further caudally in the
embryo (Wilkinson et al., 1989; Kessel & Gruss, 1991)
(for a review, see Mark et al., 1997).

The highly defined pattern of expression of the
murine Hox genes has led to the formulation of the
“Hox code” hypothesis, whereby particular combina-
tions of Hox genes would specify the segmental iden-
tity along the rostrocaudal axis. The notion of a Hox
code is supported by both ectopic expression and gene
targeting experiments in the mouse, i.e., loss of func-
tion of a Hox gene generally results in anteriorization
of the region in which this gene is normally expressed,
and conversely, ectopic expression leads to posteriori-
zation (for a review, see Krumlauf, 1994).

The teratogenic effects of retinoic acid (RA) can at
least partly be explained by deregulation of Hox gene
expression. Exposure of mouse embryos in utero to
excess doses of RA results in posteriorization of the
regional fate in the developing hindbrain, i.e., anterior
rhombomeres assume the identity of more posterior
rhombomeres (Marshall et al., 1992). This is caused by
the anteriorization of expression of Hox genes that are
normally expressed only in more posterior domains
along the rostrocaudal axis. A similar posteriorizing
fate effect is observed when Hox genes are expressed
ectopically in the hindbrain or after injection of a
constitutively active RA receptor (RAR) into the
embryo (Zhang et al., 1994; Blumberg et al., 1997).
At the molecular level, these results are consistent with
a direct induction of Hox gene expression by binding
of ligand/RAR complexes to RA response elements in

the upstream regulatory regions of some Hox genes
(Studer et al., 1994; Gould et al., 1998).

Given the highly conserved pattern of Hox gene
expression, it is of interest to establish the upstream
regulators of Hox gene expression. It is becoming
increasingly clear that epigenetic regulation of the
large chromosomal regions encompassing Hox genes
plays an important role, and epigenetic regulators,
such as the Polycomb and trithorax genes, have been
shown to be important for setting up expression
domains and the temporal order of Hox gene expres-
sion (Kiefer, 2007). Other transcription factors, such
as Krox-20 - a zinc finger transcription factor, can also
influence Hox expression. Krox-20 is expressed in two
stripes of the neural plate that will become rhombo-
meres 3 and 5 (Wilkinson et al., 1989), and can directly
regulate the expression of Hoxa-2 and Hoxb-2 in these
two rhombomeres (Nonchev et al., 1996). Targeted
disruption of the Krox-20 gene results in embryos
lacking rhombomeres 3 and 5 and showing a partial
fusion of rhombomeres 2, 4, and 6 in the hindbrain
region (Schneider-Maunoury et al., 1993). Long-range
signaling from the isthmic constriction, a region
located close to the junction of the mesencephalon
(midbrain) and rhombencephalon (hindbrain), may
also play a role in regulating Hox gene expression.
Signaling from this region is mainly controlled by a
secreted molecule, fibroblast growth factor 8 (FGF8).
FGFS8 is first expressed in the axial mesoderm under-
lying the presumptive isthmic region of the neural
plate and later in a transverse stripe within the isthmus
(Crossley & Martin, 1995).

In addition to the Hox genes, several other factors
are important for rostrocaudal patterning. Wnt signal-
ing (Wnt-1) and the transcription factor En-2 play
critical roles in midbrain patterning. Wnt-1 and En-2
(Crossley et al., 1996; Lee, 1997) are homologs to the
Drosophila genes Wingless and Engrailed, respectively.
Wnt-1 is expressed in the neural plate in a region
corresponding to the future midbrain and later in a
ring of cells lying immediately anterior to the FGF8-
secreting cells of the isthmus. Secretion of Wnt-1 is
required for maintenance but not induction of En-1I
and En-2 gene expression (McMahon ef al., 1992),
which is critically involved in the specification of ros-
trocaudal polarity in the midbrain/hindbrain junc-
tional region.

As members of the Hox gene family are not
expressed in the rostralmost neural tube, it is conceiv-
able that related factors may fill their niche there. In the
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mouse embryo, the homeobox-containing transcrip-
tion factors Emx-1, Emx-2, Otx-1, and Otx-2 are
expressed in a similar nested array in the forebrain
and midbrain region, as are the Hox genes in more
posterior regions (Shimamura & Rubenstein, 1997).
Evidence for a role of the Otx genes in brain develop-
ment comes from gene targeting experiments, as Otx-2
null mutants lack forebrain and midbrain structures,
consistent with an anterior patterning function during
early neurulation stages (Acampora et al., 1995). The
developmental distortions after targeted mutation of
the two Emx genes in mice are restricted to the dorsal
telencephalon (the rostralmost part of the forebrain),
corresponding to their restricted expression domain
(Boncinelli et al., 1993; Yoshida et al., 1997). In keep-
ing with this, mutations in the human EMX-2 gene
lead to severe defects in the structure of the cerebral
cortex, a condition that is known as schizencephaly
(Faiella et al., 1997).

The distribution of two morphogens, RA and FGF,
is also important for proper rostrocaudal differentia-
tion (Diez del Corral & Storey, 2004). FGF is important
for the more caudal aspects of differentiation, and is
thus more highly expressed caudally. The converse is
true for RA, which is more abundant in the rostral
parts. It should, however, be noted that FGF and/or
RA also play a role in differentiation in more rostrally
located signaling centers in the brain, such as the
isthmus.

The dorsoventral axis

The dorsoventral patterning events are best under-
stood in the developing spinal cord, and will therefore
be discussed in most detail for this region, although
patterning appears to be similar in the more rostral
regions of the CNS. Generation of dorsal cell types is
controlled by signals from the dorsal (epidermal) ecto-
derm at the lateral borders of the neural plate, whereas
generation of ventral cell types is triggered by signals
from the notochord and prechordal mesoderm under-
lying the midline of the neural plate. Three secreted
signaling molecules play crucial roles in the initiation
of dorsoventral identity specification in the neural
tube: bone morphogenetic proteins (BMPs), Wnt and
Sonic hedgehog (Shh) (Ulloa & Briscoe, 2007). BMPs
are members of the transforming growth factor-f
(TGEF-PB) superfamily and are produced predominantly
on the dorsal side by cells located at the boundary
between the neuroectoderm of the neural plate and
the lateral epidermal ectoderm (for a review, see

Mehler et al., 1997). After neural tube closure, several
BMPs are expressed in overlapping domains along the
dorsal midline ectoderm (Ulloa & Briscoe, 2007).
BMPs induce dorsal cell types in the neural tube by
promoting the expression of specific transcription fac-
tor genes, such as Pax and Msx, and by antagonizing
the activity of Shh from the ventral side (see below).
Similarly, Wnts, which are palmitoylated glycopro-
teins, are produced at the dorsal side and promote
dorsal identities. In particular, Wnt-1 and Wnt-3a
appear to be produced dorsally, and loss of either
Wnt-1 or Wnt-3a results in reduction of cells typical
of the dorsal neural tube. As discussed above, Wnt-1
also has a role in rostrocaudal patterning in the mid-
hindbrain formation process.

Shh, together with Indian and Desert Hedgehog,
constitute the three members of the vertebrate
Hedgehog family of secreted glycoproteins. They
were originally identified by their structural similarity
to the Drosophila segment polarity gene Hedgehog (for
a review, see Hammerschmidt et al, 1997). Shh is
initially expressed in the notochord and prechordal
plate, and later also in floor plate cells lying at the
ventral midline of the neural tube (Ericson et al.,
1996). Shh may be secreted from both notochord and
floor plate cells and subsequently diffuses from this
site, thereby establishing a concentration gradient
within the ventral neural tube. Shh has a key role in
specifying neuronal subtype identity. Ectopic expres-
sion of Shh can induce ventral cell types, and mouse
Shh null mutants show a loss of ventral structures
throughout the CNS (Echelard et al., 1993; Chiang
et al., 1996). Shh appears to act through repression
and induction of specific transcription factors in a
concentration-dependent manner along the dorso-
ventral axis of the neural tube (for a review, see
Tanabe & Jessell, 1996). Shh is synthesized as a larger
precursor that undergoes autoproteolytic cleavage to
generate a biologically active amino-terminal frag-
ment (Porter et al., 1995). During the autocatalytic
processing of Shh, cholesterol is covalently attached
to the carboxy-terminus of the new amino-terminal
fragment. Shh acts via two transmembrane receptors
at the signal-receiving cell. One of the transmembrane
proteins, Patched, binds Shh and this binding initiates
signaling from the second protein, Smoothened.
Downstream of Smoothened, intracellular signaling
pathways regulate the activity of Gli transcription
factors via proteolytic processing of the Gli proteins
(Ruiz i Altaba et al., 2003).
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A consequence of the Shh concentration gradient
on the ventral side of the neural tube is the establish-
ment of precise dorsoventral expression domains of
a set of homeodomain-containing transcription fac-
tors (Briscoe & Ericson, 2001). Five domains are
generated, which (from the ventral side) give rise to
V0, V1, V2, MN, and V3 neurons. The transcription
factors are of two types, class I and II proteins, and
class I and II factors are cross-repressive, which is
important to generate and maintain the sharp expres-
sion boundaries between each domain. In the dorsal
half of the neural tube, proteins of the Pax family
are important for patterning. The Pax3 and Pax7
genes, for example, are expressed initially along the
mediolateral region of the neuroectoderm, but are
rapidly repressed in the medial neural plate by a
Shh-mediated signal. After neural tube closure, the
Pax3 and Pax7 expression domain is restricted to
proliferating cells in the dorsal neural tube (Liem
et al., 1995; Ericson et al., 1996). Notably, mutations
in the human PAX3 gene have, as discussed above,
been associated with spina bifida.

Several of the factors setting the dorsoventral and
rostrocaudal axes of the neural tube are also important
for forebrain regionalization. BMP4 and Wnt-3a are
expressed in the dorsalmost telencephalon and are
required for the correct development of dorsal struc-
tures such as the choroid plexus and the hippocampal
formation (Sur & Rubenstein, 2005). FGFs, including
FGFS8, exert counteracting “ventral” signals that con-
tribute to the right organization and cell number. Shh
signaling is also important in forebrain development
(for a review, see Rubenstein & Beachy, 1998). The
defects observed in Shh knockout mice include
absence of ventral forebrain structures and a failure
to subdivide the eye field, which results in the forma-
tion of a cyclopic eye, while the remainder of the
forebrain develops as a single, undivided vesicle
(Chiang et al., 1996). A similar phenotype is observed
in the most severe form of human holoprosencephaly
(for a review, see Ming & Muenke, 1998) and, indeed,
mutations in the coding region of the human SHH
gene are associated with an autosomal dominant form
of human holoprosencephaly in several pedigrees
(Roessler et al., 1996). Furthermore, mutations in the
carboxy-terminal domain of the Shh protein, respon-
sible for the autocatalytic cleavage and cholesterol
transfer to the amino-terminal fragment, have been
associated with several cases of familial and sporadic
human holoprosencephaly (Roessler et al., 1997).

Moreover, perturbations of the cholesterol metabo-
lism in pregnant rats, ewes, and in humans all lead to
development of holoprosencephalic phenotypes in the
offspring, suggesting that these perturbations affect the
Shh signaling pathway (for a review, see Rubenstein &
Beachy, 1998). Mutations in several other loci are also
associated with human holoprosencephaly and other
developmental disorders, and some of those affect
genes located in the Shh downstream signaling path-
way (Roessler & Muenke, 2003).

Molecular programs controlling
differentiation of CNS stem cells

In addition to the patterning of regions in the devel-
oping CNS that provides cells with the necessary spa-
tial information for acquiring the correct identity,
there are molecular programs that more generally
control the balance between maintenance of cells in
the stem/progenitor cell state and the promotion of
differentiation to neurons. Two such programs are
Notch signaling and the family of Sox transcription
factors. Notch signaling is an evolutionarily conserved
signaling mechanism for cell-cell communication.
Ligand activation leads to cleavage of the transmem-
brane Notch receptor, which liberates the intracellular
domain of the receptor. The intracellular domain
translocates to the cell nucleus, where it serves as a
transcriptional activator (Louvi & Artavanis-Tsakonas,
2006). In early CNS development, Notch signaling
blocks neuronal differentiation, partly via activation of
Hes transcription factors, which repress expression of
differentiation-promoting factors such as the neuroge-
nin transcription factors. Members of the Sox protein
family can have functions that promote both stem
cell maintenance and differentiation (Wegner &
Stolt, 2005). While Sox1, 2, and 3 maintain the stem
cell fate, Sox21 has the opposite role, and promotes
neuronal differentiation. Sox9 is critical for promot-
ing glial rather than neuronal fates, whereas Sox10 is
required for oligodendrocyte differentiation (Wegner &
Stolt, 2005).

Many additional factors and signaling pathways
act in parallel with or cross-talk with notch signaling
and Sox factors to control CNS stem cell proliferation
and lineage decision. Such additional factors include
transcription factors downstream of cytokine or BMP
signaling, e.g., signal transducers and activators of
transcription (STATs) and Smad factors (Miller &
Gauthier, 2007). In general, increased STAT or Smad
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activity promotes astroglial differentiation of CNS
stem cells. Certain homeodomain transcription fac-
tors, including Pax6, DIx, and POU factors, are neces-
sary for normal neurogenesis. The zinc finger factor
REST (RE1 silencing transcription factor)/NRSF
(neuron-restrictive silencing factor) was first shown
to be a repressor of neuronal genes in non-neuronal
cells, and is also important to maintain CNS stem cells
in an undifferentiated state.

Many studies have demonstrated important roles
for transcription factors of the basic-helix-loop-helix
(bHLH) family in regulating lineage decision. Hes
factors (mentioned above) are most often associated
with repression of neurogenesis. Neurogenins and
closely related factors, such as Mashl and Mathl,
promote neurogenesis, and after the initial decision,
bHLH factors such as NeuroD1 control the progres-
sion of neuronal differentiation. Members of another
subclass of bHLH transcription factors, Olig, are
required for oligodendrocyte differentiation, and
gene deletion of Olig2 results in increased astrocyte
differentiation. In addition to signaling pathways and
DNA-binding transcription factors, transcriptional
coregulators such as SMARCA4 (BRGI), CREBBP
(CBP), and NCoR1 are essential for control of CNS
stem cell proliferation, characteristics, and appropriate
differentiation (Miller & Gauthier, 2007). Coregulators
are factors that do not bind DNA themselves but are
recruited to the chromatin by DNA-binding transcrip-
tion factors. These coregulators either interact with
chromatin-modifying proteins or themselves exert
chromatin-modifying activity.

Chromatin modifications in CNS
development and disorders

In addition to the effects of individual transcription
factors acting at various stages of CNS development,
there is an emerging view that mechanisms that more
globally affect gene transcription also are important
for CNS development and in the genesis of many
neurodevelopmental disorders. Such epigenetic changes
(epigenetics is here defined as alterations in the gene
expression or regulation thereof that do not involve
changes in the DNA sequence) may, for example, pro-
vide the molecular basis of neurodevelopmental disor-
ders such as the Rett syndrome, Prader-Willi syndrome,
and Angelman syndrome, and certain psychiatric disor-
ders have been linked to factors that are regulated by or
regulate chromatin structure (Kiefer, 2007). Various

modifications of DNA itself or of the histone proteins
are important epigenetic mechanisms for regulation of
the degree of compaction of nuclear DNA, which is
wrapped around histones in the form of chromatin
(Kiefer, 2007). The most studied chromatin modifica-
tions are DNA methylation and histone modifications,
in the form of methylation, ubiquitination, and acetyla-
tion. Many of these modifications facilitate or repress
transcription of the genes by affecting the local structure
or “nanoarchitecture” of the gene loci, and a subset of
modifications can also affect higher-order chromatin
structure. Histone 3 and 4 (H3 and H4) are particularly
frequent targets for modifications, in particular in the
amino-terminal parts of these histones, the so-called
“histone tails” (Kiefer, 2007).

Acetylation of histones is an important means to
control the chromatin state (Smith, 2008). In the mid
1990s, it was shown that transcriptional activators and
repressors in yeast could be linked to histone acetyla-
tion and deacetylase activity, respectively. Histones are
predominantly acetylated on lysine (K) residues.
Deacetylated histones, with “naked” lysine residues,
are positively charged and avidly bind the negatively
charged DNA, resulting in a tight chromatin structure
and presumed repression of transcription in particular
when located in a promoter. In contrast, acetylation of
lysines results in a neutralized histone charge and
thereby a more open chromatin structure, presumably
facilitating transcription initiation. Lysine 9 on histone
H3 (H3KD9) is a frequent acetylation target for tran-
scriptional activators such as the histone acetyl trans-
ferases (HATs) CBP, pCAF and p300, whereas
transcriptional repressors exert histone deacetylase
(HDAC) activity on the same lysine residue (Shi
et al., 2003). It is, however, of note that targets for
HATs and HDACs are not restricted to histones,
but can include many types of protein, including
transcription factors (Smith, 2008).

HDAC:s are relatively well defined and divided in
three major classes - classes L, II, and III (also referred
to as sirtuins) — and one minor class, IV (Yang & Seto,
2008). In contrast, the various HAT's are more hetero-
geneous in nature, and di cult to subcategorize into
distinct classes. Mutations in the HAT CBP have been
shown to cause Rubinstein-Taybi syndrome, a well-
defined syndrome characterized by mental retardation
and physical abnormalities (Petrij et al, 1995).
Furthermore, it has been reported that mutations in
the closely related factor p300 cause Rubinstein-
Taybi-like symptoms, including mental retardation
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supposedly due to aberrant CNS development (Abel &
Zukin, 2008). HDACs have been indirectly implicated
in neurodevelopmental disorders and psychiatric dis-
ease. This is not based on reports directly linking
HDAC mutations to disease, but on observations
that inhibitors of class I, I, and IV HDACSs, such as
valproic acid, can cause malformations. For example,
the majority of the surviving offspring of mothers who
have taken valproic acid develop autistic features
(Abel & Zukin, 2008).

Histone methylation has, like histone acetylation,
proven to be essential for proper CNS development,
and dysregulation of factors regulating histone meth-
ylation have been linked to disease (Feng et al., 2007).
Methylation occurs on lysine and arginine residues.
Histone methylation prevents acetylation and deme-
thylation is thereby a prerequisite for acetylation. In
contrast to acetylation that only exists as monoacety-
lation, methylation can occur also as mono-, di-, or tri-
methylation. Histone methylation is mediated by
histone methyl transferases (HMTs). Histone methyl-
ation was long considered to be an irreversible mark,
but in recent years a series of histone demethylases
have been discovered, including LSD1 (KDM1) and
a large family of proteins containing the so-called
Jumonji domains (JMJD or KDM factors) (Takeuchi
et al., 2006). Like histone acetylation, histone methyl-
ation is a dynamic and regulated process. The discov-
ery of histone demethylases revealed close links to
early and late CNS development. Methylation of lysine
27 on histone H3 (H3K27) is a critical mark of repres-
sion associated with Polycomb activity and undiffer-
entiated progenitor state. The factor JMJD3 was shown
to be a H3K27 demethylase opposing the activity of the
Polycomb complexes (Lee et al., 2007), and essential
for correct regulation of Hox genes and rostrocaudal
axis development. JMJD3 expression is upregulated by
retinoic acid and repressed by the RAR-associated
repressor NCoR2, and later in development seems
crucial for correct differentiation of y-aminobutyric
acid (GABA)ergic progenitors (Jepsen et al., 2007).

In addition to modifications of histones, DNA can
also be modified, and most notably by DNA methyl-
ation. DNA is methylated primarily on CpG dinucleo-
tides, and methylation is carried out by a family of
DNA methylases comprising Dnmtl, Dnmt3a, and
Dnmt3b. Deletion of the Dnmt1 gene in the develop-
ing mouse CNS causes neonatal death because of res-
piratory failure. An enriched environment causes
upregulation of Dnmtl mRNA, indicating a role in

learning and memory (for a review, see Feng et al.,
2007). Furthermore, Rett syndrome, which is a neuro-
developmental disorder, is caused by mutations in a
protein, MeCP2, which binds to methylated CpG
dinucleotides (Amir et al., 1999), and mutations in
DNMTS3B result in the ICF (immunodeficiency, cen-
tromere instability, and facial anomaly) syndrome,
and some ICF patients also have mental retardation
(Xu et al., 1999).

Recapitulation of CNS development in
stem cells cultured in vitro

Given the expanding knowledge in terms of molecular
programs required for CNS development in vivo, it is
becoming increasingly clear that this information can
be used to begin to recapitulate aspects of neuronal
differentiation in cultured cells. This is likely to
become important for future transplantation therapies
in neurodegenerative disease and after CNS injury. In
particular, progress has been made with regard to
differentiation of embryonic stem cells, which are
pluripotent cells derived from the preimplantation
embryo (Murry & Keller, 2008). Protocols have been
established for directed differentiation of embryonic
stem cells to many lineages and mature cell types, and
this is also true for the CNS. Neural progenitors,
capable of generating neurons, astrocytes, and oligo-
dendrocytes, can be generated from embryonic stem
cells, as well as induced pluripotent stem (iPS) cells,
and reproducible differentiation of both motor neu-
rons (Wichterle et al., 2002) and dopaminergic neu-
rons (Andersson et al., 2006) has been reported. In
both these cases, the successful protocols were based
on recapitulating in the Petri dish, combinations of
extrinsic factors and transcription factor programs
that exist in the developing CNS in vivo.

Conclusions

Rapid progress is currently being made in deciphering
the molecular programs that control the early aspects
of CNS development. As discussed in this chapter,
many of these molecular programs are evolutionarily
highly conserved. The increased understanding of the
developmental biology of neural tube closure, forma-
tion of layers in the cortex, and patterning along the
rostrocaudal and dorsoventral body axes, as well as
new insights into epigenetics, have also led to the
identification of some of the genes involved in
human CNS malformations.
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Historic box 1

Historic box 1 The discovery of the neuronal organizer
Hugo Lagercrantz

Enbryo 1

Enbryo 2

Transplant

Fig. HB1 Mangold and Spemann demonstrated that, if a piece of a salamander embryo containing the neuronal organizer is transplanted
to another embryo, a salamander with two heads can be formed. (Drawing by S. Séderlind.)

Spemann became interested in experimental embryology, and by developing micro-manipulative techniques
and “cutting, pasting, and painting” he discovered the phenomenon of induction, i.e, the differentiation of cells in the
embryo to become particular tissues is dependent on a stimulus from adjacent tissues.

To further explore this finding, Spemann suggested that one of his students, Hilde Mangold, should study induction
phenomena in newt embryos. Mangold had studied arts and philosophy, but when she heard a lecture by Spemann,
she was so impressed that she asked to work on a project. Spemann suggested that she could try to transplant the
dorsal blastopore lip material into another embryo. This corresponds to the node on the epiblast, from where cells
migrate to form the mesoderm. She then discovered that some of these embryos developed two heads, sometimes
with only a rudimentary brain but also sometimes with two complete brains (Fig. HB1). The second head was formed
mainly from cells of the host rather than the donor, indicating that the nervous tissue was induced by some factor.
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Mangold submitted her thesis in February 1923 and was examined in philosophy by Edmund Husserl, who found
her performance very satisfactory. One year later she died tragically. As a German wife she had to devote her life to
Kinder und Kiiche. While warming food for her baby, she set herself alight after refueling a stove and died.

Hans Spemann received the Nobel Prize in physiology or medicine in 1935 mainly for this discovery of the
organizer, later called Spemann’s organizer. One of his most successful disciples, Viktor Hamburger, left Germany and
started a new career in St Louis, Missouri, USA. He became mentor for Rita Levi-Montalcini (see Historic box 3).

B|b||ography Stern, C.D. (2001). Initial patterning of the central nervous
system: how many organizers? Nature Reviews

Sander, K., ed. (1997). Landmarks in Developmental Biology Newroscience. 2. 928

1883-1924. Berlin: Springer-Verlag, pp. 66-75.



Malformations of the developing nervous system may
arise from disorders primarily affecting the nervous
system or arise incidentally as part of multisystemic
disorders. More than a century of study preceding the
modern era of cellular and molecular biology has
established a schema for the basic histogenetic sequen-
ces of development that are disrupted by the molecular
and cellular biological perturbations which give rise to
the most well-known developmental malformations of
the brain (Sidman & Rakic, 1982; Caviness et al.,
2008). These encompass histogenetic processes ranging
from cell proliferation to cellular events involved
in elementary pattern formation including migration
and postmigratory rearrangements, to the processes of
growth and differentiation, including the winnowing
of “excess” cells and cell processes. The perturbations
arising from genetic mutations are among the most
extreme in their consequences for development of the
nervous system and for adaptation or even survival of
the organism. They have, however, offered penetrating
insights into the nature and mechanisms through
which genetic regulation governs the cellular and
molecular biological processes through which devel-
opment proceeds.

Our focus over the years has been the proliferative
process, the earliest step in the histogenetic sequence.
In particular, we have focused on regulation of prolif-
erative mechanisms that give rise to the vertebrate
neocortex, with the mouse being our experimental
model. Over time, this work has served to inform
our parallel interest in disorders of the developing
human forebrain as encountered in the clinic. This
chapter focuses on the role of the proliferative process
in the origin of two general classes of human cerebral
malformation, each reflecting in different and infor-
mative ways on the fundamental regulatory mecha-
nisms of neuron specification and proliferation. We

. Holoprosencephaly and microcephaly vera:
perturbations of proliferation

Verne S. Caviness Jr., Pradeep G. Bhide, and Richard S. Nowakowski

will treat only the origin of projection neurons arising
in the juxtaventricular epithelium of the neocortical
embryonic brain. The y-aminobutyric-acidergic (GABA-
ergic) interneurons have a fundamentally different
histogenetic history with their origin in basal forebrain
proliferative structures (Wonders et al, 2008).
Whereas substantial evidence supports the postnatal
origin of neurons in the dentate gyrus of the postnatal
hippocampus (Kornack & Rakic, 1999; Breunig et al.,
2007), the status of postnatal origin of neocortical
neurons has been debated and is beyond the scope of
this discussion (Nowakowski, 2006). The spectrum of
disorders collectively to be considered with respect to
the origin of neocortical projection neurons will be
grouped as holoprosencephaly (HPE) and the heritable
spectrum of microcephaly vera (MV).

Synopsis of early central nervous
system development

Before discussing the abnormalities that occur in
development, we present here a brief synopsis of the
normal events and their sequence. With respect to cell
proliferation in the developing central nervous system
(CNS) there are, in essence, three time periods:

e an initial period of expansion and regional
differentiation;

e aneuronogenetic period;
e a gliogenic period.

The initial period of expansion and regional differ-
entiation begins as the neural tube forms and lasts
through approximately through the eighth week of
gestation. During this period the major subdivisions
of the CNS form along the long axis of the neural tube
(Nowakowski & Hayes, 1999). Simultaneously with
this, regional specializations develop tangential to the

The Newborn Brain: Neuroscience and Clinical Applications, 2nd edn., eds. Hugo Lagercrantz, M. A. Hanson, Laura R. Ment, and
Donald M. Peebles. Published by Cambridge University Press. © Cambridge University Press 2010.
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long axis of the neural tube. During this period, cell
proliferation occurs and the size of the nervous system
increases, but no neurons are produced so essentially
all of the production is devoted to the expansion of the
developing CNS.

The beginning of the neuronogenetic period is
marked, quite logically, by the production of the first
neurons. For the neocortex, this begins at about the
eighth week of gestation and continues until about the
twenty-fifth week of gestation, which corresponds to
the end of the period of neuron production. During
this time period the developing neocortex expands
tremendously (Caviness et al, 1995; Nowakowski
et al., 2002). In surface area alone the neocortex
expands well over 100-fold, and it also increases dra-
matically in thickness as new neurons are produced.
The two chief processes that occur during this period
are cell proliferation, to produce the neurons of the
cortex, and neuronal migration, to move the neurons
from the site of production to their final position.
Neuron production occurs in the ventricular zone, a
narrow zone of proliferating cells that lines the lateral
ventricles of the brain. It is the cell production in the
ventricular zone that drives the tremendous expansion
of the neocortex (Caviness et al., 1995; Nowakowski
et al., 2002). The neuronal progenitors in the ven-
tricular zone form a pseudostratified ventricular
epithelium (PVE). Many of the PVE progeny are per-
manently postmitotic and migrate to the cortex fol-
lowing a terminal division within the ventricular zone.
Those that do not migrate directly to the cortex instead
undergo one or more amplifying divisions in the
subventricular zone before migrating to the cortex
(Noctor et al., 2007). Postmitotic neurons, whether
arising terminally from the PVE or the subventricular
zone, migrate to the neocortex itself in the outer part of
the cerebral hemisphere by moving along the surface
of radial glial cells. Both cell proliferation and the
subsequent neuronal migration are highly regulated
processes. Our focus here is primarily on the PVE and
the ventricular zone.

The nuclei of PVE progenitors appear to be evenly
distributed within the epithelium. This even distribu-
tion, however, hides a dynamic proliferative behavior
during which the nuclei of the cells of the ventricular
zone participate in a complex “dance” that is highly
correlated with the phases of the cell cycle (Fig. 3.1(a)).
The dance begins at the ventricular surface where the
proliferating cells divide. Then the cells enter G1 and
move into the outer half of the ventricular zone, where

they enter the S phase to synthesize DNA. Next, the
cells enter G2 and move rapidly back to the ventricular
surface to divide again during M phase. This cell cycle-
associated dance is estimated to occur ~35 times during
the development of the human neocortex (Caviness
et al., 1995; Nowakowski et al., 2002). With each pass
through the cell cycle, each cell becomes two, but the
daughter cells do not both reenter the cell cycle.
Instead with each pass through the cell cycle, a steadily
increasing proportion of the daughter cells exits or
quits the cell cycle (Nowakowski et al., 2002). The
exiting cells then migrate to the cortex using radial
glial fibers as guides (Fig. 3.1(b)). This radial migration
forms the basis of the radial unit perspective on neo-
cortical development (Rakic, 2007). Each cell that exits
the ventricular or the subventricular zone becomes
apposed to a radial glial fiber and migrates from the
proliferative zones to the top of the cortical plate.
Disruption of migration will lead to ectopic neurons
that may not get wired into the final cortex circuitry
appropriately.

After the involution and disappearance of the ven-
tricular zone around the twenty-fifth week of gestation
cell proliferation continues for several more weeks in the
subventricular zone. This is the period of gliogenesis, as
only glial cells are produced during this time. Recent
results indicate that few, if any, neurons are produced
in the neocortex in the postnatal and adult periods
(Bhardwaj et al., 2006; Nowakowski, 2006).

Holoprosencephaly

HPE is a term that groups together a wide range of
malformations in which normally paired and separate
forebrain structures are instead continuous across the
midline (Kundrat, 1882; DeMyer, 1977; Cohen, 2001).
HPE occurs in widely ranging vertebrate species and
involves telencephalic and typically diencephalic struc-
tures. In primates, including humans, it also involves
the neocortex. A traditional clinical-anatomical classi-
fication of the diverse forms is based on the degree
of separation of the cerebra (Kundrat, 1882; DeMyer,
1977; Cohen, 2001). Traditionally it is accepted that
there are no bilaterally paired forebrain structures in
the alobar form of HPE. In the semilobar form of HPE,
there is unpaired continuity rostrally in the telence-
phalon but with pairing caudally with respect to an
interhemispheric fissure. Finally, there is also a lobar
form of HPE in which pairing is almost complete with
respect to a midline interhemispheric fissure.
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Fig. 3.1 (a) Within the ventricular zone the nuclei of the proliferative cells move “up and down” as they progress through the cell cycle. In

humans, it is estimated that there are ~35 cell cycles during the time that the neocortex is being produced. At the completion of each cell cycle,
some of the cells exit the cell cycle as postproliferative cells, which then migrate to the cortical plate. (b) The migration of the young neurons is
guided by radial glial fibers that span the distance between the top of the proliferative zones and the top of the cortical plate. Each migrating
neuron moves along the surface of a radial glial cell to reach its final position at the border between the cortical plate and the marginal zone.
RGC, radial glial cell; MN, migrating neuron; VZ, ventricular zone; 1Z, intermediate zone; CP, cortical plate; MZ, marginal zone; G1, S, G2, and M,

phases of the cell cycle.

This classification system is predictive of the
degree of associated disability. Thus, the alobar form
presents not only extreme neurological disability
in an infant unlikely to survive the perinatal period,
in extreme alobar forms there may also be craniofacial
deformities, a proboscis, or an incompletely paired
“cyclopic” eye (DeMyer & Zeman, 1963; Kobori
et al., 1987; Cohen, 1989). The malformation is com-
mon with an estimated minimum incidence at con-
ception of 1/250 (Matsunaga & Shiota, 1977) but
survival to term is < 1/20 000 (Bullen et al., 2001).

HPE presents a disruption of mechanisms set in
motion by morphogens diffusing from tissue adjacent
to or from centers within the CNS that establish
within the nascent CNS the coordinates of subsequent
developmental transformations. We review here
findings from seven brains, which illustrate the semi-
lobar form of the malformation (Takahashi et al,
2003, 2004). This form of HPE, limited to the tele-
ncephalon, illustrates inductive disruption expressed
in the course of evagination of the cerebral
hemispheres.

The forebrain is partitioned for present purposes
into the distribution of three topological domains: a

fully diencephalic (D) topological segment, the tem-
poral limb of the interface of diencephalic and telen-
cephalic junction (DT), and a fully telencephalic (T)
topological segment (Takahashi et al., 2003, 2004).
Topological anomaly in the examples of the semilobar
form reviewed here is confined to the T domain
although in more extreme forms it may involve both
the T and D domains. We have encountered no exam-
ples in our own series or in the literature where the
DT domain is involved.

The telencephalic anomaly in the seven brains is
notably uniform. First, there is rostromedial continu-
ity across the midline of the normally paired and
separate orbitofrontal and polar cortices, without an
intervening interhemispheric fissure. Subcortically,
there is continuity across the midline of the normally
paired claustrum, caudate, and accumbens nuclei
(Fig. 3.2), and variably the suprachiasmatic anterior
hypothalamus (Takahashi et al., 2003). A critical point
is that, in all, there is complete absence of all septal
structures and the septal limbs of the fornix, and
choroid plexus. That is, structures that normally inter-
vene between hemispheres, including those that seal
the foramen of Monro, are frankly absent. As a
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consequence, the septal limb of the choroidal fissure is
splayed open with continuity of the bihemispheric and
diencephalic ventricular volumes, allowing ready rec-
ognition of the HPE malformation.

Second and variably, a midsagittal fissure emerges
posteriorly and continues to deepen with posterior
progression. The fundus of the fissure forms the mid-
line of the ventricular roof. The fundus is continuous
with corresponding infolded gray matter that is con-
tinuous with the cortex of the opposite hemisphere.
This fundic gray matter is part of a rostrocaudally
continuous seam of gray matter extending forward
along the roof of the ventricle, conjoining striatal
masses anteriorly. It continues caudally beyond its
continuity with the convexity and interhemispheric
cortex at the surface of the hemisphere to end where it
abuts a rudimentary corpus callosum. Thus, despite
the absence of the normally intervening dorsomedial
structures in the midline, the gray matter masses of
the two hemispheres are still joined by a bridging
gray seam. They are not fully separated by a cleft as
might have been expected had the absent structures
been destroyed by a late-acting secondary pathologi-
cal process, as is the case with porencephaly (Levine
et al., 1974). Whereas the developmental history of

Fig. 3.2 (See color plate section.)
Anatomic overview of holoprosencephaly
(HPE). (a) Frontal and (b) inferior views. A
veil is superposed over the rostral
conjunction of the left and right cortices
with no intervening interhemispheric
fissure, which emerges immediately
caudal to the veil. (c) Topological
segments: D-D, the diencephalic segment
extends from the subthalamus to the
suprachiasmatic junction with the
telencephalon. T-T, the telencephalic
segment, extends from the D-D segment
through the septal limb of hemisphere to
the hippocampal commissure. D-T, the
diencephalic-telencephalic segment,
diverges laterally from the midline to
follow the temporal limb of the choroid
fissure to the amygdala. (d) The seam and
adjacent structures as seen from the
midsagittal aspect in HPE (Takahashi et al,,
2003). (With permission of Oxford
University Press.)

the seam cannot be unraveled from the available
human material, such a structure is evident in a
mutant murine form (see Rash & Grove, 2007). In
its signal intensity characteristics, form, and location
it resembles periventricular heterotopia (Fox &
Walsh, 1999; Sheen et al., 2002); that is, cells of the
proliferative epithelium that underwent their terminal
division without acquiring any of the specialized fea-
tures of the differentiated laminar classes of the cere-
bral cortex.

Third, within the T domain the brains are dispro-
portionately small. Estimates for the average age-
adjusted volumetric deviation for the total brain for
the HPE series with wide variation was about 55%
(52%, 51%, and 68% for forebrain, telencephalon,
and diencephalon, respectively). In each brain, the T
segment component with full depth fissure and seam
was relatively longer than the anterior segment with no
fissure or the intermediate zone with no or incomplete
fissure (Fig. 3.2). That is the degree of volumetric
reduction correlated with the degree of topological
abnormality.

The formal origin of the semilobar form of
HPE has been classically traced to the induction
of telencephalic hemisphere evagination following
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(a) Normal embryo (stage 14) (b)

Commisural plate

L
)
b

Septal structures

and
dorsal hippocampal formation

(c) T1 group HPE embryo (stage 14) (d)

neurulation. Normally each hemisphere evaginates
along a continuous margin that extends caudally from

the ventrorostral suprachiasmatic diencephalic-
telencephalic junction, through the midline rostral
telencephalic anlagen, where the two hemispheres are
separated by bilateral septal and cortical hem anlagen
(Fig. 3.3). Caudal to the level of the topological abnor-
mality, the margins of the two hemispheres diverge
normally along the dorsal diencephalic-telencephalic
boundary to follow a laterally and ventrally coursing
path toward the basal medial tip of the temporal lobe.
We infer from the present observations that there must
also be downregulation of neuron production generally
but with a regional emphasis on the primarily affected
topological domain.

Microcephaly vera

Microcephaly literally means small brain, but tradi-
tionally this term has been used where the measured
head circumference is less than two, or, for some, three
standard deviations below the mean (Mochida &
Walsh, 2001; Woods, 2004). It may be a consequence
of virtually any grave disorder affecting the brain dur-
ing its prenatal and postnatal growth cycles. For present
purposes, the term is applied to microcephaly vera, a
spectrum of microcephaly caused by autosomal reces-
sive mutation and expressed morphologically prior to

Lamina terminalis

Chiasmatic plate

Fig. 3.3 Schematic representations of a
stage 14 human embryo. (g, b) The
cerebral hemispheres emerge as bilaterally
paired evaginations from the single
telencephalic vesicle of the terminal
neural tube (Muller & O'Rahilly, 1988). The
anterior arcs of evagination of the right
and left vesicles are paramedian in
position and run parallel within the
telencephalic vesicle. The posterior arcs of
evagination of the right and left vesicles,
by contrast, diverge laterally from the
midline to follow the right and left
telencephalic—diencephalic borders. That
is, the telencephalic rims of the two
hemispheres arise from the midline but
the telencephalic—diencephalic rims of the
two hemispheres emerge from opposite
sides of the neural tube (¢, d) (Takahashi
et al, 2003). (With permission of Oxford
University Press.)

the thirty-second gestational week (Mochida & Walsh,
2001; Woods, 2004). Only the brain develops abnor-
mally, with brain weights in some instances in the
region of 400 g, corresponding to that of the brain of
an adult chimpanzee (Richards, 2006). Classical studies
of the physiognomy and the neocortical cytoarchitec-
ture associated with vera were published late in the
nineteenth century (Cunningham, 1895; Hammarberg,
1895; Caviness et al., 2008). Primary and even secon-
dary gyri of the neocortex are recognizable but higher
order surface folds typically are not. Architectonic
abnormalities are limited to the neocortex where there
is major impoverishment of the neuronal populations
of the supragranular layer but a relative preservation of
the cells of the infragranular layer (Hammarberg, 1895;
Caviness et al., 2008) (Fig. 3.4). Importantly, all laminar
classes appear from general cell stains to have been
formed (and therefore specified) and all appear to be
in appropriate laminar order, in that there is no hetero-
topia along the subcortical and intracortical migratory
routes and tangential ordering of lamina is regular.
That is, all histogenetic processes leading to the normal
topology of pattern formation appear to have been
executed without flaw. However, the architectonic evi-
dence implies that it is the late-formed neurons, those
assigned to superficial layers, which are preferentially
impoverished (Hammarberg, 1895; Mochida & Walsh,
2001; Caviness et al., 2008).
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Fig. 3.4 Laminar patterns in microcephaly
vera. Architectonic patterns of normal

cortex (left panel) and cortex from

microcephalic subjects (right panel). The
Betz cells in column 3 and 4 of the left and

right panels identify the pre-Rolandic
gyrus in normal and microcephalic brains.
The other columns in each panel illustrate
corresponding regions of frontal, parietal,
and occipital association cortical regions.

The microcephalic cortex is laminated
with attenuation of superficial layers.
(From Hammarberg, 1895; Caviness et dl.,,
2008, with permission from S. Karger AG,
Basel.)

Molecular genetic and morphological
analyses of HPE and microcephaly
vera

Typical and extreme forms of HPE have arisen from
environmental exposures, specifically fetal exposure to
the plant alkaloid cyclopamine in ungulates or ethanol
in chicks, and the incidence is somewhat heightened in
association with diabetes in humans. However, the
principal determinants of the malformation appear to
be genetic mistakes (Cohen & Shiota, 2002). Thus, at
least six discrete genetic loci (six3, TDGF1, Shh, Ptch,
Zic2, TGIF) and as many as 12 chromosomal anomalies
have been implicated in the origin of this malformation
in the human condition and more than a dozen other
vertebrates, in particular mouse and chick (Cohen &
Shiota, 2002; Roessler & Muenke, 2003; Roessler ef al.,
2003). Those thus far associated with the malformation
in humans account for less than 20% of the probands
that have undergone molecular genetic or karyotype
analysis (Muenke & Cohen, 2000; Cohen & Shiota,

2002). However, center stage has been the gene for the
diffusible ligand sonic hedgehog (SHH) and its trans-
membrane receptor patched (PTCH), elements of the
hedgehog signaling pathway. This signaling system has
not only been implicated in regional and cell class
specification along the entire length of the neural axis
including the forebrain, but it has also been found
to have mitogenic effects in widely varying systems
(Edlund & Jessell, 1999; Solecki et al., 2001).

A series of four genes has thus far been implicated
in the origin of microcephaly vera. Genetic analysis of
candidate mutations giving rise to the microcephaly
vera spectrum of disorders has mapped to no fewer
than six linkage groups referred to as MCPHI1-6
(Mochida & Walsh, 2001; Leal et al., 2003; Woods
et al., 2006). Of these loci only for two has the gene
been identified. These are MCPHI, or microcephalin,
and MCPH5 or ASPM (abnormal spindlelike micro-
cephaly). All impact on the proliferative operations of
cycling cells with three of the four encoding proteins
thus far identified as mutated gene products integral to
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the structure or operation of the mitotic spindle.
Because of the effect of these genes on brain size they
have been suggested to figure in evolutionary mecha-
nisms of trans-specific advances in brain size and
complexity of behavior (Richards, 2006). However,
variations in these genes within human populations
have not correlated with either variations in brain size
or 1Q (Kouprina et al., 2005; Woods et al., 2006).

HPE and microcephaly vera: disorders
primarily of proliferative mechanisms

The proliferative epithelium of the telencephalon
expands from the proliferative epithelium of the neu-
ral tube which, in turn, expands from that of the neural
plate. This epithelium generates almost all neuronal
and glial elements of the CNS. The mechanisms that
establish regional distinctions and specify the diverse
neuronal classes of the CNS are also set in motion in
the course of the proliferative process as it operates in
the epithelium (Rakic, 1988; Miyashita-Lin et al., 1999;
Grove & Fukuchi-Shimogori, 2003). HPE appears to
represent genetically determined disruption of mech-
anisms of both cell production and specification of
projection neuron laminar class. Thus, the brain is
small without evidence of a secondary destructive
process. The cell populations of the dorsomedial mid-
line are frankly absent. To the extent that the seam
represents unspecified heteropic cells, its mass is cer-
tainly small relative to the expected expansion of the
founder population for this group of cells in the nor-
mal brain. Presumably these populations were never
specified. We, therefore, consider that the seam repre-
sents a population of cells where the critical attributes
of cell class including those necessary to migration and
pattern formation were not specified. This was associ-
ated with a marked reduction in output from the
unspecified population.

The morphologic analyses of microcephaly vera
also direct attention to the primary mechanisms that
regulate cell production, but cytoarchitectonic analysis
indicates that production is here dissociated from
specification. In contrast to HPE where the cell types
native to an entire topological domain are variably
absent, architectonic studies have found all the princi-
pal cell types of the neocortex to be present in micro-
cephaly vera but with a reduction in the cell number of
the superficial cortical layers. As with HPE there is no
indication of an intercurrent destructive process. In
that neuronal origin follows a deep to superficial layer
sequence, this implies that the process is increasingly

expressed as the proliferative process advances.
Moreover, in contrast to semilobar HPE, where ros-
tromedial telencephalon is affected, the anomaly in
microcephaly vera is expressed throughout the dorsal
telencephalon.

HPE and microcephaly vera:
integration of specification and
neuron production

The inferences from anatomy and cytology respecting
HPE and microcephaly vera direct attention to the
proliferative epithelium of the neocortex as an organ
that coordinates regulation of neuron production and
specification. Whereas regulation of proliferation has
been studied in most detail in rodents, these mecha-
nisms appear to be identically regulated across all
mammalian species. Thus, the proportion of the neu-
rogenetic interval given to the origin of each succes-
sive laminar class is uniformly scaled across all
mammalian species extending from rodent to primate
(Caviness et al., 1995). Moreover the properties and
topology of arrangement of diverse cortical represen-
tations are essentially identical across the full mam-
malian spectrum from protherians to eutherians
(Krubitzer & Kaas, 2005). We consider in the discus-
sion to follow, a model whereby a critical mechanism
of the coordination of neuron production and speci-
fication is an opponent interaction of the Notch signal
transduction mechanism and the cell cycle inhibitor
p27Kip1'

The proliferative epithelium

Our model for the principal regulatory events of pro-
liferation giving rise to neocortical projection neurons
is based on studies in mouse over the interval E11-14.
During this interval, the tangential extent of the
epithelium is achieved and virtually all neuronal
classes included in layers VI-II have been specified.
Secondary expansions of the population occurring in
the subventricular zone have not been shown to
include further advance in the specification sequence
(Noctor et al., 2004). The proliferative epithelium is
a pseudostratified epithelium and because it is only
one component of the ventricular zone, we have
referred to it as the PVE. As with other histogenetic
pseudostratified generative epithelia, nuclei of cells
are distributed through its depths according to their
proliferative phase, and the proliferative process is
asynchronous.
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Fig. 3.5 Neurogenesis in the murine pseudostratified ventricular epithelium (PVE). (@) The founder proliferative populations of dorsomedial and
lateral cortical zones (DCZ and LCZ, respectively) execute 11 cell cycles (CC1-CC11) over the course of the six-day neurogenetic interval, E10/11
to E16/17. The cycle sequence is advanced by ~24 hours in LCZ. Interkinetic nuclear migration is shown for CC2 in the inset image. Neurons

leaving the VZ of the embryo (b) with successive cycles are destined systematically with each cycle to successive deep to superficial layers of the

adult brain (). (From Takahashi et al,, 1999, with permission.)

We emphasize here four features of the neocortex
that bear upon the proliferative output of the epithe-
lium. First, the neocortex is a six-layered structure, in
which projection neurons of a common class domi-
nate their respective layers II-VI through the entire
neocortex. Variations in the cytological features, and
the specific patterns of arrangement of each class from
region to region, are characteristic of each of the
diverse architectonic representations of the neocortex
(Caviness, 1975). That is, in the radial axis of the cortex
there is a laminar succession ordered by general neu-
ronal class. In the tangential axes, there are variations
in the specific laminar features according to the neo-
cortical architectonic representations. These regional

differences notwithstanding, the neurons of each of the
laminar classes throughout the neocortex arise in a
systematic overlapping succession with the earliest
cells being destined for the deepest layers while pro-
gressively later formed cells are destined for progres-
sively more superficial layers (Fig. 3.5) (Angevine &
Sidman, 1961; Bisconte & Marty, 1975; Caviness, 1982;
Bayer & Altman, 1991).

Secondly, the lineages of the epithelium are equi-
potent, each lineage on average giving rise to the same
canonical sequence of laminar projection neuronal
classes over a succession of cell cycles (Walsh &
Cepko, 1990). That is, on average each lineage gives
rise to the full range of neuronal classes with no lineage
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specialized for the separate cell classes (Walsh &
Cepko, 1990; Cai et al., 2002). Although the sequence
is systematic, there is marked overlap such that at any
moment through much of the neurogenetic interval
spatially adjacent lineages will be giving rise to neu-
rons destined for two or even three different layers.

Third, the sequence unfolds according to a trans-
verse neurogenetic gradient (TNG) (Bayer & Altman,
1991). The sequence begins at the rostrolateral
extreme of the neocortex, i.e., the head of the TNG,
and progresses down a gradient, i.e., dorsomedially.
This requires that each lineage at all times in the
neurogenetic interval must know “where” it is with
reference to the full expanse of the epithelium. It
must know “when” it is with respect to its order of
the laminar class specification sequence.

Parameters of proliferation

The proliferative and specification mechanisms are
closely coordinated. The proliferative process of the
PVE, just as the neurogenetic succession, advances as
a gradient aligned with the TNG. Over the course of
the neurogenetic interval in the mouse, the duration of
the cell cycle (T¢) in the PVE increases stepwise with
successive cycles from ~ 8 to ~20 hours with increases
in T due exclusively to increases in the duration of the
GI phase of the cycle (Tg;). The durations of other
phases of the cycle are not regulated. Concurrently
there is a cycle-by-cycle increase in the fractional out-
put of the cycle (Q; the complementary fraction that
reenters the S phase is designated P; Q + P = 1.0)
(Takahashi et al., 1995; Miyama et al., 1997; Caviness
et al., 2000). Overall, each proliferative lineage will
execute 11 integer cell cycles over its neurogenetic
interval. We add that the slope of the TNG is a func-
tion of Tc while the total number of cycles in the
interval is governed by the fractional advance of Q
with each cycle (Caviness et al., 2000).

A proliferative model: consequences of
perturbation

It follows from this model that the number of cells to
arise in the neurogenic interval will depend on the size
of the founder population and will be a function of
cycle number and Q per cycle. Perturbations that
advance the cycle-by-cycle increase in Q would pre-
maturely deplete the proliferative pool of the PVE and
secondarily also impoverish the subventricular zone
progenitors. Collectively, it would lead to a substantial

impoverishment of neurons, which would be felt dis-
proportionately in progressively later formed, more
superficial layers. As a model it has been validated in
mouse with perturbations that increase Q, including
pZ7KiP ! overexpression and Lmx2, id2, and tlx knock-
out inter alia (Monuki et al., 2001; Roy et al., 2004;
Yun et al., 2004; Tarui et al., 2005). Such a mechanism
plausibly accounts for the pattern of neuron impover-
ishment of the superficial layers in microcephaly vera.
A model for HPE must be more complex in that the
reduced numbers of neurons is associated with a fail-
ure of specification of dorsal midline cell classes.

Specification: gradient models

The mechanisms underlying specification relative to
those of proliferation have been more illusive. To return
to a theme introduced earlier, each proliferative lineage
must “know” where it is in the TNG and “when” it is in
relation to the succession order of the cells to which it is
giving rise. It has been traditionally held that this infor-
mation is conferred by mechanisms inherent in a gra-
dient of a diffusible morphogen aligned with the
principal axis of the epithelium. Specification and ori-
gin of successive neuronal classes are a consequence of
differential transcription induction at critical threshold
concentrations along the gradient (Jessell & Melton,
1992; Wolpert et al., 1998; Gurdon & Bourillot, 2001;
Grove & Fukuchi-Shimogori, 2003). Inductive gra-
dients of a diffusible morphogen, arising initially from
sources external to the CNS anlage but ultimately from
secondary sources within the CNS, satisfy the principal
specification requirements of the neural tube (Edlund &
Jessell, 1999). Telencephalic development appears to go
forward within a cartesian coordinate system where
fibroblast growth factor (FGF)-3, -8, -17, -18, Shh, and
retinoids act at the anterior pole, and Wnts and Bmps at
the medial-lateral axis (Rash & Grove, 2007). That is,
the axis of alignment of these coordinates from rostro-
laterally to caudomedially more or less is that of the
TNG (Grove & Fukuchi-Shimogori, 2003). In the cere-
brum, however, no morphogen gradient has been
found to be established either by diffusion or some
other indirect means even across the short range of
action that would be required by the smallest mammals,
much less across the vast expanse that would be neces-
sary in primates and other large mammals (Grove &
Fukuchi-Shimogori, 2003).

The above considerations have led to a shift in
attention from the search for extrinsically arising dif-
fusible morphogens to epithelium-intrinsic transcription
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factors implicated by gain and loss of function analyses
to be essential to regional and cell class specification
within the cortex. A large and increasing number of
these have been found to be distributed throughout the
PVE, where these are expressed according to gradients
aligned with the principal axis of the epithelium
(Puelles & Rubenstein, 1993; Cai et al., 2000; Monuki
et al., 2001; Schuurmans & Guillemot, 2002; Grove &
Fukuchi-Shimogori, 2003). If the homeodomain tran-
scription factor Lhx2 is taken as representative, however,
this model also fails in a detailed analysis of its gradient.

Thus, the expression gradient of Lhx2 may satisfy
the “where” requirement but it does not satisfy the
“when” requirement. However, the intersection of gra-
dients of Lhx2 expression and that of Tg; uniquely
defines both the “where” and the “when” of a prolifer-
ative lineage and in principle in this sense satisfies the
requirements of a model of specification. Moreover
this transcription factor—proliferative parameter model
is validated in the sense that overexpression of p27*'F!
both advances the gradient of Lhx2 and leads to an early
exit of neurons from the proliferative pool. Evidently
overexpression of p27°'P!, as predicted by the model,
leads the proliferative lineage to think it is operating at a
more advanced T, and is engaged in a more advanced
cell cycle than it actually is (Suter et al., 2007).

Architecture of the cell cycle

The implications of anatomical analysis of HPE and
microcephaly vera, taken together with the proposed
model to coordinate neuron production and cell spec-
ification, direct attention to the architecture of the
eukaryotic cell cycle. The mechanisms of this cycle
are generalized to developmental systems and are
greatly robust, reflecting redundancy with complex
interleaving of interacting molecular mechanisms
variably sensitive to signals and with nonlinear
throughput kinetics. In yeast there are as many as
800 genes involved in the regulation of the cell cycle
(Ubersax & Ferrell, 2006) whereas in vertebrates, and
especially in mammals, there are as many as 100 reg-
ulating the G1 to S switch alone (Pardee, 2004), with
the total acting upon the cycle considerably greater
(Kohn, 1999). This complexity notwithstanding we
are served for present purposes by the following gen-
eral features. First of all the eukaryotic cell cycle is a
bistable system where the proliferating cell toggles
between stable G1 and the stable S-G2-M phases
(Ferrell, 2002; Novak & Tyson, 2004). Second, in
these repetitive phase shifts, operations are replete

with positive and negative feedback loops, including
autocatalytic mechanisms. Third, product throughput
at critical interactions surges according to nonlinear
kinetics after time delays appropriate to cyclic behav-
ior of the entire system.

The molecular switches that toggle between states
are the cyclins, regulatory cofactors for a spectrum of
kinases that phosphorylate and activate the principal
molecular actors that implement the cycle. Among
these are Cdk4/6 (cell division kinases) with cyclin D
and Cdk2 with cyclin E, critical to the G1 to S transition,
and Cdkl1 with cyclin B, critical to the M to G1 tran-
sition. As requisite to the operation of the process there
are both positive and negative feedback mechanisms at
every node of protein interaction in this system. All have
nonlinear reaction characteristics that may result in
orders of magnitude accelerations in product through-
put (Ferrell, 2002). The critical positive regulatory oper-
ation driving phase transitions is transcriptional
upregulation of the cyclins whereas that stabilizing
after a phase shift is ubiquitination and proteolysis of
the cyclins (Sutterluty et al., 1999; Ganoth et al., 2001;
Ang & Harper, 2004; Novak & Tyson, 2004). In steady-
state systems on the other hand, transcription rates of
the kinases and other critical components including
cycle inhibitors and transcriptional activators and
repressors are relatively constant with their shifts in
functional state depending principally upon posttrans-
lational modifications, especially phosphorylation and
dephosphorylation.

A lynchpin of progression of the cell cycle is the
transcriptional repressor Rb 105 (Novak & Tyson,
2004). In its unphosphorylated state Rb is a repressor
of the transcription factor E2f. The phosphorylation
of Rb detaches it from E2f, unleashing a cascade of
transcriptions of the principal molecular operators
required for the G1 to S transition including not only
cyclin E/A but also RNA polymerases and a battery of
housekeeping genes.

Go-no-go and specification

HPE and microcephaly vera both reflect an imbalance
in mechanisms of cell production favoring premature
cell cycle exit. HPE additionally reflects a failure of
specification of cell classes normally populating the
ventrorostral midline of the telencephalon. Plausible
lynchpins in mechanisms relating to these two pro-
cesses are those related to regulation of the signal
transduction agent, notchl, driving the proliferative
process and a regulator of specification and the cell
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cycle inhibitor p27*'P!

cycle.

Notch 1

The notchl (of a family of four proteins) signal trans-
duction system is a principal drive to proliferation in
the neocortical PVE (Yoon & Gaiano, 2005). It is a
bifunctional system in that it independently acts to
restrain cell specification and differentiation. Notch
is a single-pass transmembrane protein. It stands at
the head of a complex battery of signaling mechanisms
involving more than 24 components. The pathway is
interactive with multiple other facilitatory or inhibi-
tory systems with respect to proliferation and specifi-
cation including the BMP-Wnt signaling mechanisms.

The notch receptor is activated by binding with
jagged or delta ligands located on the surfaces of adja-
cent cells. Binding leads to cleavage of the notch intra-
cellular domain (NICD), which translocates to the
nucleus. In the nucleus it binds to the CBF1 repressor
complex converting it to an activator of transcription.
Among its multiple effects this complex upregulates
bHLH transcription factors, preeminently the Hes and
Herp (Hes-related proteins) family. These transcription
factors are known to antagonize the transcription of
proneural genes including Mash1 and the neurogenins.

In accord with these actions of this transduction
system, the NICD protein is concentrated within the
nuclei of cells in S phase expressing Hes1, but not in
cells in M phase. Its distribution is complementary to
proneural Mashl in the ventral telencephalon and
Ngn2 in the dorsal telencephalon. That is, it is not
found in the postmitotic differentiating cells of the Q
fraction. That is, it must be through some mechanism
that involves downregulation of NICD that advance of
the transcriptional program of the proneural genes is
regulated. Thus, it is through cascades of transcription
driven by the proneural genes that there is specifica-
tion of differential neuron classes. There is great diver-
sity in the architectonic and systems organization
across the regions of the neocortex. It follows that
there must be regional variations in the combinatorial
levels of large arrays that give rise to the laminar
classes that endow the specific properties of the diverse
architectonic representations.

Kip1
P27""
This cell cycle inhibitor, at the opposite pole from

notch of the go-no-go proliferative tension, acts to
block the entry of the G1 phase cell into S phase. It

acting to drive cells out of a

does so by holding cyclin E/Cdk2 levels below their
activation threshold. Consistent with this action, the
p275"! null state is associated with increase in brain
and somatic organ size which is uniformly scaled
suggesting that its mechanisms of action and weight-
ing in the control of cell proliferation are relatively
general and uniform (Kiyokawa et al, 1996;
Nakayama et al., 1996). Although the inhibitor has
an independent effect on the mechanisms governing
cell exit from the cycle, it is redundant with other
agents in that these animals are limited in their sizes.
Whereas it has been implicated in the cell biological
functions necessary beyond cell cycle exit, including
cell migration, it appears not to have a primary role in
cell specification in the mammalian telencephalon.
Thus cells of oligodendrocyte lineage derived from
p275"P' null mice undergo increased numbers of cell
division under conditions of arrest but eventually do
arrest despite the null state of p27"'P'. It is of note that
when proliferation does eventually arrest, they differ-
entiate normally into oligodendrocytes (Casaccia-
Bonnefil et al., 1997, 1999).

Notch-p27*™' opposition

Current evidence bearing upon regulatory interactions
between notch and p27°"*" has emphasized a notch to
p27%"®! control mechanism but not one operating in
the reverse direction. This picture is certainly incom-
plete, but as it stands it carries our understanding of
the proliferative mechanisms a few steps further.
Obviously the effect of the notch system, acting to
favor cell proliferation, is antagonistic to that of
p27%P! acting to restrain proliferation. Notch is
directly antagonistic to p27<®' and downregulates
the inhibitor in two direct ways. That is, in this inter-
action we find a trace that directly integrates mecha-
nisms regulating cell production and those of cell
specification. The first of these mechanisms is direct
transcriptional suppression of the p27<'*! protein.
This is effected through direct Hesl binding to con-
sensus class C sites in 5 flanking enhancer regions of
the gene for p275"' (Murata et al., 2005). The second
mechanism is via ubiquitination and proteolysis. This
is driven by Notch activation of transcription of Skp2
transcription via a CBFl-dependent mechanism
(Sarmento et al., 2005).

Where we are now and beyond

The discussion thus far has developed models for a
series of complex cell biological mechanisms that
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contribute to proliferation in the neocortical PVE.
These models bear upon the mechanisms of cell pro-
duction and specification. In using the general term
“specification,” we include both the radial mechanisms
by which the broad laminar classes of the neocortex
arise and those more specific mechanisms that under-
lie the origin of the regional differences tangential to
the surface of the ventricle. In microcephaly vera
where there is a general impoverishment of progres-
sively more superficial layers without regional bias, it
is the radial mechanism that has failed chiefly within
the neocortical PVE. In HPE where there is a general
reduction of telencephalic size, both the tangential
and radial specification mechanisms have apparently
failed. However, with HPE there is also a midline
region in which all cells of specific regions are missing.
We assume that this represents an absolute failure
through a region-restricted mechanism of all mecha-
nisms underlying the processes of specification.

We offer these models as grist for ongoing exper-
imental design but fall far short of laying critical ques-
tions to rest. First, it is a model with general scope
directed only at the radial processes of coordinated cell
production and specification and does not approach
those relating to regional, i.e., tangential, modulation
of the specification process. Second, with respect to
proliferative mechanisms, we point out that the model
developed for notch-p27*"®" interaction is based on
the assumption of steady-state operation of the prolif-
erative process. That is, it is based on the assumption
that the size of the proliferative pool remains constant
with the number of cells exiting the cycle equal to that
reentering it. It is under these conditions that the
transcriptional rate of noncyclin operators is constant
with toggle control vested principally in transcription
and synthesis followed by proteolytic destruction of
cyclins. In reality, the operation of the neocortical PVE
is not steady state. Instead there is a cycle-by-cycle
advance in Q from 0, prior to onset of the neurogenetic
interval to 1.0 with a terminal round of cell division
and exhaustion of the proliferative potential of the
PVE. Tg; in coordinate fashion ascends cycle by
cycle in an equally precisely regulated fashion, essen-
tially quadrupling in duration over the course of the
neurogenetic interval.

The dynamic progression of the neurogenetic
process is associated with dynamic alterations in pat-
terns of expression of essential operators. Thus as Tg;
and Q increase with each cycle between E11 and E14,
the transcriptional range of cyclin E falls whereas that

of p27°"" increases exponentially to low and high
asymptotes, respectively (Delalle et al., 1999). That is,
these agents critical to the operation of the toggle
between G1 and S reach their expression asymptote
at a point in histogenesis where Tg; approaches its
maximum and where Q = P = .5. At this point all cell
classes are now expressed (and therefore specified). At
this point, the PVE has reached its maximum tangen-
tial extent, that is the topology of the PVE protomap
may be considered to be complete (Caviness et al.,
2000).

Where should one look for the overriding control
mechanisms that govern this graded and greatly pre-
cise progression of cell production and specification?
Is this through a graded regulation of the levels of
notch or of p27%®' or of other gradient control
mechanisms that coordinately regulate both? For
the present we can offer only fragmentary evidence
that will serve for future experimental design. The
first relates to the regulation of notch expression.
Thus the levels of expression of the receptor are
regulated by levels of expression of its surface ligands
delta and jagged. In that these drive notch only from
proliferating cells, it may be expected that the inten-
sity of this drive will decrease as Q increases and a
larger fraction of cells leave the cycle with each
round of division (Ross et al., 2003). A second frag-
ment relates to the regulation of p27<"P' activity.
Retinoids, highly diffusible through the extracellular
compartment, are powerful upregulators of p27"<"'
(Borriello et al., 2006), a phenomenon associated
with cycle arrest and cell differentiation. The mecha-
nism is nuclear sequestration due to phosphorylation
on the S10 residue of p27°"®', It is independent of
effect on ubiquitination or transcription. The kinase
responsible has not been specifically identified
(Borriello et al., 2006). With regard to this mecha-
nism that might advance the neocortical neuroge-
netic proliferative process, little is known about the
distribution of retinoids in the developing telence-
phalon other than exposure to exogenous sources
is catastrophically teratogenic. It is of note, however,
that in experimental systems that have examined
this phenomenon, there is a dissociation of differentia-
tion and proliferative regulation. Thus, an effect of
retinoids to advance differentiation of exiting cells
follows in intervals corresponding to only a fraction
of the cell cycle length, while those altering cycle
exit rate require one to two cycles. There is the
additional point of interest that a latency of advance
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in rate of cycle exit of one to two cell cycles is con-
sistent with the finding that advance in Q is delayed
for at least 24-48 hours in response to overexpression
of p27KiPl (Tarui et al., 2005). For whatever they are
worth, these are leads that may point in the direction
at least to mechanisms of histogenetic regulation
based on a balance of antagonistic operations. These
have never been approached before experimentally in
the neocortex, the most complex of biological
systems.

Acknowledgments

This work was supported by US Public Health Service
grants NS12005 to VSC, NS43246 and DA020796 to
PGB, NS49445 to RSN, and EY15647 to RSN, and a
grant from the NJ Commission on Spinal Cord
Research to RSN.

References

Ang, X. L. & Harper, J. W. (2004). Interwoven
ubiquitination oscillators and control of cell cycle
transitions. Science’s STKE: Signal Transduction
Knowledge Environment, e31.

Angevine, J. B. & Sidman, R. L. (1961). Autoradiographic
study of cell migration during histogenesis of the cerebral
cortex in the mouse. Nature, 192, 766-8.

Bayer, S. A. & Altman, J. (1991). Neocortical Development.
New York: Raven Press.

Bhardwaj, R. D., Curtis, M. A, Spalding, K. L., et al. (2006).
Neocortical neurogenesis in humans is restricted to
development. Proceedings of the National Academy of
Sciences of the U S A, 103, 12564-8.

Bisconte, J.-C. & Marty, R. (1975). Analyse
chronoarchitectonique du cerveau de rat par
radioautographie. I. Histogenese du telencephale. Journal
fiir Hirnforschung, 16, 55-74.

Borriello, A., Cucciolla, V., Criscuolo, M., et al. (2006). Retinoic
acid induces p27Kip1 nuclear accumulation by modulating
its phosphorylation. Cancer Research, 66, 4240-8.

Breunig, J.]J., Silbereis, J., Vaccarino, F. M., et al. (2007).
Notch regulates cell fate and dendrite morphology of
newborn neurons in the postnatal dentate gyrus.
Proceedings of the National Academy of Sciences of the
US A, 104, 20558-63.

Bullen, P.]J., Rankin, J. M., & Robson, S. C. (2001).
Investigation of the epidemiology and prenatal diagnosis
of holoprosencephaly in the North of England. American
Journal of Obstetrics and Gynecology, 184, 1256-62.

Cai, L., Morrow, E. M., & Cepko, C. L. (2000). Misexpression
of basic helix-loop-helix genes in the murine cerebral

cortex affects cell fate choices and neuronal survival.
Development, 127, 3021-30.

Cai, L., Hayes, N. L., Takahashi, T., et al. (2002). Size
distribution of retrovirally marked lineages matches
prediction from population measurements of cell cycle
behavior. Journal of Neuroscience Research, 69, 731-44.

Casaccia-Bonnefil, P., Tikoo, R., Kiyokawa, H., et al. (1997).
Oligodendrocyte precursor differentiation is perturbed in
the absence of the cyclin-dependent kinase inhibitor
p27Kipl. Genes and Development, 11, 2335-46.

Casaccia-Bonnefil, P., Hardy, R. ., Teng, K. K,, et al. (1999).
Loss of p27Kip1 function results in increased proliferative
capacity of oligodendrocyte progenitors but unaltered
timing of differentiation. Development, 126, 4027-37.

Caviness, V. (1982). Neocortical histogenesis in normal and
reeler mice: a developmental study based upon [*H]
thymidine autoradiography. Brain Research
Developmental Brain Research, 4, 293-302.

Caviness, V., Takahashi, T., & Nowakowski, R. (1995).
Numbers, time and neocortical neuronogenesis: a general
developmental and evolutionary model. Trends in
Neurosciences, 18, 379-83.

Caviness, V., Takahashi, T., & Nowakowski, R. (2000).
Neuronogenesis and the early events of neocortical
histogenesis. In Development of the Neocortex, eds.

A.Go net &P. Rakic. Berlin: Springer-Verlag, pp. 107-43.

Caviness, V. S. Jr. (1975). Architectonic map of neocortex of
the normal mouse. Journal of Comparative Neurology,
164, 247-63.

Caviness, V.S., Bhide, P., & Nowakowski, R. (2008).
Histogenetic processes leading to the laminated neocortex:
migration only a part of the story. Developmental
Neuroscience, 30, 82-95.

Cohen, M. M. Jr. (1989). Perspectives on holoprosencephaly:
Part III. Spectra, distinctions, continuities, and
discontinuities. American Journal of Medical Genetics, 34,
271-88.

Cohen, M. M. Jr. (2001). Problems in the definition of
holoprosencephaly. American Journal of Medical Genetics,
103, 183-7.

Cohen, M. M. Jr. & Shiota, K. (2002). Teratogenesis of
holoprosencephaly. American Journal of Medical Genetics,
109, 1-15.

Cunningham, D. (1895). The Brain of the Microcephalic
Idiot. London: The Royal Dublin Society, Williams and
Norgate.

Delalle, I., Takahash, T., Nowakowski, R., et al. (1999).
Cyclin E-p27 opposition and regulation of the G1 phase
of the cell cycle in the murine neocortical PVE: a
quantitative analysis of mRNA in situ hybridization.
Cerebral Cortex, 9, 824-32.

49




50

Section 1: Making of the brain

DeMyer, W. (1977). Holoprosencephaly (cyclopia-
arhinencephaly). In Handbook of Clinical Neurology:
Congenital Malformations of the Brain and Skull Part I,
eds. P. Vinken & G. Bruyn. Amsterdam: North Holland,
pp. 431-78.

DeMyer, W. & Zeman, W. (1963). Alobar
holoprosencephaly (arhinencephaly) with median cleft lip
and palate. Confinia Neurologica, 23, 1-36.

Edlund, T. & Jessell, T. M. (1999). Progression from extrinsic
to intrinsic signaling in cell fate specification: a view from
the nervous system. Cell, 96, 211-24.

Ferrell, J. E. Jr. (2002). Self-perpetuating states in signal
transduction: positive feedback, double-negative feedback
and bistability. Current Opinion in Cell Biology, 14, 140-8.

Fox, J. W. & Walsh, C. A. (1999). Periventricular heterotopia
and the genetics of neuronal migration in the cerebral cortex.
American Journal of Human Genetics, 65, 19-24.

Ganoth, D., Bornstein, G., Ko, T.K., et al. (2001). The
cell-cycle regulatory protein Cksl1 is required for
SCF(Skp2)-mediated ubiquitinylation of p27. Nature
Cell Biology, 3, 321-4.

Grove, E. A. & Fukuchi-Shimogori, T. (2003). Generating
the cerebral cortical area map. Annual Review of
Neuroscience, 26, 355-80.

Gurdon, J. B. & Bourillot, P. Y. (2001). Morphogen gradient
interpretation. Nature, 413, 797-803.

Hammarberg, C. (1895). Studien ueber Klinik und Pathologie
der Idiotie nebst Untersuchungen ueber Die normale
Anatomie der Hirnrinde. Upsala: Druck der
Akademischen Buchdruckerei.

Jessell, T. M. & Melton, D. A. (1992). Diffusable factors in
vertebrate embryonic induction. Cell, 68, 257-70.

Kiyokawa, H., Kineman, R., Manova-Todorava, K., et al.
(1996). Enhanced growth of mice lacking the cyclin-
dependent kinase inhibitor function of p27Kipl. Cell, 85,
721-32.

Kobori, J. A., Herrick, M. K., & Urich, H. (1987).
Arhinencephaly. The spectrum of associated
malformations. Brain, 110, 237-60.

Kohn, K. W. (1999). Molecular interaction map of the
mammalian cell cycle control and DNA repair systems.
Molecular Biology of the Cell, 10, 2703-34.

Kornack, D. R. & Rakic, P. (1999). Continuation of
neurogenesis in the hippocampus of the adult macaque
monkey. Proceedings of the National Academy of Sciences
of the US A, 96, 5768-73.

Kouprina, N., Pavlicek, A., Collins, N. K., et al. (2005). The
microcephaly ASPM gene is expressed in proliferating
tissues and encodes for a mitotic spindle protein. Human
Molecular Genetics, 14, 2155-65.

Krubitzer, L. & Kaas, J. (2005). The evolution of the
neocortex in mammals: how is phenotypic diversity
generated? Current Opinion in Neurobiology, 15, 444-53.

Kundrat, H. (1882). Arhinencepyhalie als typische Art von
Missbildung. Graz: von Leuschner and Lubensky.

Leal, G. F., Roberts, E., Silva, E. O, et al. (2003). A novel locus
for autosomal recessive primary microcephaly (MCPH6)
maps to 13q12.2. Journal of Medical Genetics, 40, 540-2.

Levine, D. N., Fisher, M. A., & Caviness, V.S.]Jr. (1974).
Porencephaly with microgyria: a pathologic study. Acta
Neuropathologica, 29, 99-113.

Matsunaga, E. & Shiota, K. (1977). Holoprosencephaly in
human embryos: epidemiologic studies of 150 cases.
Teratology, 16, 261-72.

Miyama, S., Takahashi, T., Nowakowski, R.S., et al. (1997).
A gradient in the duration of the G1 phase in the murine
neocortical proliferative epithelium. Cerebral Cortex, 7,
678-89.

Miyashita-Lin, E. M., Hevner, R., Wassarman, K. M., et al.
(1999). Early neocortical regionalization in the absence of
thalamic innervation. Science, 285, 906-9.

Mochida, G. H. & Walsh, C. A. (2001). Molecular genetics of
human microcephaly. Current Opinion in Neurology, 14,
151-6.

Monuki, E. S., Porter, F.D., & Walsh, C. A. (2001).
Patterning of the dorsal telencephalon and cerebral cortex
by a roof plate-Lhx2 pathway. Neuron, 32, 591-604.

Muenke, M. & Cohen, M. M. Jr. (2000). Genetic approaches
to understanding brain development: holoprosencephaly
as a model. Mental Retardation and Developmental
Disabilities Research Review, 6, 15-21.

Muller, F. & O’Rahilly, R. (1988). The first appearance of the
future cerebral hemispheres in the human embryo at stage
14. Anatomy and Embryology, 177, 495-511.

Murata, K., Hattori, M., Hirai, N., et al. (2005). Hes1 directly
controls cell proliferation through the transcriptional
repression of p27Kip1l. Molecular and Cellular Biology, 25,
4262-71.

Nakayama, K., Ishida, N., Shirane, M., et al. (1996). Mice
lacking p27Kipl display increased body size, multiple
organ hyperplasia, retinal dysplasia, and pituitary tumors.
Cell, 85, 707-20.

Noctor, S. C., Martinez-Cerdeno, V., Ivic, L., et al. (2004).
Cortical neurons arise in symmetric and asymmetric
division zones and migrate through specific phases.
Nature Neuroscience, 7, 136-44.

Noctor, S.C., Martinez-Cerdeno, V., & Kriegstein, A.R.
(2007). Contribution of intermediate progenitor cells
to cortical histogenesis. Archives of Neurology, 64,
639-42.



Chapter 3: Holoprosencephaly and microcephaly vera

Novak, B. & Tyson, J.J. (2004). A model for restriction point
control of the mammalian cell cycle. Journal of Theoretical
Biology, 230, 563-79.

Nowakowski, R. S. (2006). Stable neuron numbers from
cradle to grave. Proceedings of the National Academy of
Sciences of the U S A, 103, 12219-20.

Nowakowski, R. S. & Hayes, N. L. (1999). CNS development:
an overview. Development and Psychopathology, 11,
395-417.

Nowakowski, R.S., Caviness, V.S.]Jr., Takahashi, T.,
et al. (2002). Population dynamics during cell
proliferation and neuronogenesis in the developing
murine neocortex. Results and Problems in Cell
Differentiation, 39, 1-25.

Pardee, A.B. (2004). Cell fates. In Cell Cycle and Growth
Control: Biomolecular Regulation and Cancer, 2nd edn.,
eds. G. Stein & A. B. Pardee. Hobucken: John Wiley and
Sons, pp. 3-15.

Puelles, L. & Rubenstein, J.L. (1993). Expression patterns
of homeobox and other putative regulatory genes in the
embryonic mouse forebrain suggest a neuromeric
organization. Trends in Neurosciences, 16, 472-9.

Rakic, P. (1988). Specification of cerebral cortical areas.
Science, 241, 170-6.

Rakic, P. (2007). The radial edifice of cortical architecture:
from neuronal silhouettes to genetic engineering. Brain
Research Reviews, 55, 204-19.

Rash, B. G. & Grove, E. A. (2007). Patterning the dorsal
telencephalon: a role for sonic hedgehog? Journal of
Neuroscience, 27, 11595-603.

Richards, G. D. (2006). Genetic, physiologic and
ecogeographic factors contributing to variation in Homo
sapiens: Homo floresiensis reconsidered. Journal of
Evolutionary Biology, 19, 1744-67.

Roessler, E. & Muenke, M. (2003). How a Hedgehog might
see holoprosencephaly. Human Molecular Genetics, 12
Spec No 1, R15-25.

Roessler, E., Du, Y. Z., Mullor, J. L., et al. (2003). Loss-of-
function mutations in the human GLI2 gene are
associated with pituitary anomalies and
holoprosencephaly-like features. Proceedings of the
National Academy of Sciences of the U S A,

100, 13424-9.

Ross, S.E., Greenberg, M. E., & Stiles, C. D. (2003). Basic
helix-loop-helix factors in cortical development. Neuron,
39, 13-25.

Roy, K., Kuznicki, K., Wu, Q., et al. (2004). The Tlx gene
regulates the timing of neurogenesis in the cortex. Journal
of Neurosciences, 24, 8333-45.

Sarmento, L. M., Huang, H., Limon, A., et al. (2005). Notch1
modulates timing of G1-S progression by inducing SKP2

transcription and p27 Kipl degradation. Journal of
Experimental Medicine, 202, 157-68.

Schuurmans, C. & Guillemot, F. (2002). Molecular
mechanisms underlying cell fate specification in the
developing telencephalon. Current Opinion in
Neurobiology, 12, 26-34.

Sheen, V. L., Feng, Y., Graham, D., et al. (2002). Filamin A
and Filamin B are co-expressed within neurons during
periods of neuronal migration and can physically interact.
Human Molecular Genetics, 11, 2845-54.

Sidman, R. L. & Rakic, P. (1982). Development of the
human central nervous system. In: Histology and
Histopathology of the Nervous System, eds.

W. Haymaker & R. D. Adams. Springfield, IL: Charles C.
Thomas, pp. 3-145.

Solecki, D.J., Liu, X. L., Tomoda, T., et al. (2001). Activated
Notch2 signaling inhibits differentiation of cerebellar
granule neuron precursors by maintaining proliferation.
Neuron, 31, 557-68.

Suter, B., Nowakowski, R. S., Bhide, P. G, et al. (2007).
Navigating neocortical neurogenesis and neuronal
specification: a positional information system encoded by
neurogenetic gradients. Journal of Neuroscience, 27,
10777-84.

Sutterluty, H., Chatelain, E., Marti, A., et al. (1999).
p45SKP2 promotes p27Kipl degradation and induces
S phase in quiescent cells. Nature Cell Biology,
1, 207-14.

Takahashi, T., Nowakowski, R. S., & Caviness, V.S. Jr.
(1995). The cell cycle of the pseudostratified ventricular
epithelium of the embryonic murine cerebral wall. Journal
of Neuroscience, 15, 6046-57.

Takahashi, T., Goto, T., Miyama, S., et al. (1999).
Sequence of neuron origin and neocortical laminar
fate: relation to cell cycle of origin in the developing
murine cerebral wall. Journal of Neurosciences,

19, 10357-71.

Takahashi, T., Kinsman, S., Makris, N., et al. (2003).
Semilobar holoprosencephaly with midline “seam™: a
topologic and morphogenetic model based upon MRI
analysis. Cerebral Cortex, 13, 1299-312.

Takahashi, T.S., Kinsman, S., Makris, N., ef al. (2004).
Holoprosencephaly - topologic variations in a liveborn
series: a general model based upon MRI analysis. Journal
of Neurocytology, 33, 23-35.

Tarui, T., Takahashi, T., Nowakowski, R.S., et al. (2005).
Overexpression of p27 Kip 1, probability of cell cycle exit,
and laminar destination of neocortical neurons. Cerebral
Cortex, 15, 1343-55.

Ubersax, J. A. & Ferrell, J. E.Jr. (2006). A noisy “Start” to the
cell cycle. Molecular Systems Biology, 2, 2006-14.

51




52

Section 1: Making of the brain

Walsh, C. & Cepko, C. L. (1990). Cell lineage and cell migration
in the developing cerebral cortex. Experientia, 46, 940-7.
Wolpert, L., Beddington, R., Brockes, J., et al. (1998). Principles

of Development. London: Oxford University Press.
Wonders, C. P., Taylor, L., Welagen, J., et al. (2008). A spatial
bias for the origins of interneuron subgroups within the
medial ganglionic eminence. Developmental Biology, 314,
127-36.
Woods, C. G. (2004). Human microcephaly. Current
Opinion in Neurobiology, 14, 112-17.

Woods, R.P., Freimer, N. B., De Young, J. A., et al. (2006).
Normal variants of Microcephalin and ASPM do not
account for brain size variability. Human Molecular
Genetics, 15, 2025-9.

Yoon, K. & Gaiano, N. (2005). Notch signaling in the
mammalian central nervous system: insights from mouse
mutants. Nature Neuroscience, 8, 709-15.

Yun, K., Mantani, A., Garel, S., et al. (2004). Id4 regulates
neural progenitor proliferation and differentiation in vivo.
Development, 131, 5441-8.



Historic box 2

Historic box 2 The neuron doctrine and proliferation of new neurons before and after birth
Hugo Lagercrantz

Although the cell theory was established in the middle of the nineteenth century, the nerves were assumed to be
fused with each other in a reticular network by Camillo Golgi (1843-1926). This view was challenged by the great
Spanish neuroanatomist Santiago Ramon y Cajal (1852-1934), who vigorously claimed that each neuron constitutes
its own entity — the neuron doctrine. Golgi and Cajal debated this issue for decades. Ironically, these two strong
antagonists shared the Nobel Prize in physiology or medicine in 1906.

Fig. HB2 The neuron doctrine. Cajal claimed that
each neuron is separate in contrast to the previously
held view that the nervous system is a reticulum.
(Original drawing published with permission from
the Nobel Foundation.)
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Golgi developed the silver impregnation method, which was subsequently named after him. However, he studied
mainly the adult brain and claimed the then prevailing point of view that the nervous system is a syncytium. By
studying the developing nervous system, Cajal was able to demonstrate that nerve fibers are not fused but connected
via contacts. He described them as “protoplasmic kisses ... the final ecstasy of an epic love story.” These were later
named synapses by Sherrington (see Historic box 4, p. 119).

Cajal’s success was probably based on his study of embryonic material. He described his calling in the following
way: “Since the full grown forest turns out to be impenetrable and indefinable, why not revert to the study of the
young wood, in the nursery stage as we may say.” Cajal also discovered the growth cone and stated: “One can say that
the growth cone is a sort of club or battering ram, processing an exquisite chemical sensitivity, rapid ameboid
movement and a certain driving force that permits it to push aside.”

Cajal was born in Navarre in Spain, a son of a country doctor. He obtained his doctoral degree in Sargasso and
became professor of anatomy in Valencia. It was not until he was 35 that he began to devote his life to the study of the
nervous system and make his major discoveries. He was extremely productive and published 12 papers and
monographs in 1889 and 16 in 1890. He published his articles in Spanish, and it took some time before they were
translated into French and German and his great contributions recognized.
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Introduction

During brain development, neocortical neurons derive
from the primitive neuroepithelium and migrate
to their appropriate position in the cerebral mantle,
including the cortical plate (or prospective neocortex).
In humans, neurons destined to the neocortex migrate
mainly between the twelfth and the twenty-fourth week
of gestation. In rodents, this developmental period/
ontogenic step occurs roughly between embryonic day
12 (the gestation period is about 20 days in these spe-
cies) and the first postnatal days. The first postmitotic
neurons migrate to form a subpial pre-plate or primi-
tive plexiform zone (for a review, see Marin-Padilla,
1998) (Fig. 4.1, p. 56). Subsequently produced neurons,
which will form the cortical plate, migrate into the pre-
plate and divide it into the superficial molecular layer
(synonym layer I, marginal zone containing Cajal-
Retzius neurons) and the deep subplate (synonym cort-
ical layer VIb). Schematically, successive waves of
migratory neurons pass the subplate neurons and end
their migratory pathway below layer I. These migrating
neurons form successively the cortical layers VIa, V, IV,
I, and II, following the inside-out pattern of cortical
ontogenesis discovered by the pioneering autoradio-
graphic study of Angevine and Sidman (1961).

Migration pathways and radial glia

A central hypothesis of current developmental neuro-
biology (for a review, see Rakic, 1988) is that migrating
neurons find their way from the germinative zone to the
cortical plate by climbing along the radially ascending
processes of specialized radial glial cells, a finding
reported by Rakic (1971). It is, however, now largely
accepted that neocortical migrating neurons originate
from distinct locations and adopt di erent types of tra-
jectory (Kriegstein & Noctor, 2004) (Fig. 4.2). Cortical

;, Neuronal migration

Sandrine Passemard, Angela M. Kaindl, Virginia Leverche, Pascal Dournaud, and Pierre Gressens

pyramidal neurons migrate radially along the glia from
the ventricular zone to the cortical plate. A considerable
proportion of these pyramidal neurons initially adopt a
tangential trajectory at the level of the ventricular or
subventricular zone before following a classic radial
migrating pathway along radial glia. Most or a major
proportion of cortical interneurons derive from the gan-
glionic eminence or the ventral telencephalon in rodents
and humans, respectively (Anderson et al, 1997;
Gleeson & Walsh, 2000). They migrate tangentially
within the ventral telencephalon, and when they reach
the dorsal telencephalon, they first migrate tangentially
in the intermediate (prospective white matter) or sub-
ventricular zones. Subsequently, they adopt either an
oblique or a radial path to reach the cortical plate. Of
note, subsets of both pyramidal neurons and interneur-
ons seem to display, at some stage of their migration, a
ventricle-directed migration followed by radial move-
ment towards the cortical plate.

Rakic (1988) has postulated that the radially
arranged glial guides maintain a topographical corre-
spondence between a hypothesized protomap present
in the germinative zone and the cortical areas. The
protomap hypothesis proposes that the columnar
organization of the cortex arises through large num-
bers of neuronal precursors using a “point-to-point”
radial migration from the ventricular zone to the cort-
ical plate, i.e., through gliophilic neuronal migration.
In vitro studies (Arimatsu et al., 1992; Ferri & Levitt,
1993) showing an early regional specification of neu-
ronal precursors in the absence of extrinsic stimuli
support the protomap hypothesis. Integrin receptors
located on radial glia and on migrating neurons seem
to play a critical role in gliophilic neuronal migration
(Anton et al., 1999). In this context, the role of tangen-
tial migration within the germinative zone could be to
permit some dispersion at the level of the cortical plate

The Newborn Brain: Neuroscience and Clinical Applications, 2nd edn., eds. Hugo Lagercrantz, M. A. Hanson, Laura R. Ment, and
Donald M. Peebles. Published by Cambridge University Press. © Cambridge University Press 2010.
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ML

PPZ A

Fig. 4.1 Schematic illustration of mammalian neocortical formation. GZ, germinative zone; IZ, intermediate zone (prospective white
matter); PPZ, primitive plexiform zone; SP, subplate; CP, cortical plate; ML, molecular layer. Arrows indicate migrating neurons.

of neurons originating from a single clone in the ger-
minative neuroepithelium. This developmental mecha-
nism would thereby increase the neuronal diversity
within a given cortical area (Austin & Cepko, 1990).
Following the appearance of the cortical plate,
radial glial fibers are grouped in fascicles of five to
eight in the intermediate zone (Gadisseux & Evrard,
1985; Kadhim et al., 1988; Gressens & Evrard, 1993).
In the mouse, the first appearance of these glial units
has been observed at 9.5 embryonic days (Gressens
et al., 1992a). The final location of neurons within the
cortex, which is in part determined by the guiding

Fig. 4.2 Schematic representation of the different
migratory pathways adopted by neocortical neurons from
the periventricular germinative zone (PVGZ) or from the
ganglia eminence (GE). 1: radial migration along glial
fascicles; 2, tangential migration in the germinative zone
followed by radial migration along glial guides; and 3,
tangential migration in the intermediate zone (12). CP,
cortical plate; ML, molecular layer.

glial fascicle, codetermines the connections a neuron
will be able to establish. The glycogen-filled fascicles
of glial fibers can also function as corridors of energy
supply for migrating neurons. Along their migratory
pathway, most neurons are indeed far away from the
developing blood vessels that are sparse during neuro-
nal migration. The glial fascicle therefore seems to be
an ontogenic mechanism by which the mammalian
brain is able to transfer neurons from the germinative
zone to their distant target along a pathway that is
comparatively avascular during neuronal migration
(Kuban & Gilles, 1985).
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The phenotype of radial glia seems to be determi-
ned both by migrating neurons (Culican et al., 1990)
and by intrinsic factors synthesized by glial cells.
Among the latter, Gotz et al. (1998) demonstrated
that the transcription factor Pax6, which is specifi-
cally expressed by radial glia during cortical develop-
ment, is critical for the morphology, number,
function, and cell cycle of radial glia.

The ontogenic neuron-glia unit, composed of the
radial glial fascicle and itsa liated migrating neurons,
is similar in mouse, rat, hamster, cat, and humans
(Gressens & Evrard, 1993). Rakic (1988) has suggested
that the increase in the number of symmetrical divi-
sions of the neuronal precursors in the germinative
zone could explain the evolution-linked increase of
the cortical surface in mammals. We suggest a more
precise and specific expansion. Since the neuron-glia
unit is constant throughout the mammalian species
studied, it could represent the basic module of the
developing cortex: the size of the unit remains stable
while the number of adjacent units gradually increases
to permit brain expansion in the evolution of mam-
malian species. Knowledge of the genetic and environ-
mental factors that control the organization, number,
and function of these glial fascicles could, therefore,
improve our understanding of cortical development
and evolution of brain morphology and function.

Molecular control of neuronal
migration

Studies over the past decade have identified several
molecules involved in the control of neuronal migra-
tion and in targeting neurons to specific brain regions

(Bielas et al., 2004). These molecules can be divided
into four categories (Fig. 4.3).

o Molecules of the cytoskeleton that play an important
role in the initiation and progression of neuronal
movement. Initiation-controlling molecules include
filamin-A (an actin-binding protein involved in
periventricular nodular heterotopia) and Arfgef2
(synonym ADP-ribosylation factor GEF2; plays a
role in vesicle tra cking and is involved in
periventricular heterotopia combined with
microcephaly). Progression-controlling molecules
include doublecortin (DCX, a microtubule-
associated protein [MAP] involved in double
cortex and lissencephaly), LIS1 (a MAP and
dynein regulator involved in isolated type I
lissencephaly and Miller-Diecker syndrome) and

other molecules that are associated with migration
defects in transgenic mice but which have not yet
been associated with human disorders (phosphatase
inhibitor 14-3-3g, MAP1B, MAP2, and Tau).

e Signaling molecules that play a role in lamination.
These molecules include the glycoprotein Reelin
(involved in lissencephaly and cerebellar
hypoplasia in humans and in the Reeler mouse
mutant characterized by an inverted cortex) and
other proteins generally associated with inverted
cortex in transgenic or mutant mice, but which
have not yet been associated with human disorders
such as adaptor protein Disabled-1 (Dabl), ApoE
receptor 2 (Apoer2), very-low-density lipoprotein
receptor (VIdlr), two Reelin receptors, serine-
threonine kinase cyclin-dependent kinase 5
(Cdk5), activator of Cdk5 p35, Brnl/Brn2, and
transcriptional activators of Cdk5 and Dab1.

e Molecules modulating glycosylation that seem to
provide stop signals for migrating neurons. These
molecules include protein O-mannosyltransferase
1 (POMT1, associated with Walker-Warburg
syndrome), protein O-mannose -1,2-N-
acetylglucosaminyltransferase (POMGnT1,
involved in muscle-eye-brain [MEB] disease),
Fukutin (a putative glycosyltransferase involved in
Fukuyama muscular dystrophy), and focal-
adhesion kinase (Fak; involved in migration
disorder in transgenic mice). These three human
diseases comprise type II lissencephaly
(cobblestone lissencephaly).

e Other factors shown to modulate neuronal
migration. These include neurotransmitters
(glutamate and y-aminobutyric acid [GABA])
(Marret et al., 1996; Behar et al., 1999, 2001),
trophic factors (brain-derived neurotrophic factor
[BDNF] and thyroid hormones) (Brunstrom &
Pearlman, 2000), molecules deriving from
peroxisomal metabolism (Baes et al., 1997; Janssen
et al., 2003), and environmental factors (ethanol
and cocaine) (Gressens ef al., 1992a, b, ¢; Lidow,
1998).

Recent studies have highlighted the substantial cross-
talk between the three first groups of molecules, but
links with molecules of the fourth group have
remained more elusive. Most of the recent studies
have been focused on cytoskeletal and signaling mol-
ecules, with also some ongoing work on molecules
conveying stop signals. Finally, a few recent studies
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Fig. 4.3 Schematic representation of some critical molecular modulators of neuronal migration. This scheme illustrates the cross-talk
between different groups of molecules, including cytoskeletal proteins, signaling molecules of the Reelin pathway, N-methyl-p-aspartate
(NMDA) receptor-mediated pathway and peroxisome-derived factors (see text for details).

have tried to link some factors of the fourth group with
more “popular” signaling molecules.

Cytoskeleton and nucleokinesis

Cytoskeletal proteins play a major role in the initiation
of neuronal movement and in nucleokinesis.

Initiation of neuronal movement

Filamins are ubiquitously expressed structural pro-
teins that cross-link the actin cytoskeleton and modu-
late cell response to extracellular cues by regulating
changes in shape and motility (Robertson, 2005). The
mechanisms by which filamins initiate neuronal
migration are not yet fully understood. Filamin A
probably integrates environmental cues in the ventric-
ular zone and thereby induces changes in position,

shape, and polarity of neurons through reorganization
of the actin network (Nagano et al., 2004; Robertson,
2005).

Nucleokinesis

Neuronal migration involves two distinct phases:
extension of the leading process and movement of
the cell body and nucleus (the latter is referred to as
nucleokinesis) (Fox et al., 1998). Movement of the
centrosome (microtubule-organizing center) in the
leading process precedes a movement of the nucleus
towards the centrosome. During nucleokinesis, the
leading process stops extending. Nucleokinesis requires
the dynein/Lis1/Ndell complex, other cell polarity
proteins (Par6), other MAPs (Dcx), signaling mole-
cules (Cdk5, which phosphorylates Dcx and Fak), and
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stop molecules (Fak). In addition, two recent studies
have strongly suggested that myosin II, an actin-based
protein that is localized both in the leading process of
most migrating neurons and at the rear of moving
neurons, is essential for cell soma movement and seems
to have a negative e ect on leading process advance-
ment (Bellion et al., 2005; Schaar & McConnell, 2005).
The positioning of the centrosome in the leading proc-
ess and the dynamic coupling and uncoupling of the
nucleus to the centrosome seem to be key events of
neuronal migration.

Several recent studies have focused on Dcx function.
Although Dcx is a microtubule-associated protein that
is involved in X-linked double cortex syndrome, its
precise role in the control of neuronal migration is
not yet fully understood. Dcx could act as a molecular
link between microtubule and actin cytoskeletal fila-
ments (Bellion et al., 2005; Schaar & McConnell, 2005;
Tsukada et al., 2005), and Dcx microtubule a nity is
regulated by a balance of kinase and phosphatase activ-
ity. In addition, two other reports suggest roles of Dcx
not directly related to microtubules. Dcx interacts with
c-Jun N-terminal kinase (JNK) and JNK interacting
protein (JIP), suggesting the involvement of Dcx in a
signaling pathway (Gdalyahu et al., 2004). Dcx has also
been shown to interact with the ubiquitin-specific
protease Drosophila fat facets related on X chromosome
(DFFRX), which prevents degradation of di erent sub-
strates, including P-catenin, from degradation by the
proteasome, a finding that suggests a role of Dcx in cell
adhesion regulation (Friocourt et al., 2005).

Lisl1 haplo-insu ciency 1is associated with
type I lissencephaly (synonym classic lissencephaly;
MIM#607432) and Miller-Diecker lissencephaly syn-
drome (MIM#247200). Lisl protein seems to be
involved in radial migration of pyramidal neurons as
well as in nonradial migration of inhibitory interneur-
ons (McManus et al., 2004). Lis1 binds to dynein and
dynein-associated proteins Ndel and Ndell, linking
Lisl with nucleokinesis. Interaction between Lisl
and dynein is a ected by binding of microtubule-
associated protein 1B to Lisl (Jimenez-Mateos et al.,
2005). In addition, Lisl binds catalytic & dimers of
brain cytosolic platelet-activating factor acetylhydrol-
ase (PAFAH). PAF has been shown to enhance
N-methyl-p-aspartate (NMDA) glutamatergic recep-
tors currents (Tabuchi et al., 1997), suggesting that, as
Dcx (see above), Lisl could control neuronal migra-
tion by a pathway not directly related to microtubule
organization. Recent data suggest that Lis1 molecule

undergoes complex conformation rearrangement
when switching from a complex with PAFAH to the
one with Ndell (Tarricone et al., 2004).

Finally, an elegant study has shown that a loss of
Lis1 causes an accumulation of multipolar progenitor
cells within the subventricular zone of embryonic rat
brains (Hatten, 2005; Tsai et al., 2005), resulting from
a failure in progression from the multipolar to the
migratory bipolar state. Loss of Lisl also induces an
abolition of interkinetic nuclear oscillations of the
radial progenitors in the ventricular zone and an
accompanying inhibition of cell division. These results
identify multiple novel roles for Lisl in nucleokinesis
and show, as previously described (McConnell &
Kaznowski, 1991), a potential link between neuronal
division and neuronal migration.

Signaling molecules

Signaling molecules that participate in the control of
neuronal migration include the central Reelin pathway
as well as less characterized pathways such as neuro-
trophins and thyroid hormones.

The Reelin pathway

The extracellular protein Reelin is a key for neuronal
positioning during cortical development. Reelin binds
to receptors including a-3 -1 integrin, Vdrlr, and
ApoER2. One major intracellular downstream e ector
of Reelin is Dab1.

It has recently been shown that Reelin binds to a-3
B-1 integrin through its N-terminal region, a site dis-
tinct from binding site Reelin uses for other receptors.
Also, Dab1 can form a complex with the cytoplasmic
terminus of the a-3 -1 integrin receptor in a Reelin-
dependent manner (Schmid et al., 2004). Mutation of
dabl in scrambler mice results in abnormal position-
ing of cortical neurons through its regulatory role in
adhesion of migrating neurons to radial glial fibers
(Sanada et al., 2004).

It has been hypothesized that signaling molecules
link extracellular signals to cytoskeletal proteins
(Bielas et al., 2004). In further support of this concept,
Reelin can induce phosphorylation of MAPIB, a
neuron-specific MAP implicated in the control of
microtubule dynamic stability and in the cross-talk
between microtubules and actin. Phosphorylation of
MAPI1B (Gonzalez-Billault et al., 2005) involves Cdk5
and glycogen synthase kinase 3 (Gsk3) (Gonzalez-
Billault et al., 2005).
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As mentioned above, glutamate has been shown to
modulate neuronal migration via NMDA receptors
in vitro (Behar et al., 1999) and in vivo (Marret et al.,
1996). In this regard, an in vivo blockade of NMDA
receptors at the end of gestation in mice has been
shown to disturb cortical lamination and induce clus-
tered heterotopic neurons in layer I (Reiprich et al.,
2005). In a key study bridging signaling molecules and
glutamate neurotransmission, Chen et al. (2005)
showed that Reelin mediates tyrosine phosphorylation
of NMDA receptors and potentiates calcium in ux
through these receptors in a Dabl-dependent manner.

Other pathways

A recent study has shown that neurogenin 2 (Ngn2), a
proneural molecule, coordinates the acquisition in the
subventricular zone of radial migration properties and
dendritic unipolar morphology characteristic for pyr-
amidal neurons (Hand et al., 2005). This e ect of Ngn2
requires a posttranslational phosphorylation of a spe-
cific tyrosine residue and is distinct from the proneural
(see above) role of Ngn2. The e ect of Ngn2 on neuro-
nal morphology suggests some interactions with
cytoskeletal molecules.

Application of BDNF or neurotrophin 4 (NT4) to
the embryonic cortex induces heterotopias in the
molecular layer (Brunstrom & Pearlman, 2000), a
finding that suggests their participation in neuronal
migration control. Using nestin-BDNF transgenic
mice, a model for early increased BDNF signaling in
the developing cortex, Alcantara et al. (2005) demon-
strated recently that model-associated heterotopias
result from the BDNF-induced impairment of the
final radial migration of GABAergic neurons (unalt-
ered tangential migration from the ganglionic emi-
nence) as well as from their inability to integrate into
the appropriate layer. In addition, overexpression of
BDNF induces a greatly reduced expression of Reelin
in the developing cortex, potentially linking the e ects
of neurotrophins on neuronal migration to the Reelin
pathway (Alcantara et al., 2005).

Thyroid hormones are known to be important for
proper brain development. Early maternal hypothyrox-
inemia during gestation leads to irreversible brain dam-
age and neurodevelopmental deficits. Two recent studies
have highlighted the fact that experimental maternal
hypothyroxinemia might impact on neuronal migration
through an alteration of radial glial cell development
(Martinez-Galan et al., 2004) and of the tangential
migration of neurons derived from the medial

ganglionic eminence (Cuevas et al., 2005). The mecha-
nisms by which maternal hypothyroxinemia disrupts
neuronal migration remain to be determined.

Among neurotransmitters, GABA also seems to
be involved in neuronal migration modulation as it
stimulates neuronal migration via calcium-dependent
mechanisms in tissue culture (Behar et al., 1996, 1998,
1999). Chemotactic e ects of GABA were observed at
femtomolar concentrations and involved the three
classes of GABA receptors, whereas GABA-induced
chemokinesis required micromolar concentrations
and involved only GABAp and GABA( receptors.
Furthermore, the relative contribution of GABA-
mediated chemotaxis and chemokinesis was highly
dependent on the stage of neocortical development.

Glycosylation and stop signals

The identification of the gene mutations underlying
Walker-Warburg syndrome (MIM#236670; Pomtl)
and Fukuyama congenital muscular dystrophy
(MIM#253800; Fukutin gene [FKTN]) has paved the
way for modeling these diseases in animals. Unfortu-
nately, targeted disruption of Pomtl in mice leads
to early embryonic death prior to onset of neuronal
migration (Willer et al, 2004). A preliminary report
of Fukutin-deficient chimeric mice shows an early
embryonic defect in basal lamina accompanied by pro-
gressive laminar disorganization (Chiyonobu et al.,
2005). Interestingly, the number and extent of neurons
labeled with bromodeoxyuridine was not modified in
chimeric embryos. These data suggest that the neuronal
migration disorder is not the primary defect (Lyon
et al.,, 1993).

Peroxisomes and liver-derived factors

The lack of functional peroxisomes, as detected in the
Zellweger syndrome (MIM#214100), gives rise to het-
erotopic neurons in the neocortex, the cerebellum, and
the inferior olivary complex. Animal models of this
disease have been established by inactivation of a gene
critically involved in peroxisomal assembly (Baes et al.,
1997). Analysis of these models showed that: (i) the
migration defect was partially caused by altered
NMDA receptor-mediated calcium mobilization; (ii)
this NMDA receptor dysfunction was linked to a def-
icit in the ether lipid PAF synthesis; and (iii) normal
neocortex development requires normal peroxisomal
metabolism not only in the brain but also in the liver.
In addition, recent data support the hypothesis that
absence of peroxisomes in neural cells induces a delay in
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neuronal migration while absence of peroxisomes in the
liver induces a partial arrest of neuronal migration
(Krysko et al., 2007). Together, these data highlight
the cross-talk between liver and brain and identify dis-
tinct roles for hepatic and brain peroxisome-derived
factors in the control of neuronal migration.

Lissencephalies: classification

The term lissencephaly (literally “smooth brain”) cov-
ers rare malformations that have in common a reduc-
tion of cortical gyration and abnormal cortical
layering. Di erent forms of lissencephaly have been
described, and there is still no final consensus on their
classification. In this chapter we have adopted a clas-
sification based on those proposed by Barkovich and
colleagues (2005) and Sarnat and Flores-Sarnat (2003),
which take their etiologies and associated malforma-
tions into account (Table 4.1). This classification dis-
tinguishes two major families: classic lissencephalies
(also called type I) and its variants and cobblestone
lissencephalies (also called type II). Four types of
classic lissencephaly have been described according
to the genetic etiology: abnormalities in genes LIS,
DCX, TUBA3, or ARX. In addition, classic lissencepha-
lies also include isolated lissencephalies without
any identified genetic defect, lissencephalies with severe
microcephaly (microlissencephaly) and lissencephalies
associated with syndromes of multiple malformations.

Table 4.1 Classi cation of lissencephalies

(A) Classic lissencephalies and variants
Classic lissencephalies

- LIST gene mutations

- DCX gene mutations

— TUBA3 gene mutations

Type 1 unexplained lissencephalies

ARX gene mutation with agenesis of the corpus callosum (XLAG
syndrome)

Lissencephalies with cerebellar hypoplasia (LCH)
Microlissencephalies

Syndromic lissencephalies

(B) Cobblestone lissencephalies
Walker-Warburg syndrome

Fukuyama syndrome

MEB disease

(C) Type lll lissencephalies

The term variant refers to the presence of a corpus
callosum agenesis and/or of a cerebellar hypoplasia.
Cobblestone lissencephaly results from a global disor-
ganization of brain organogenesis and, in particular,
from an abnormal glia limitans leading to complex
migratory disorders. Cobblestone lissencephaly is
essentially observed in the three related syndromes:
Walker-Warburg, Fukuyama, and MEB disease
(MIM#253280). Finally, some forms of lissencephaly
such as type III lissencephaly (MIM#611603) do not
fit into any of these categories.

Classic lissencephalies (type |
lissencephalies)

Classic lissencephalies form a genetically heterogene-
ous group with highly variable neuroradiological signs
(Barkovich et al., 2001; Fig. 4.4). Complete agyria (lack
of gyration) has to be distinguished from pachygyria
(incomplete gyration with a reduced number of at
and broad gyri separated by shallow sulci). The shal-
low sylvian fissures result in a figure-of-eight appear-
ance of the axial brain sections. Aspect and severity can
vary according to the cortical area and generally follow
a rostrocaudal gradient. Hippocampus and temporal
cortex are often less a ected. Dobyns and Truwit
(1995) have proposed a radiological score of severity
based on the presence and location of agyria, pachy-
gyria, and subcortical band heterotopias. On MRI, the
cortex appears thickened: 5-20 mm, whereas the nor-
mal thickness is between 2.5 mm and 4 mm. The
microscopic cytoarchitecture is abnormal (reduction of
the number of cortical layers and abnormal neuronal
densities), yielding a neuropathological pattern that is
specific for each molecular abnormality described so far.
Lateral ventricles can be enlarged in their posterior
portion (colpocephaly).

Lissencephaly variants are characterized by major
abnormalities of the corpus callosum and of the cer-
ebellum. However, this distinction is not absolute: if
the cortical malformation is the key feature in classic
lissencephalies, minor abnormalities of the corpus
callosum (rostral hypoplasia or partial agenesis) or
vermis hypoplasia can be observed especially with
DCX mutations. Conversely, cerebral malformations
are not constant in X-linked lissencephaly with
ambiguous genitalia syndrome (XLAG syndrome or
X-linked lissencephaly type 2, MIM#300215). By def-
inition, head circumference is above -3 standard devi-
ations (SD) in classic lissencephalies while it is
below -3 SD in microlissencephalies. The incidence
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Fig. 4.4 (g, b) Classic lissencephaly (LIST gene mutation). T2-weighted brain magnetic resonance imaging (MRI; axial section) (a) showing agyria-
pachygyria with anteroposterior gradient (anterior being more severe) and the classical gure-of-eight appearance of shallow sylvian ssures.
T1-weighted brain MRI (coronal brain section) (b) showing the preserved cerebellum. (c) Classic X-linked lissencephaly caused by doublecortin
(DCX) gene mutation. T1-weighted brain MRI (axial section) showing the subcortical laminar heterotopia with a thickened cortex and a
rostrocaudal gradient. (d, e) Cobblestone lissencephaly. T2-weighted brain MRI (axial section) (d) showing pachygyria and polymicrogyria with
anteroposterior gradient, and hydrocephalus. T1-weighted brain MRI (sagittal section) (e) showing brainstem and cerebellar hypoplasia.

of classic lissencephaly is estimated to be 1.2 cases/
100 000 live-births.

LIST mutations (isolated lissencephaly

and Miller-Dieker syndrome)

Abnormalities of the LISI gene (synonym platelet-
activating factor acetylhydrolase isoform 1B « subunit
gene PAFAHI1BI; MIM#601545), which encodes the
LIS1 (synonym PAFAH1BI1) protein, explain the path-
ology seen in 40% of patients with lissencephaly (Reiner
et al., 1993). Deletions and nonsense mutations of LISI
induce an agyric-pachygyric phenotype with a postero-
anterior gradient (posterior being more severe; grade
2-3 according to Dobyns). Missense mutations can
induce less severe phenotypes (grade 4 according to

Dobyns). Neuronal heterotopia and cerebellar hypopla-
sia can be observed (lissencephaly with cerebellar hypo-
plasia [LCH] type A, see below). In exceptional cases,
band heterotopia can be observed in cases with LISI
mutation. The cortex is thickened (10-20 mm), disor-
ganized and is generally composed of four layers: a large
molecular layer, a layer of superficial neurons, a pauci-
cellular layer containing myelinated fibers, and a
deep layer containing neurons that failed to reach
their final target. The 17p13 deletion that contains
LISI gene is responsible for the Miller-Dieker syn-
drome (Kuwano et al., 1991), which combines a grade
1 lissencephaly and dysmorphic features (prominent
forehead, bitemporal hollowing, micrognathia, malpo-
sitioned and/or malformed ears, short nose with
upturned nares and low nasal bridge, long and thin
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upper lip, and delayed tooth eruption). Septal calcifica-
tions are sometimes observed.

DCX mutations

The DCX or XLIS gene, encoding doublecortin or
DCX and located on the X chromosome, is responsible
for the disease in about 40% of patients with lissence-
phaly and in 85% of patients with subcortical laminar
heterotopia (des Portes et al., 1998). In boys, muta-
tions induce a classic lissencephaly (grade 1 to grade 4)
with a thickened cortex (10-20 mm) and a rostrocau-
dal gradient, i.e., a gradient reverse to that observed in
patients with LISI mutations. Heterozygous girls have
subcortical laminar heterotopia, which consists of a
layer of gray matter of variable thickness located
between the normally located superficial cortical gray
matter and the lateral ventricle (“double cortex”). This
double cortex may be limited to the anterior part of the
hemispheres. The clinical phenotype in females is var-
iable and ranges from a complete lack of neurological
signs to mental retardation and epilepsy. Female car-
riers do not have a preferential X chromosome inacti-
vation and, therefore, a normal MRI finding does not
exclude the presence of a carrier status.

In neuropathological studies, brains from patients
with LISI mutations exhibited the classic inverted four-
layer lissencephalic architecture and unique cytoarchi-
tectural findings, including a roughly ordered six-layer
lamination in male patients with DCX mutations and
lissencephaly.

TUBA3 mutations

a-3 tubulin (TUBA3) gene mutations have been
described recently (Keays et al., 2007) in two male/
female individuals. The first patient presented with a
classic lissencephaly with a thick disorganized cortex
and, clinically, with severe epilepsy, mental retarda-
tion, and motor deficits. The second patient exhibited
less severe cortical abnormalities, with temporal and
rolandic pachygyria and abnormal organization of the
hippocampus. Both patients had corpus callosum
agenesis, inferior vermis abnormalities, and brainstem
hypoplasia.

The TUBA3 gene is the human homolog of
the murine Tubal which is expressed during early
embryonic development. Tubal mutations impair the
ability of the protein to bind guanosine triphosphate
(GTP) and to form native heterodimers with p-tubulin,
which is very important for microtubule function.

Mutation in murine Tubal induces abnormal neuronal
migration with disturbances in layers II/III and IV of
the visual, auditory, and somatosensory cortices.

ARX mutations

ARX (aristales-related homeobox) gene mutations
cause a particular classic X-linked lissencephaly
with or without corpus callosum agenesis. The
cortex in three layers of ARX lissencephalies is less
thick (5-10 mm) than in the other classic lissencepha-
lies and the cortical abnormality displays a rostrocau-
dal gradient (frontal regions being more a ected)
(Kato & Dobyns, 2005). Female carriers can have
isolated or combined corpus callosum agenesis,
epilepsy, and/or mental retardation.

XLAG syndrome (Berry-Kravis & Israel, 1994)
is also associated with mutations of the ARX gene.
A ected boys have lissencephaly, corpus callosum agen-
esis, facial dysmorphic features, ambiguous genitalia,
problems with thermoregulation, and severe epilepsy,
which can begin prenatally.

ARX gene mutations are implicated in a wide
spectrum of X-linked disorders extending from mild
forms of X-linked mental retardation without apparent
brain abnormalities to severe lissencephaly. Phenotypes
include corpus callosum agenesis with mental retarda-
tion, X-linked West syndrome, and Partington syndrome
(hand dystonia). A phenotype-genotype correlation has
not been established.

The ARX gene is expressed mainly in telencephalic
structures. In adults, ARX gene expression becomes
restricted to a population of GABAergic neurons
(Poirier et al., 2004). ARX seems to be implicated in
interneuron migration from the ganglionic eminence
(future thalamus), however its role in cell di erentia-
tion and neuronal migration needs to be further
clarified.

Lissencephaly with cerebellar hypoplasia

Lissencephaly with cerebellar hypoplasia (LCH) is a
heterogeneous group of lissencephalies in which there
is cerebellar hypoplasia preferentially of the vermis
and hemispheres that display sulci. A temporary clas-
sification comprising eight subtypes has been pro-
posed (Ross et al., 2001). While the phenotype of
type A LCH is caused by LISI or DCX gene mutations
(MIM#607432, MIM*300121), patients with type B LCH
have/display RELN gene mutations (MIM*600514). The
latter lissencephaly is more severe than type A LCH but
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has a rostrocaudal gradient similar to that seen in
patients with DXC gene mutations. The cortex is quite
thick (5-10 mm), whereas the cerebellum is hypoplastic
and smooth.

Genes responsible for other forms of LCH are not
known. Type C LCH patients usually have a cleft
palate. Type D LCH patients (synonym Barth syn-
drome; see below) display a neuropathology that
includes massive brain, cerebellum and corticospinal
tract hypoplasia; their cortex is very thick (10-20 mm).
Type E LCH is close to type A LCH, but with a marked
gradient from frontal agyria to occipital pachygyria.
Type F LCH includes corpus callosum agenesis.
Moreover, two new types of LHC have been reported:
LCH with corpus callosum agenesis and cerebellar
dysplasia (Miyata et al, 2004) and a subtype with
cerebellar hypoplasia, Dandy-Walker malformation,
and myoclonic epilepsy.

Microlissencephaly

Microlissencephaly di ers from other lissencephalies
by a severe microcephaly (head circumference
below -3 SD). This suggests a neural stem cell prolif-
eration defect and/or an increase in apoptosis process
in addition to migration defects. There are two types
of microlissencephaly: type A, also referred to as
Norman-Roberts lissencephaly syndrome, without
infratentorial findings; and type B, also referred to as
Barth syndrome (MIM#302060), which includes a
massive cerebral, cerebellum, and corticospinal tract
hypoplasia. In the latter disease, patients also display
dilated cardiomyopathy, neutropenia, myopathy, and
abnormal mitochondria. Microlissencephaly needs to
be distinguished from microcephaly with simplified
gyral pattern (MIM#603802) but with a normal six-
layer cortex.

The autosomal recessive inherited Norman-
Roberts syndrome is characterized by severe micro-
cephaly, epilepsy, severe mental retardation, short
stature, and dysmorphic features. This lissencephaly
could be identical to LCH type B and has therefore
been linked to RELN gene mutations.

Syndromic lissencephaly

Two types of lissencephalies are included in this group:
lissencephalies associated with other neurological
abnormalities (such as lissencephaly/pachygyria asso-
ciated with peripheral demyelinating axonopathy)
and lissencephalies observed in syndromes of
multiple malformations (in which lissencephaly is

generally inconstant and not necessary for diagnosis).
Among these syndromes, craniotelencephalic dyspla-
sia (MIM#218670; extensive craniosynostosis, micro-
phthalmia, encephalocele), Warburg micro syndrome
(MIM#600118; corpus callosum agenesis, micro-
phthalmia, microcephaly, cataract, dysmorphic fea-
tures), Goldenhar syndrome (synonym hemifacial
microsomia, MIM#164210; branchial arch develop-
ment abnormalities, hemifacial microsomia, microtia)
or Baraitser-Winter syndrome (MIM#243310; hyper-
telorism, ptosis, coloboma, pachygyria/lissencephaly
with a frontal predominance) have been reported.

Cobblestone lissencephalies
(type Il lissencephalies)

Cobblestone lissencephalies are characterized by a
pachygyric or granular brain appearance with shallow
sulci and hypomyelination with subcortical cystic cav-
itations. Lateral and third ventricle dilatation, which
can be severe, and vermis hypoplasia or general cer-
ebellar and brainstem hypoplasia with small pyramids
can be observed. Additional brain anomalies such
as hypoplasia/agenesis of corpus callosum, occipital
encephalocele, and Dandy-Walker malformation
have been described. The hemispheres can be merged
in the midline by gliosis. The cortex is thickened
(7-10 mm), disorganized, and invaded by gliovascular
fascicles. White matter contains many heterotopic
neurons. Typically, the brain is surrounded by a
neurofibroglial envelope; this envelope is not observed
in classic lissencephalies and gives a bumpy (hence
“cobblestone”) rather than smooth aspect to the cortical
surface. The cortical development defect most likely
occurs between 6 and 24 weeks of gestation. Many
neurons migrate too far through a defective glial-
limiting membrane into the subpial space, i.e., beyond
the cortical plate. Cobblestone lissencephalies are
linked to abnormal O-glycosylation of a-dextroglycan
(Martin, 2005). Dextroglycan gene (DGI) encodes a
precursor protein that is cleaved into a and p DGI.
Dextroglycan is a transmembrane polypeptidic com-
plex that bridges dystrophin with extracellular laminin.
POMT1 (9934 locus) and POMT2 encode the two
O-mannosyltransferase proteins 1 and 2 (POMT1,
POMT?2) that need to form a complex in order to
catalyze the first step of O-mannosylation of  dextro-
glycan. POMGnT1 encodes an O-mannosyl-p-1,2-
N-acetylglucosaminyltransferase, which transfers an
N-acetylglucosamine residue to an O-linked mannose.
The FCMD gene on chromosome 9q31 (synonym
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FKTN) encodes the fukutin protein, and the FKRP gene
encodes a protein with a sequence close to that of
fukutin. Based on their sequence, these two proteins
are thought to be Golgi glycosyltransferases. However,
their precise functions are still unknown.

Clinically, cobblestone lissencephalies are observed
in three autosomal recessive syndromes, which have
been shown to display a considerable overlap on the
basis of recent molecular genetic discoveries. The inci-
dence of cobblestone lissencephalies is not know, but is
most likely around 1 in 100 000 live-births.

Walker—Warburg syndrome

Walker-Warburg syndrome is the most common and
the most severe form of cobblestone lissencephaly. It is
characterized by the combination of brain malforma-
tions such as hydrocephalus, agyria, retinal dysplasia,
and sometimes occipital encephalocele (HARD + E
syndrome) with structural eye abnormalities and mus-
cular dystrophy. Newborns die within the first post-
natal months. Eye abnormalities include cataracts,
microcornea and microphthalmia, retinal dysplasia,
hypoplasia or atrophy of the optic nerve, and glau-
coma. In 30% of patients, this phenotype is linked
to POMTI (Beltran-Valero de Bernabe et al., 2002)
or POMT2 (van Reeuwijk et al., 2005) mutations.
Mutations in FCMD or FRKP genes have been excep-
tionally reported. In addition, POMTI1 mutations can
cause muscular dystrophy such as congenital muscular
dystrophy plus mental retardation and limb-girdle
muscular dystrophy type 2K (LGMD2K, MIM#609308)
associated with mental retardation and microcephaly
(van Reeuwijk et al., 2006).

Fukuyama syndrome and muscle-eye-brain
disease

The severity of the brain involvement in Fukuyama
syndrome is milder than that in Walker-Warburg
syndrome and MEB disease, and the eyes are only
occasionally a ected severely. MEB disease is charac-
terized by eye involvement (congenital myopia and
glaucoma, retinal hypoplasia), mental retardation,
and structural brain involvement (pachygyria, at
brainstem, and cerebellar hypoplasia).

Fukuyama disease is linked to mutations of the
FCDM gene (Kobayashi et al., 1998). MEB disease is
linked to POMGnT1 (1p34-p33 locus) (Yoshida et al.,
2001) and less frequently to FRKP (19q13 locus) muta-
tions (Beltran-Valero de Bernabe et al., 2004). As for

POMTI mutation-induced phenotypes, cobblestone
lissencephaly is not the only clinical feature, but has
been reported in congenital muscular dystrophy 1C
(MDCI1C, MIM#606612) and LGMD2I (MIM#607155).

Other cobblestone lissencephalies

Cobblestone lissencephalies without muscular dystro-
phy have been reported. Some of them are associated
with retinal abnormalities or severe myopia. It is not
clear whether these lissencephaly subtypes are linked
to Walker-Warburg or Fukuyama syndromes or MEB
disease. Dobyns described a lissencephaly associated
with corpus callosum agenesis, trigonocephaly, and
coloboma microphthalmia (Ramer et al, 1995).
Another type of lissencephaly with arthrogryposis,
deafness, and muscular dystrophy without creatine
kinase increase has also been reported (Seidahmed
et al., 1996).

Type lll lissencephaly

Type III lissencephaly is characterized by severe micro-
cephaly, agyria, corpus callosum agenesis, cerebellar,
basal ganglia hypoplasia, a thin six-layered cortex, and
blurred white matter borders. This lissencephaly has
been reported in three autosomal recessive syndromes:
Neu-Laxova syndrome (MIM#256520), Enchara-
Razavi-Larroche lissencephaly (synonym Lissencephaly
type III and bone dysplasia, MIM#601160; microcephaly,
corpus callosum agenesis, cystic cerebellum brainstem
hypoplasia and fetal akinesia [Encha Razavi et al., 1996])
and a syndrome, reported by Plauchu, with lissence-
phaly, severe microcephaly, corpus callosum agenesis,
cerebellar hypoplasia, dysmorphic features, and punctu-
ate epiphysis. Neuropathological findings are very sim-
ilar in these three entities and thereby suggest that they
are either allelic diseases or linked to genes implicated in
the same function or pathway (Allias et al., 2004).

X-linked periventricular heterotopia

The human X-linked dominant periventricular hetero-
topia (MIM#300049) is characterized by neuronal
nodules lining the ventricular surface. Hemizygous-
a ected males die within the embryonic period,
and a ected females have epilepsy that can be accompa-
nied by other manifestations such as patent ductus
arteriosus and a coagulopathy. The gene responsible for
this disease, filamin-A gene (FLNA [Nagano et al,
2004]), encodes an actin cross-linking phosphoprotein,
which transduces ligand-receptor binding into actin

65



66

Section 1: Making of the brain

reorganization. Filamin A is necessary for locomotion
of several cell types and is present at high levels in the
developing neocortex. Rakic and colleagues (1996) have
shown previously the polarity of microtubule assem-
blies during migration of rodent cerebellar neurons
and proposed a critical role of the dynamics of slow
polymerization combined with fast disintegration of
oriented microtubules for the displacement of the
nucleus and cytoplasm within the membrane cylinder
of the leading process of migrating neurons. On the
other hand, microfilaments seem important for the
leading edge extension.

Null mutations in FLNA (MIM#300017) induce,
through a loss-of-function mechanism, X-linked peri-
ventricular heterotopias and extraneural abnormal-
ities (cardiac valvular anomalies, propensity to
premature stroke, small joint hyperextensibility, gut
dysmotility, and persistent ductus arteriosus) (Fox
et al., 1998). This indicates a key role of filamin A in
vascular function and in connective tissue integrity. In
contrast, missense mutations in the same gene induce,
through a gain-of-function mechanism, a spectrum of
malformations in multiple organs predominantly of
the skeleton (Robertson, 2005). The precise molecular
mechanisms underlying such distinct phenotypes
remain to be determined. Also, the discrepancy
between the ubiquitous expression of filamins and
the rather discrete phenotype associated with null
mutations warrant further investigation.

Zellweger syndrome

The  Zellweger  cerebrohepatorenal  syndrome
(MIM#214100) is a fatal autosomal recessive disease
caused by an absence of functional peroxisomes. One
hallmark of this human disease is the presence of
heterotopic neurons in the neocortex, the cerebellum,
and the inferior olivary complex. A ected neonates
display severely retarded and/or rapid regression of
psychomotor development, facial dysmorphism, and
severe muscular hypotonia; they usually die within the
first postnatal months.

Environmental effects on neuronal
migration

Neuronal migration disorders have been described in
humans and/or in animal models following exposure
to several environmental factors in utero, including

infection with cytomegalovirus or toxoplasmosis, etha-
nol, cocaine, or ionizing radiation. In most cases, the

mechanisms by which these factors disturb neuronal
migration remain unclear.

Cocaine exposure during gestation has been shown
to disturb neuronal migration and cortical addressing
both in mice and monkeys (Gressens et al., 1992a, b;
Lidow, 1998). Cocaine exposure in mice was recently
shown to specifically decrease GABA neuron migra-
tion from the ganglionic eminence to the cerebral
cortex but not to the olfactory bulbs, suggesting a
degree of specificity in the e ects of cocaine on neuro-
nal migration (Crandall et al., 2004).

In the human fetal alcohol syndrome, neuronal
molecular ectopia has been described in several cases
although this sign is not restricted to this syndrome
(Kaindl et al., 2006). Animal studies have identified
abnormalities of radial glia and disturbances of trans-
formation of radial glia into astrocytes (Guerri et al.,
2001).

Conclusion

Compelling evidence points to the central role of
cytoskeletal proteins and the Reelin pathway in
the control of neuronal migration and thus in the
pathophysiology of neuronal migration disorders.
Future studies will need to decipher further the
molecular mechanisms of action and cross-talk of
these proteins.

Despite the major advances mentioned above, sev-
eral questions will probably deserve some attention
and research e ort. What is the real implication of
other factors such as glutamate receptors or trophic
factors in neuronal migration disorders in humans?
What is the impact of environmental factors (includ-
ing factors external to the pregnant woman, factors
deriving from the maternal body, factors deriving
from extraneural fetal tissues such as the liver) on
neuronal migration? What is the modulatory e ect of
these environmental factors on the anatomical and
clinical phenotype of genetically induced migration
disorders? What is the impact of abnormal migration
on connectivity? New imaging techniques such as dif-
fusion tensor imaging seem to be promising with
regard to addressing this last question in humans as
recently shown in type I lissencephaly (Rollins et al.,
2005) and peroxisomal disorders (ter Rahe et al.,
2004).
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Jean-Pierre Bourgeois

Introduction
Making one synapse

Each synaptic contact is a highly complex molecular
machine that extracts and integrates the numerous
signals circulating among the neurons (neurotrans-
mitters, neuromodulators, trophic factors, hormones,
ions, larges families of intercellular adhesion mole-
cules, etc.), within each neuron (the multiple and
diverse cascades of intracellular signaling pathways),
and along each neuron (action potentials, electrotonic
depolarizations, etc.). Synapses are involved in select-
ing and maintaining traces of the pertinent signals
required for an individual’s cognitive performances.
It takes 30-120 minutes to build one complete synapse
between two neurons cultivated in vitro (Lohmann &
Bonhoeffer, 2008). Hundreds (or thousands?) of dis-
tinct classes of molecules as diverse as cytoskeletal
proteins, cell adhesion molecules, ion channels, recep-
tors, phosphatases, phosphorylases, glycolipids, and
calcium-binding proteins are assembled into multiple,
highly organized scaffoldings in the presynaptic and
postsynaptic compartments, and in the synaptic cleft
(Samuels et al., 2007). They ensure e cient, fluctuat-
ing synaptic neurotransmission (timescale — millisec-
onds) and the structural stability of the mature synapse
(timescale — months or years). The low a nities of
these assembled proteins, as well as the mobility of the
pharmacological receptors (Levi et al., 2008) also allow
the molecular reorganizations associated with synaptic
plasticity (timescale — seconds to weeks). These mech-
anisms, which ensure both stability and plasticity of
the synapse, may be dependent on the high metabolic
activity observed in human brain imaging.

Each synapse is a structural and functional point
of articulation between the two sets of constraints
presented by the genome and the environment.

- The neonatal synaptic big bang

Intracellular signaling pathways relay information
about permanent changes in the external environment
to the highly dynamic patterns of gene expression, so
that neurons can respond appropriately. Synaptogenesis
is controlled by genes and modulated by the numerous
classes of diffusible molecules mentioned above. In
addition, each synapse is distinct according to its
topological position on the neuron and the neuronal
phenotype. Each synapse can also have many distinct
functional and morphological states, depending on the
functional level of the neuronal circuits in which it is
involved at a particular time (Bourgeois, 2005). The
elimination of a synapse is also an active microphysio-
logical process involving the complement cascade
(Stevens et al., 2007). The above discussion describes
the making of a single synapse. Throughout develop-
ment and in adult life, the human cortex makes and
eliminates billions of synapses.

Making billions of synapses

In the adult mouse, a cubic millimeter of cerebral
cortex contains about 90000 neurons, 3km of tiny
axonal branches, 450 m of dendritic branches, and
300-900 million synaptic contacts (Braitenberg &
Schiiz, 1998). In addition to these are the glial cellular
processes. Similar numbers are found in the human
cerebral cortex. These densely packed networks of
cellular processes, constituting the cortical neuropil,
are actually less noteworthy than is the precision
of their geometrical organization. Along with their
highly organized forms, synaptic contacts are distrib-
uted in specific patterns (White, 2007). We can sum
up this in a single word: synaptoarchitectony.
According to their neuronal phenotypes and/or the
mammalian species, axonal and dendritic arboriza-
tions can be either overlapping or excluding
(Millard & Zipursky, 2008).

The Newborn Brain: Neuroscience and Clinical Applications, 2nd edn., eds. Hugo Lagercrantz, M. A. Hanson, Laura R. Ment, and
Donald M. Peebles. Published by Cambridge University Press. © Cambridge University Press 2010.
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Corticogenesis involves three major histological
events. The first of these is neurogenesis. The future
neurons are generated in the germinative ventricular
layer of the telencephalic neuroepithelium very early
in embryonic life, between 40 and 100 days after con-
ception in the macaque, and between 42 and 120 days
after conception in the human cerebral cortex (Rakic,
2007). The newly generated neuroblasts migrate long
distances through the fetal cortical neuroepithelium to
reach their final position in the cortical plate of the
fetal cortex (for definitions, see Rakic, 2007, and also
Chapter 4, Fig. 4.1). The second event is “hodogenesis”
(this term encompasses the growth of intra- and inter-
hemispheric axonal pathways), which starts as soon as
the postmitotic neuroblasts leave the germinative ven-
tricular zone and migrate toward the fetal cortex.
These newly generated neuroblasts become polarized
and produce axons that navigate toward their specific
cortical or subcortical targets according to their own
combinations of genetic expression (Leone et al,
2008). The third event is synaptogenesis. When axonal

and dendritic branches meet and are cytologically
compatible, they rapidly form ensembles of synaptic
contacts. This event is the topic of the present chapter.

Kinetics of synaptogenesis

Neuroanatomical investigations of the human cerebral
cortex have tended to rely on postmortem histological
samples. However, the parsimonious data obtained
from these studies are not as precise as those obtained
by using laboratory animals prepared under controlled
experimental conditions. Data obtained from non-
human primates have helped us to interpret the rare
data obtained from human cortex. Using quantitative
electron microscopy, we first delineated the kinetics of
synaptogenesis in several cortical areas of the macaque
monkey (Macaca mulatta), from conception to death
(Rakic et al., 1986; Zecevic et al., 1989; Zecevic &
Rakic, 1991; Bourgeois & Rakic, 1993; Bourgeois
et al., 1994; Granger et al., 1995). In cerebral cortices
of nonhuman and human primates, the kinetics of
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Days after conception (logarithmic scale)

Experience-independent
synaptogenesis

Experience-expectant
synaptogenesis

Experience-dependent
local synaptogenesis

Fig. 5.1 Schematic representation of the kinetics of synaptogenesis in primary visual and prefrontal cortices of macaque monkey. The density of
synaptic contacts (cartesian y axis) is presented as a function of the number of days after conception (logarithmic x axis). Similar kinetics are
observed in the primary visual (solid line) and prefrontal (dotted line) cortices. Synapses appear very early in fetal life. Five distinct phases are
identified here according to the tempo and amplitude of synaptogenesis. During phases 1 and 2, very early synaptogenesis occurs in the
protocortex with a slow tempo and at low density. The spontaneous activity contributes to the wiring of these early synapses. The environment-
related evoked activity is not yet present: synaptogenesis is independent of experience. Phase 3 begins two months before birth and ends two
months after birth. In this phase, there is an “explosion” in the production of synapses. During phase 4, “the plateau phase,” the density of
synapses is maintained at a maximal density of synapses until the onset of puberty. This is a critical period of development when synaptogenesis
becomes experience-expectant. During puberty a “synaptic catastrophe” occurs, with considerable loss of synapses. The steady-state phase 5
displays no noteworthy decrease in the mean density of synapses, until senescence. The large interindividual variability is not illustrated here.
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synaptogenesis appear to be a highly complex, non-
linear, and protracted developmental process. We have
identified five distinct phases of synaptogenesis, as
described below.

The precocious life of synapses

Phase 1

In the cerebral cortex of the macaque, the first synapses
are observed very early in embryonic life, at about
embryonic day (E)50-60, possibly earlier (Rakic et al.,
1986; Zecevic et al, 1989; Zecevic & Rakic, 1991;
Bourgeois & Rakic, 1993; Bourgeois et al, 1994;
Granger et al., 1995). Based the observations of Zecevic
(1998) on the human occipital cortex, it is tentatively
proposed that phase 1 might begin around six to eight
weeks of gestation. In both human and macaque species
this early synaptogenesis occurs at a low density and
there is a low rate of accumulation of synapses in the
marginal zone and intermediate zone of the fetal white
matter, but not yet in the cortical plate (for an explan-
ation of this terminology, see Chapter 4, Fig. 4.1, p. 56).

Phase 2

This second early phase of synaptogenesis takes place
in the cortical plate itself, at E70-100 of the macaque
embryonic life (Rakic et al, 1986; Zecevic et al.,
1989; Zecevic & Rakic, 1991; Bourgeois & Rakic,
1993; Bourgeois et al., 1994; Granger et al., 1995).
In the human cerebral cortex, this phase begins
around 12-17 weeks of gestation (Zecevic, 1998).
The synaptogenesis follows an inside-out gradient
of density similar to the gradient of neuronal migra-
tion and penetration and growth of axons toward the
pial surface. The first synaptic contacts are formed
on the few dendritic shafts present at that time.

Phase 3: The synaptic “big bang” in the newborn brain

Phase 3 involves rapid accumulation of synapses. In the
macaque primary visual cortex this phase begins two
months before birth (about 100 days after conception)
and the maximal density of synapses is reached about
two months after birth. The most rapid accumulation
of synapses is observed around birth (in the macaque,
delivery occurs 165 days after conception), when 40 000
new synapses are formed every second in each striate
cortex of the macaque (Bourgeois & Rakic, 1993). The
time course of this phase has been observed in all the
cortical areas investigated in the macaque (Rakic et al.,

1986; Zecevic et al., 1989; Zecevic & Rakic, 1991;
Bourgeois & Rakic, 1993; Bourgeois et al, 1994;
Granger et al., 1995). In the human primary visual
cortex, data from Zecevic (1998) suggest that phase 3
starts around mid-gestation (20-24 weeks of gestation).
Data from Huttenlocher and Dabholkar (1997) suggest
that it ends between 8 and 12 months after birth in the
visual cortex and around two to three years in the
prefrontal cortex. More precise timescales require stud-
ies with greater numbers of samples. In addition, in the
human cerebral cortex the most rapid accumulation of
synapses is observed around birth. It is fascinating that
in every second of the perinatal life of the baby, hun-
dreds of millions of synapses (billions?) are formed in
its cerebral cortex. These new synapses are now formed
mainly on dendritic spines (Figs. 5.1 and 5.2) of the
rapidly growing dendritic arborizations, conjointly
with growth of axonal branching. This massive cyto-
skeletal and membrane biogenesis involves synthesis of
vast amounts of proteins and lipids, which continues
for several months.

The formation of each synapse is preceded by
innumerable transient contacts between thin filopod-
ial extensions from growing axonal and dendritic
branches. These filopodial contacts are very short, in
the minute range. It has been hypothesized that they
allow “prescreening” of synaptic selectivity involving
cell surface compatibility between neuronal partners
(Lohmann & Bonhoeffer, 2008). When filopodia
are cytologically compatible, intracellular calcium-
dependent signaling engages the maturational process
of these protosynapses (Lohmann & Bonhoefer,
2008). This involves the time- (in hours) and energy-
consuming process of assembling the numerous and
diverse scaffolding molecules and pharmacological
receptors and channels, forming a morphologically
and physiologically mature synapse. Only a small frac-
tion of the filopodial interactions switch to this
maturational cascade.

The molecular mechanisms involved in the onset
and first steps of synaptogenesis appear to be intrinsic
to the cerebral cortex and common to the whole cortical
mantle. In 2007, a new genetic picture of synaptogenesis
emerged with global analysis of neuronal transcrip-
tomes during development. A coordinated expression
of gene clusters, coding for many synaptic proteins,
precedes the morphological and electrophysiological
differentiation of synapses (Valor et al., 2007). These
genes are involved in the prenatal elaboration of
synaptoarchitectony (Horton & Hocking, 1996).
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Fig. 5.2 Waves of synaptogenesis during infancy and adolescence. Distinct classes of synapses appear in specific waves of synaptogenesis
everywhere in the cerebral cortex of the macaque monkey during normal development. This is illustrated here with densities of diverse classes of
synapses presented as a function of days after conception, in the supragranular cortical layer Il of the prefrontal cortex of the macaque monkey.
Synapses on dendritic spines (solid line) and shafts (long dashed line) present distinct tempos and amplitudes. Inhibitory y-aminobutyric acid
(GABA)ergic cartridge synapses on pyramidal neurons (long-dash/dot line) appear later and are pruned earlier than the excitatory synapses.
Dopaminergic synaptic varicosities (thick dotted line) present a peak of density during puberty. Senescence is not represented here. (After

Anderson et al., 1995, with permission from Elsevier.)

Synaptogenesis initially proceeds in the absence of
patterned stimuli from the external world; that is, it is
said to be experience-independent (Fig. 5.1). However,
spontaneous neuronal activity is directly involved
(Goddard et al., 2007; see also Chapter 10). This is
followed by activation of another set of genes, now
coding for synaptic proteins sensitive to evoked activity
(Valor et al., 2007). They most likely participate in the
rapid development of highly specific cortical functions
in the neonatal period (Rodman, 1994; Goldberg, 2004)
or even before birth (Granier-Deferre et al., 2004).

Phase 4: Synapses “make waves” during infancy
and adolescence

During phase 4, “the plateau phase,” the mean density of
synapses remains at a very high level, 600-900 millions
synapses per mm? of neuropil, for several years through-
out infancy and adolescence, until puberty (which
begins in the third year in the macaque). This plateau
is observed in the sensory, motor, and association cor-
tices (Rakic et al., 1986; Zecevic et al., 1989; Zecevic &
Rakic, 1991; Bourgeois & Rakic, 1993; Bourgeois et al.,
1994; Granger et al., 1995). In the human prefrontal
cortex the phase 4 “en plateau” lasts for a full decade,
until puberty (Huttenlocher & Dabholkar, 1997). In the
primary visual cortex, the description of a two- to three-

year-long plateau phase is possibly biased by paucity of
data during the adolescence period. Several quantitative
studies have shown that the curves presented in Fig. 5.1
are “envelope” curves encompassing many waves of
synaptogenesis. Distinct waves of synaptogenesis on
dendritic spines or shafts (Fig. 5.2) have been identified
at the electron microscopic level, in different cortical
layers and in diverse cortical areas (Rakic et al., 1986;
Zecevic et al., 1989; Zecevic & Rakic, 1991; Bourgeois &
Rakic, 1993; Bourgeois et al., 1994; Granger et al., 1995).
In Golgi-stained tissues, dendritic spines appear first in
sublayer IVCp then in IVCa primary visual cortex
(Lund & Holbach, 1991). In layer III of the prefrontal
cortex, distinct waves of synaptogenesis for excitatory
dendritic spines, inhibitory cartridge synapses, and
modulatory dopaminergic varicosities (Fig. 5.2) have
also been observed at the light microscopic level
(Anderson et al., 1995).

In layer IIT of cat primary visual cortex, synapses
formed by horizontal connections relocate from prox-
imal to distal positions of dendritic branches (Callaway
& Katz, 1990). In the human primary visual cortex, the
local vertical synaptic circuits (subserving local visual
receptive fields) develop during the last third of gesta-
tion, while the horizontal long distance cortico-cortical
connections (subserving visual context dependency)
develop during the first postnatal year (Burkhalter
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et al., 1993). Maturation of cortical inhibitory interneur-
ons follows a slower tempo than the excitatory pyrami-
dal neurons (Murphy et al, 2005). New transgenic
methods for tagging neurons will allow extensive simul-
taneous quantitative analysis of distinct classes of neu-
rons and synapses in vivo and in vitro (Livet et al., 2007).
No doubt many more waves of synaptogenesis will be
identified. The complex kinetics of synaptogenesis, the
presence of multiple waves of synaptogenesis, the mod-
ifications in pharmacological receptor compositions or
their microphysiological properties (Ben-Ari et al,
2007) underline the fact that the synaptoarchitectonic
organization of the cerebral cortex significantly varies
throughout normal development and maturation. Some

of these modifications may even interact with maternal
hormones during delivery (Tyzio et al., 2006). The con-
sequences of these normal developmental reorganiza-
tions for the learning and representational abilities of
the cerebral cortex have not yet been evaluated. The last
phases of synaptogenesis are just outlined below.

The synaptic catastrophe at puberty

In all cases, the density of synapses markedly decreases
in the pubertal period (Rakic et al., 1986; Zecevic et al.,
1989; Zecevic & Rakic, 1991; Bourgeois & Rakic, 1993;
Bourgeois et al, 1994; Granger et al., 1995). This
reduction, by at least 40% (Figs. 5.1, 5.2, and 5.3),
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Fig. 5.3 Evolution of synaptogenesis. Interpretations of the kinetics of synaptogenesis in the primary visual cortex (black line) and prefrontal
cortex (dashed line) are schematized here for a few mammalian species. The density of synaptic contacts (normalized to maximal value, on
cartesian y axis) is presented as a function of the number of days after conception (logarithmic x axis). To simplify the illustration, only phases 3, 4,
and 5 are indicated. The time periods of neurogenesis in the lateral geniculate nucleus (LGN; striped horizontal bars) and primary visual cortex
(V1; solid horizontal bars) are represented. The dotted horizontal bars represent the timespan of all the critical periods together. The
representation of the onset of some critical periods before birth is putative and requires further investigation.
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most likely results from a true loss of synapses as
observed in the macaque. The physiological causes of
this synaptic pruning remain unidentified.

Phase 5: Discrete synaptogenesis in adult life

Phase 5 consists of a very slow and steady decline in
density of synapses (Figs. 5.1 and 5.3) from the end of
puberty throughout adulthood (Rakic et al, 1986;
Zecevic et al., 1989; Zecevic & Rakic, 1991; Bourgeois &
Rakic, 1993; Bourgeois et al., 1994; Granger et al., 1995).
In the adult cerebral cortex, synaptogenesis is still an
experience-dependent process but quite restricted and
local. The geometries of axonal and dendritic arboriza-
tions are not reshaped by individual experience. Finally,
at the end of life, a marked loss of synapses is observed
during senescence.

These five distinct phases of synaptogenesis have
been identified using quantitative electron micro-
scopy, and fit well with observations from immunocy-
tological investigations (Anderson ef al., 1995) or
imaging of the macaque (Jacobs et al., 1995) and
human (Chugani et al., 1987) cortices.

Robustness and sensitivity of the
early phases of synaptogenesis

In this section we discuss the core problem of synapto-
genesis. The neurons are genetically programmed to
produce a given amount of synapses per cubic milli-
meter of the cortex, regardless of the histological
and physiological conditions. In the same time, the
synaptoarchitectonic organization becomes highly
sensitive to environmental conditions. The early
phases of massive production of synapses are quite
robust. Surgical alteration of the cortical circuits dur-
ing early fetal life does not alter the global production
of synapses during phase 3 in the cortical tissue, but it
modifies permanently the proportions of synapses on
spines and on shafts (Bourgeois & Rakic, 1996).
Experimental prematurity does not alter the global
kinetics of synaptogenesis in the primary visual cortex
during phase 3, but it does alter transiently the synap-
toarchitectony in the thalamoceptive cortical layers
(Bourgeois et al., 1989). Clear alterations are observed
in the sizes and proportions of synapses located on
dendritic spines or shafts, as well as the ratios of asym-
metrical to symmetrical synapses, at the early stages of
experimental prematurity. The alterations disappear
according to the time of development. Many observa-
tions on mice bearing a variety of null mutations

report an apparently normal density of synapses, but
few describe the synaptoarchitectony quantitatively. In
knockout mice lacking the B2 subunit of the high-
a nity neuronal nicotinic cholinergic receptors the
mean density of synapses remains unchanged in the
adult cerebral cortex (Bourgeois, 2009, unpublished
data). In contrast, the extension of the basolateral
dendritic fields, the dendritic arbor geometries, and
the densities of dendritic spines along dendritic
branches, are markedly modified (Ballesteros-Yaiez
et al., manuscript in preparation). Several altered con-
ditions of neonates have notable effects on the cerebral
cortex. Maternal or paternal deprivation during the
first three postnatal weeks results in fewer synapses
on dendritic shafts of pyramidal neurons in layer IT of
the cingulate cortex of adult rodents (Helmeke et al.,
2001). Diverse levels of maternal care have diverse
physiological consequences (Sullivan et al., 2006;
Champagne et al., 2008). These very early alterations
of the neonatal environment affect developing synap-
tic networks, resulting in discrete synaptoarchitectonic
modifications that last through adulthood and can be
associated with functional alterations such as
heightened emotionality. Interestingly, the birth of a
baby also affects synaptoarchitectony in adults: father-
hood triggers synaptogenesis in the prefrontal cortex
of prosimian fathers (Kozorovitskiy et al., 2006). So
how do robustness and sensitivity coexist during
synaptogenesis?

Effects of genes and environment: an
enduring story of synaptic plasticity
Genes and the environment are no longer considered
to be in opposition. They cooperate quite dynamically,
with synapses as their “go-between.” The genes con-
struct the synaptoarchitectony in the cerebral cortex of
each human being within a window of natural varia-
bility (Larsen, 2005) before it is refined by interactions
with the environment. This is the theoretical frame-
work behind selective stabilization of developing
synapses (Changeux & Danchin, 1976). The resulting
adult cortical synaptoarchitectony generates behaviors
that are targets for natural selection (Krubitzer, 2007).
The synaptic plasticity allows the synaptoarchitectony
to adapt physiologically and morphologically to gene
expression patterns and to patterns of action potentials
propagating in the networks. Synaptic plasticity is
mediated by microphysiological regulation in each
synapse of the assortment of pharmacological
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receptors, enzymes, cell adhesion molecules, cyto-
skeletal proteins — their local synthesis, tra ¢, and
lateral diffusion (Levi et al., 2008), chemical modifica-
tions (phosphorylation/dephosphorylation), assembly-
deassembly of molecular scaffoldings, etc. At the
morphological level, synaptic plasticity is mediated by
reorganization of the synaptoarchitectony via produc-
tion/retraction of axonal and dendritic branches,
formation/elimination of synapses, and ultrastructural
remodeling of dendritic spines. These multiple varia-
tions in the e cacy of synaptic transmission constitute
the currently dominant paradigm for the morpho-
functional bases of learning and memory in the cere-
bral cortex. The ongoing discussions are about the
prevalence of the presynaptic or postsynaptic domains
and on the nature of discrete functional states of
synapses (Bourgeois, 2005). In addition, there is a syn-
aptic metaplasticity, in which the e ciency of synaptic
transmission is also modulated by competition and/or
cooperation between neighboring synapses along
dendritic branches (Rabinowitch & Segev, 2008). There
is not enough room here to describe the multiple
contributions of the diverse neuromodulations to
synaptic plasticity (Fuxe et al., 2007).

Critical periods in synaptogenesis
Earlier in the chapter, we touched on the paradoxical
coexistence of robustness of synaptogenesis along with
high sensitivity of synaptoarchitectony to the environ-
ment. How can these characteristics cooperate to build
the highly specific synaptic networks in the cerebral
cortex? Critical periods in synaptogenesis might be the
key to this cooperation, by adding enhanced synaptic
plasticity to the robust triggers of synaptogenesis
(Fig. 5.1). During these so-called critical periods the
amplitude of sensitivity of synaptic plasticity to the
evoked neuronal activities representing the environ-
ment becomes maximal (Hooks & Chen, 2007;
Morishita & Hensch, 2008). The refinement of the
synaptoarchitectony becomes experience-expectant
(Fig. 5.1). The presence of normally patterned action
potentials propagating in synaptic networks is required
for the refinement of synaptoarchitectony and optimal
cortical functions.

Mechanisms opening the critical periods

Multiple genetic and epigenetic mechanisms control
the onset, duration, and closing of the critical periods
(Berardi et al., 2000; Bartoletti et al., 2004; Hooks &

Chen, 2007; Morishita & Hensch, 2008). They have
been mostly investigated in the primary visual cortex.
The release of trophic factors such as brain-derived
neuronal factor (BDNF) by postsynaptic neurons is
proportional to the level of presynaptic evoked activ-
ity. The presynaptic uptake of BDNF increases the
number and stability of synapses. This growth factor
relates neuronal activity to neuronal axonal and den-
dritic growths and this effect is maximal during critical
periods of the formation of cortical ocular dominance
columns. The diverse synaptic functional states are in
league with networks of genes via multiple cascades of
intracellular signaling pathways. Presynaptic binding
of BDNF controls gene transcription via transcrip-
tion factors such as cAMP-response element binding
(CREB) proteins. During the critical period, a
monocular deprivation activates gene expression
under control of CRE. Evoked activity activates
geneCpgl5 (candidate plasticity gene 15) and the
expression of protein cpgl5 in the growing axonal
branches. This activation is maximal during the crit-
ical period of formation of the ocular dominance
columns in the visual cortex. Numerous activity-
dependent posttranscriptional modifications of mes-
senger RNA are also involved. Synaptic inhibition
mediated by -aminobutyric acid (GABA) participates
in the opening and closing of critical periods. The
visual cortex of mice bearing the null mutation for
glutamic acid decarboxylase (GAD65), an enzyme
involved in the synthesis of GABA, is insensitive to
monocular deprivations during the corresponding
critical period (Spolidoro et al., 2009). Evoked activity
in the visual system increases expression of major
histocompatibility complex class I (MHC I) ligands
and their receptors (Goddard et al., 2007). This sensi-
tivity is maximal during the critical period of develop-
ment of synaptic circuits specifically expressing these
transmembrane proteins. In mice bearing null muta-
tions for these proteins, the axonal pruning is defec-
tive. Synapses are formed anyway (robustness of
synaptogenesis) but synaptic microphysiology (poten-
tiations and depressions) and synaptoarchitectony are
altered (sensitivity of synaptogenesis).

Mechanisms closing the critical periods

In excitatory glutamatergic synapses, the substitution
of subunit N-methyl-p-aspartate (NMDA)-R, (slow
synaptic currents) with subunit NMDA-R,, (fast syn-
aptic currents) coincides with the closing of critical
periods for sensory deprivations in somatosensory,
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auditory, and visual cortical areas. The accumulation
of polysialic acid, a transmembrane glycoconjugate,
on the neuronal cell surface culminates at the end of
critical periods and results in marked reduction of the
possibilities of reorganizing the synaptoarchitectony
(Rutishauser, 2008; Spolidoro et al., 2009). Myelination
of axons also participates in the waning of synaptic
plasticity (McGee et al., 2005).

Multiple critical periods follow one another from
the end of gestation to the end of puberty (phases 3 and
4 in Fig. 5.1). Their time windows differ according to
the mammalian species (Fig. 5.4), the diverse sensory,
motor, or cognitive modalities, and the distinct brain
compartments and cortical layers serving each of these
cortical functions. Critical periods occur first in the
visual thalamus, then in granular layer IV of the visual
cortex, then in the supragranular layer III, etc. Extensions
of critical periods for cognitive functions, or social
behaviors, have not been addressed yet.

Evolution of synaptogenesis and
the critical periods

Evolution of synaptogenesis

The observations of synapses in all metazoans, except
the porifera, indicate that they are ancient, specialized
subcellular structures. The study of evolution of syn-
aptogenesis did not start until we exploited the avail-
able kinetics of synaptogenesis described mostly in
primary visual cortices of several mammalian species
(Bourgeois, 1997). Throughout evolution, the dura-
tion of all phases of synaptogenesis increases along
with the size of the cerebral cortex.

The time window of massive production and elim-
ination of synapses in the cerebral cortex extends from
the onset of phase 3 prenatally until the end of phase 4
of synaptogenesis post puberty. This time window is
about 200 times longer in the human cortex than in the
murine cortex (Fig. 5.4). However, this extension in
time does not yield a 200-fold higher density of syn-
apses per cubic millimeter of human cerebral cortex as
compared with the mouse. Remember, it takes only
about 30-120 minutes to make a synapse, which fills
only an infinitesimal fraction of the volume in that
cubic millimeter of cortex (Lohmann & Bonhoeffer,
2008). The genes that govern this extension in time
have not been identified yet. In the heterochronic epi-
genesis hypothesis (HEH), we proposed that this
extension in time of synaptogenesis might also result

from the histological and physiological heterogeneities
of the cerebral cortex, which increase significantly
through mammalian evolution (Bourgeois, 1997).
The physicist John Archibald Wheeler said that
“Time is Nature’s way of keeping everything from
happening all at once.” This succinctly illustrates that
time is a crucial parameter for the evolution of
synaptogenesis in the cerebral cortex. To the window
of wiring variability controlled by genes, this HEH also
adds time as a generator of epigenesis through recur-
sive effects at synapses. These recursive mechanisms
allow themselves more cytological interactions and
more physiological signals to be extracted or/and
integrated between larger, heterogeneous groups of
neurons, in order to refine huge numbers of synapto-
architectonic fields. This is even more relevant for the
cognitive fields. The prefrontal cortical areas, serving
the most elaborated cognitive functions, receive the
most diversified axonal inputs from the whole cortical
mantle (Fuster, 2001). These prefrontal fields have to
wire together highly cytologically and functionally
heterogeneous neurons (Wang et al., 2006). The dura-
tions of their critical periods, although not yet
explored, might be extensive. So, please, give infants
(and adults) the time they need!

We do not yet know the molecular code specifying
these synaptic networks. The 25000-30000 human
genes are said to be insu cient for determining each
of the estimated 10'*-10"° synapses formed in the
human cerebral cortex (Braitenberg & Schiiz, 1998).
Kerszberg (2003) calculated that “each synapse in
the brain could be specified at the cost of roughly
50 molecular labels used combinatorially.” According
to his argument, it is even surprising that there is still
some synaptic plasticity in the cerebral cortex. But
synaptic plasticity does exist, even in the adult cortex.
Cell adhesion molecules involved in the recognition
and sticking of the presynaptic and postsynaptic cyto-
plasmic membranes during synaptogenesis are good
candidates for the control of this complex process of
synaptic specification (Shapiro et al., 2007; Takeichi,
2007). The sequencing of the human genome has
revealed that the families of cell adhesion molecules
are significantly expended in the human species
(Venter et al., 2001), along with more alternative splic-
ing generating huge diversity of proteins (Lander et al.,
2001). The low a nities of these cell adhesion mole-
cules (Kp in the micromolar range) would allow turn-
over and reorganization of synaptic scaffolding
molecules. I hypothesize that this would provide the
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Fig. 5.4 Evolution of critical periods. The figure shows the duration of the critical period for primary visual cortex sensitivity to monocular
deprivation in several mammalian species. The duration of this critical period ranges from about a month in the mouse to several decades in the
human cerebral cortex. (After Berardi et al, 2000, with permission from Elsevier.)

HEH with flexible molecular coding rules for assem-
bling and diassembling synapses during the distinct
phases of synaptogenesis.

Evolution of the critical periods

of synaptic plasticity

The duration of the critical periods increases markedly
throughout mammalian evolution. The critical pe-
riods last for a few weeks in the murine cerebral cortex
and about two decades in the human cerebral cortex.
According to our present knowledge, this prolonga-
tion of the timespan of critical periods reaches its
maximal value in the human cerebral cortex. This is
illustrated in Fig. 5.4, with the increased duration of
critical periods for the sensitivity of the visual cortex to
monocular deprivation in several mammalian species
(Berardi et al., 2000).

This temporal extension allows maximal amplitude
and duration for synaptic plasticity and numerous local
refinements of synaptic circuits. It is correlated with the
long and complex development of human sensory and
motor skills, the acquisition of complex social rules
in human and nonhuman primates groups, and the
immense cultural corpus continuously produced in
our human societies. This extension of the period of
maximal synaptic plasticity for decades and the epigen-
etic opening of synaptogenesis to environment are

maximal in the human cerebral cortex. They are the
sources of the exceptional cognitive adaptability of our
species and possibly also a major source of its fragility.

Synaptic pathologies

It is tempting to relate the diverse onsets of several
major neurodevelopmental syndromes defined by
deficits in social reciprocity, communication, and
unusual behaviors to the different phases of synapto-
genesis described above. Fragile X and Down syn-
dromes become evident during the perinatal period
(early phase 3). Autistic syndromes become manifest
within the first two to three postnatal years (second
part of phase 3), within two to ten years (phase 4 “the
plateau”) for the Rett syndrome, and around the end
of puberty (end of phase 4) for schizophrenic syn-
dromes. Genetic linkage analyses of these syndromes
indicates an association with an increasing number of
mutations of synaptic proteins, among other proteins.
Mutations of synapsin are linked to schizophrenia
(Frankle et al, 2003). It is hypothesized that these
mutations result in disconnections of higher-order
association areas from the frontal lobe during develop-
ment (Geschwind & Levitt, 2007; Sutcliffe, 2008).
Mutations of synaptic cell adhesion molecules neuro-
ligins and neurexins, scaffolding protein shank 3, and
mutations in the melatonin synthesis pathway are
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linked to autistic syndromes (Bourgeron, 2007, 2009).
In autisms, alterations of synaptic plasticity might be
related to circadian rhythms disorders. The multiplic-
ity of factors involved in the functional and morpho-
logical alterations of synaptic circuits hampers a quick
appreciation of the etiology of these syndromes.

First, the causal chain between the mutated genes,
the alterations of synaptic circuits, the symptoms,
and the environments is not known. Whether these
syndromes result from a fault in normal early develop-
ment of synaptic circuits or from a deficit in synaptic
plasticity involved in their late refinement remains
an open question. The assortment of genetic altera-
tions and environments is distinct for each patient.
Defective genes might result in defective synapto-
genesis, producing altered behaviors. The social envi-
ronments confronting these altered behaviors are
themselves modified. Effects of modified environ-
ments on genetic expression patterns might them-
selves be altered. In this causal loop, it is still di cult
to assess the contribution of each parameter to the
defective cortical synaptoarchitectony.

Second, tentative animal models have been devel-
oped to address these questions. They are used in
experiments to identify endophenotypes and potential
therapeutic strategies. However, what is the validity of
animal models for human psychiatric pathologies
(Abbott, 2007; Low & Hardy, 2007)? Does the transfer
of mutated human genes to mice transfer the human
pathologies to the mice (Jamain et al., 2008)? The
human brain is not simply a big mouse brain and
the list of its singular features is currently increasing.
The overall size of the human cerebral cortex and its
pattern of convolutions are obvious. It has the largest
number of cortical areas, with some unique ones
(Bourgeois, 1997). It has the longest kinetics of syn-
aptogenesis for establishment and refinement of the
synaptoarchitectony (Bourgeois, 1997) and the longest
duration for the critical periods of functional matura-
tion (Fig. 5.4, after Berardi et al., 2000). At the cellular
level it has the largest percentage and diversity of
interneurons (Ascoli et al., 2008), the largest size of
pyramidal neurons, the highest density of dendritic
spines on dendritic branches, and the largest size of
dendritic spines (Benavides-Piccione et al., 2002). New
types of fusiform neuron have been identified in layer
V of the anterior cingulate cortex (Nimchinsky et al.,
1999). The human brain permanently displays the
largest number of active genes, and the largest number
of mRNA transcripts. Genes specific to the human

brain are being identified (Hayakawa et al., 2005). At
the physiological level, the human brain has the high-
est neurophysiological activity, the richest proteome
(Enard et al., 2002), and the highest metabolic activity
(Céceres et al., 2003).

Epigenetic manipulations of synaptic
circuits

Neurobiologists are currently learning how to control
the opening and closing of critical periods of synapto-
genesis using animal experimental models. Diverse
genetic, pharmacological, biochemical, and environ-
mental procedures are being exploited. Modulating
the balance between inhibition and excitation is cru-
cial. Diazepam, an agonist for the GABAergic receptor
GABA-R,, increases synaptic plasticity, allowing
advancement of the onset of critical periods, prolon-
gation of their duration, and even reinstating them in
the adult cortex (Hooks & Chen, 2007; Morishita &
Hensch, 2008; Spolidoro et al., 2009). Fluoxetine, an
inhibitor of serotonin uptake, modifies the rates of
neurogenesis and synaptogenesis in adult circuits
(Maya Vetencourt et al., 2008). The depolymerization
of the extracellular matrix by enzymatic treatment,
associated with a supply of nerve growth factors,
restores synaptic plasticity (Bradbury et al., 2002;
Pizzorusso et al., 2002; Rutishauser, 2008). Enriched
environments do restore plasticity in adult synaptic
networks in a modality-specific way. Placing rats in a
large space to explore results in increased density of
synapses in their primary motor cortex (Kleim et al.,
1996). An environment enriched with odors stimu-
lates neurogenesis and synaptogenesis in the olfactory
bulb of adult mice (Alonso et al., 2008). Restoration of
synaptic plasticity may also exploit functional inter-
plays between distinct modalities. Rearing of animals
in the dark slows down the functional and morpho-
logical maturation of synaptic circuits. In contrast,
when these animals are reared in a dark but enriched
environment, one observes a restoration of synaptic
plasticity and maturation in the deprived visual sen-
sory modality (Cotman & Bertchtold, 2002; Bartoletti
et al., 2004). The interpretation of this effect is not
well documented yet. An enriched environment,
activating other sensory, motor, and cognitive modal-
ities, might act via inter-modal connections and/or
neuromodulatory networks, and/or a reduction of
cortical inhibition (Sale ef al., 2007). During the critical
periods it is also possible to slow down the anatomical
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and functional maturation of the synaptic circuits
by placing individuals in an impoverished environ-
ment. Rearing pups in stroboscopic light extends
the duration of the critical period of development
of the primary visual cortex (Fagiolini et al., 1994).
Development in the presence of continuous white
noise prolongs the duration of the developmental
critical period for the primary auditory cortex
(Chang & Merzenich, 2003; Wang, 2004). A reasoned
manipulation of these epigenetic properties might
also be exploited to repair pathological synaptogene-
sis. One may anticipate treatments combining
together several of the methods discussed above to
reinstate synaptic plasticity in defective developmen-
tal processes to reorient them properly.

Conclusion

If one is challenged to sum up in a single sentence
the whole story of synaptogenesis in the human
cerebral cortex, the exercise might look like this:
“For about 300 millions years, the evolution of
cerebral cortex has involved selecting networks of
genes, controlling the kinetics of synaptogenesis,
and allowing the environment to refine the synapto-
architectony within a window of variability.”
Through evolution of the mammalian cerebral
cortex, the time required by networks of genes to
trigger the formation of the very first synapses in the
fetal cortex increases moderately compared with
the marked increase in duration of gestation. As a
result, the onset of synaptogenesis, which is a peri-
natal event in rodents, happens very early in human
gestation. In the last months of gestation, networks
of genes trigger an “explosion” in the production of
synapses, extending well into the third postnatal year.
This coincides with the development of sensorimotor
skills and language. The phase with a high density of
synapses, “the plateau,” is maintained for a decade,
during the time when the individual learns social and
cultural rules. Puberty - the period of sexual trans-
formation along with intellectual individualization,
emancipation from the immediate parental environ-
ment, and access to social autonomy - is accompa-
nied by a marked reduction in the number of
synapses. The steady adult synaptic numbers overlap
with the protracted time for human cultural refine-
ment, creativity, production of knowledge, and trans-
mission of life and values. Multiple forms of synaptic
plasticity provide the physical support necessary
for learning and memory through all these phases

of life. Evolution has resulted in selected transient
critical periods of synaptogenesis when cooperation
between genes, synaptic plasticity, and the environ-
ment becomes maximal.

Groups of neurons are highly heterogeneous, dif-
fering in their gene expression patterns, intracellular
communication pathways, their morphological and
biochemical phenotypes, pharmaco-receptivity and
functional states, etc. Thus, synaptogenesis is only
one aspect of cerebral cortex development and matu-
ration. However, alterations of synaptoarchitectony
are always associated with cognitive dysfunction.
Multiple mutations of genes coding for synaptic pro-
teins are currently identified as being linked to
diverse neuropsychiatric syndromes. In the present
working hypothesis, diverse assortments of mutated
genes control the formation of altered synaptoarchi-
tectonies, producing altered behaviors and inducing
modified environments, which themselves differen-
tially activate the genes networks. Such causal loops
are being investigated. Neurobiologists are presently
learning how to manipulate the synaptic plasticity
and critical periods of synaptogenesis during devel-
opment and in the adult cerebral cortex. No doubt
combinations of these epigenetic manipulations will
be exploited to repair the synaptic alterations associ-
ated with mutations of synaptic proteins with the
intention of reinstating normal maturation of
synaptoarchitectony. They open fascinating therapeu-
tic opportunities for human neuro- and psychopa-
thologies. They will also touch the core of the
individual human mental nature and freedom. As
usual, progress has two faces. As usual also, fears of
scientists are anticipated by poets, as when René Char
wrote: “Le cerveau, plein a craquer de machines,
pourra-t-il encore garantir I'existence du mince ruis-
selet de réve et d’évasion ?” (in Fureur et Mystere,
1948). This might be translated as: “Full to bursting
with machines, will the brain still be able to safeguard
the existence of the tiny rivulet of dream and
escape?”.
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® Thomas Ringstedt

Neurotrophic factors are target-
derived survival factors

During nervous system development, neurons are
generated in numbers exceeding those found in adults.
The surplus neurons are eliminated by programmed
cell death. In higher organisms this process is influ-
enced by factors outside the cells themselves, called
neurotrophic factors. The discovery of neurotrophic
factors goes back to the 1950s, when Rita Levi-
Montalcini was investigating the relationship between
the nervous system and its peripheral targets. She and
her collaborators found that on removal of an organ
from a chick embryo, its innervating ganglion neurons
were lost as well. Conversely, the addition of an extra
target resulted in excessive neuronal survival. She
postulated that a soluble factor produced by the target
promoted neuronal survival. Eventually this factor was
isolated and named nerve growth factor (NGF;
Cohen & Levi-Montalcini, 1957). A related protein
was purified from pig brain in 1982, and was named
brain-derived neurotrophic factor (BDNF; Barde et al.,
1982). With the discovery of BDNF, a family of neuro-
trophic factors was established: the NGF family of
neurotrophic factors, or the neurotrophins. Since
then the mammalian branch of the family has been
gifted with two additional members, neurotrophin-3
(NT-3) (Hohn et al., 1990) and NT-4 (Hallbook et al.,
1991). To date several proteins with neurotrophic
action have been described. Apart from the neuro-
trophins, members of the glial cell line-derived
(GDNF) factor family are the most important.
Neurotrophic factors and their receptors are
expressed during development and in adulthood. The
original concept as target-derived survival factors for
innervating neurons still holds. In higher organisms,
competition for neurotrophic factors during the period

Neurotrophic factors in brain development

of naturally occurring cell death weeds out ill-positioned
neurons. Since neurons are produced in excess, this
mechanism acts to fine-tune connections between neu-
rons and their targets, and balance their number with the
size of the target tissue. Neurotrophin homologs are
absent in invertebrates, and it is therefore possible that
the plasticity inferred by an extrinsic regulation of neuro-
nal survival (as opposed to cell-intrinsic regulation) has
co-evolved with higher neuronal complexity. In addition
to their role as target-derived survival factors, several
other functions are now attributed to the neurotrophins.
This is particularly obvious in the brain, where these
other functions probably predominate. What follows is
a general introduction to the neurotrophins, and a sum-
mary of their functions during central nervous system
(CNS) development.

The neurotrophins

Structure

The neurotrophins, NGF, BDNF, NT-3, and NT-4, are
di usible factors active in homodimers. Heterodimers
between di erent members of the family can be
assembled in vitro, but there are no indications that
heterodimers are operational in the nervous system.
The neurotrophin monomers are first produced as
proneurotrophins. The prodomain is subsequently
removed by proteolysis to form a mature protein.
The proform can form homodimers and has a bio-
logical function in part distinct from that of the
mature protein (Lee et al., 2001; Teng et al., 2005).
The mature monomer is composed of about 120
amino acids, half of which are identical within the
family. The monomer can be further subdivided into
conserved and variable regions. Most of the variable
regions have been implicated in receptor binding (for
a review, see Ibanez, 1998).
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Donald M. Peebles. Published by Cambridge University Press. © Cambridge University Press 2010.
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Receptors and signaling

The neurotrophins signal through two classes of recep-
tors: the p75 neurotrophin receptor (p75NTR) and the
tropomyosin receptor kinase (Trk) receptors. Although
discovered first, the biological roles and signaling path-
ways of the p75NTR receptor were for a long time less
well characterized than those of the Trk receptors.
There are three Trk receptors in mammals: TrkA,
TrkB, and TrkC. They are members of the receptor
tyrosine kinase family, and exist as transmembrane
receptors with a tyrosine kinase activity in the intra-
cellular region. Alternative splicing creates various
subforms of the Trk receptors, some of which are
“truncated,” lacking a considerable part of their
cytoplasmic region, including the tyrosine kinase
domain. These subforms have altered ligand preferen-
ces, and restricted signaling capacity (in the truncated
forms). The di erent neurotrophins bind to and acti-
vate distinct Trk receptors according to the following
scheme: NGF binds to TrkA, BDNF and NT-4 are
both ligands of TrkB, whereas NT-3 binds TrkC. NT-
3 can also bind to and activate the other Trk receptors,
but with less e ciency. The neurotrophin dimer
binds two Trk receptors, bringing them together and
thereby enabling transphosphorylation of the kinases
in their cytoplasmic domains. This activates several
signaling pathways. These include Ca®" release via
phospholipase C (PLC)yl and inositol 1,4,5-
triphosphate (IP3), promotion of survival via phosphoi-
nositide 3 kinase (PI3k) and Akt, and induction of
di erentiation via Ras/mitogen-activated protein kinase
(MAPK) (for reviews, see Ibanez, 1998; Reichardt,
2006). Although BDNF and NT-4 both act via the
TrkB receptor, downstream signaling can still proceed
di erently (Minichiello ef al., 1998). Nerve cells can be
very elongated structures. Therefore, for a target-
derived neurotrophin ligand to a ect gene transcrip-
tion (e.g., when promoting survival), it first has to
undergo retrograde transport to the cell nucleus. The
receptor ligand complex is in some instances internal-
ized and transported via endosomes to the cell soma.
Neurotrophins can also act locally, without retrograde
transport. An interesting example is given by the sym-
pathetic ganglion neurons. During embryonic develop-
ment they are exposed to NGF and NT-3, although
they only express TrkA receptors. In this system, both
ligands act via the TrkA receptor, but with di erent
outcomes. NGF and NT-3 act locally to promote sym-
pathetic axon growth, but only NGF can signal survival
because only the NGF-TrkA complex is capable of

undergoing retrograde transport (Kuruvilla ef al., 2004)
(Fig. 6.1).

The p75NTR lacks an intracellular tyrosine kinase
or other catalytic motif. It is part of the tumor necrosis
receptor superfamily, and, like the other members
of this family, its cytoplasmic domain includes a
“death” domain. p75NTR binds all neurotrophins
with equal a nity. Ligand binding can activate several
signaling pathways, mediated by various adapter
proteins binding to the p75NTR. These can a ect
growth cone motility via RhoA, signal survival via
nuclear factor (NF)-kB, or perhaps most importantly
promote apoptosis via the Jun kinase-signaling cascade.
Interestingly, proneurotrophins are able to bind
p75NTR (but not Trks), and therefore tend to signal
apoptosis rather than survival. The p75NTR also inter-
acts with Trk receptors. Together with TrkA it can
form a high-a nity binding site for NGF, enhance
Trk signaling, and promote endocytosis and retrograde
transport of Trk-neurotrophin complexes (for reviews,
see Kaplan & Miller, 1997; Reichardt, 2006).

Neurotrophin and neurotrophin
receptor expression

Neurotrophins are expressed in the peripheral target
tissues during the period of naturally occurring cell
death, but are also found within the peripheral nervous
system (PNS) ganglia themselves. Somewhat surpris-
ingly, the Trk receptors are expressed earlier during
development than their ligands. In mouse, the earliest
detected receptor mRNA encodes TrkC, and it is
reported to be expressed in the neuroectoderm during
late gastrulation, at embryonic day 7.5 (E7.5). The
p75NTR is coexpressed in the same populations as
Trk receptors.

Within the ganglia, distinct cell populations
expressing di erent Trk receptors are present, and
they respond to matching survival signals from their
respective target tissues. The dorsal root ganglia, for
example, contain TrkC-expressing proprioceptive
neurons that respond to NT-3 produced by muscles
and the spinal cord motor neurons, TrkA-expressing
nociceptive neurons that respond to NGF produced in
the skin, and other populations of sensory neurons
that respond to BDNF or NT-4 (for a review, see
Bibel & Barde, 2000).

In the rodent CNS, mRNAs encoding TrkB and
TrkC are expressed throughout embryonic development,
while expression of TrkA and p75NTR is more spatially
restricted and does not begin until shortly before birth
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Fig. 6.1 The neurotrophins, their
receptors and signaling pathways. The
neurotrophins bind to the tropomyosin
receptor kinase (Trk) receptors and the p75
neurotrophin receptor (p75NTR).
Continuous-line arrows indicate preferred
neurotrophin-receptor interactions,
whereas the dotted arrows indicate
alternative interactions. A neurotrophin
dimer binds two Trk receptors, thus
bringing them together so that tyrosine
transphosphorylation can occur.
Intracellular signal transduction then
proceeds via different intracellular
pathways. Several aspects of cell life are
regulated, either directly or indirectly by
regulation of gene transcription. All
neurotrophins bind to the p75NTR with
equal affinity. Although its intracellular
domain lacks kinase activity, it can still bind
and signal via adapter molecules. The
pathways and outcomes are simplified.
Double arrows indicate intermediate steps
that are left out. NGF, nerve growth factor;
BDNF, brain-derived neurotrophic factor;
PLC y1, phospholipase C; IP3, inositol 1,4,5-
triphosphate; DAG, diacylglycerol; PKC,
protein kinase C; PI3k, phosphoinositide 3
kinase; MAPK, mitogen-activated protein
kinase; NF-kB, nuclear factor kB; JNK, c-Jun-
N-terminal kinase.

(Lu et al., 1989; Ernfors et al., 1992; Merlio et al., 1992).
NT-3 is the earliest expressed neurotrophin in the mouse
brain (Farinas et al., 1996). BDNF expression in the rat
neocortex is low before birth, but then rapidly increases,
peaking around three weeks after birth (Sugiyama et al.,
2003). NGF expression is more restricted to certain cell
populations, and the levels in the neocortex and hippo-
campus are very low prenatally, but then rapidly increase
to peak three weeks postnatally (Large et al, 1986).
Neurotrophins are also expressed in the adult brain,
where they influence maintenance and plasticity. BDNF
is widely expressed during postnatal development
and adulthood, indicative of its important role in brain
maturation and plasticity.

Neuronal survival is promoted

by neurotrophins during PNS
development

The concept of neurotrophic action is well established
in the PNS. As described in the previous section, the
neurotrophic factors are expressed in several peripheral

target areas, for example skin, while their receptors are
found in the innervating ganglia. When the growing
neuronal processes reach their targets, they compete for
a specific growth factor, expressed by the target in limit-
ing amounts. Excessive and incorrectly projecting neu-
rons are eliminated by programmed cell death, thus
adjusting the number of neurons to the size of the target
they innervate. By this mechanism, a correct wiring of
the nervous system is ensured. In addition, it is possible
that the excessive amount of neurons generated and
subsequently eliminated is a necessary step in the pat-
tern formation of the tissue in question.

The discovery that neurotrophins are expressed
not only by target tissues but also by the neurons
themselves and their precursors, cells that also express
neurotrophin receptors, led to the concept of local
action, i.e., that neurotrophins act in a paracrine or
autocrine fashion. This can be exemplified by the role
of NT-3 in the developing trigeminal and dorsal root
ganglia. If the normal NT-3 production in these areas
is knocked out, cell death will occur before target
innervation. Furthermore, NT-3 does not act on
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mature neurons in this system, but on precursor cells
(Farinas et al., 1996). The survival-promoting role of
neurotrophins is not limited to neurons or their pre-
cursors. An interesting example is given by a recent
study demonstrating that in vitro survival of human
embryonic stem cells is promoted by BDNF, NT-3,
and NT-4 (Pyle et al., 2006).

Neurotrophins as survival
factors in the CNS

The essential function of the neurotrophins as survival
factors in the PNS has often been extrapolated to the
CNS. The expression pattern of neurotrophins and
their receptors is compatible with a function as target-
derived survival factors and, at least in the case of
BDNF and NT-3, also with local action. The concept
of neurotrophins as survival promoting in the CNS was
supported by early studies on cultured cells. Survival of
cultured cholinergic cells from basal forebrain is pro-
moted by NGF and BDNF (Alderson et al., 1990), while
survival of cultured motor neurons is promoted by
BDNF and NT-3 (Henderson et al., 1993). NT-4 pro-
motes survival of striatal neurons in organotypic slice
cultures (Ardelt et al., 1994). The in vitro findings were
supported by studies of animal models where neural
pathways within the brain were transected. In adult rats,
NGF and BDNF prevent degeneration of cholinergic
cells of the basal forebrain after transection of the septo-
hippocampal pathways (Knusel et al., 1992). BDNF
also acts on developing motor neurons after sciatic
nerve transections during the prenatal period (Yan
et al, 1992). NT-3 rescues norepinephrinergic cells
from the locus ceruleus of adult rats from degeneration
after chemically induced lesions (Arenas & Persson,
1994). More relevant for explaining CNS development,
administration of BDNF to chick embryos prevents the
extensive loss of motor neurons that normally occurs
during the period of naturally occurring cell death
(Oppenheim et al., 1992).

Investigators were given a new powerful tool with
the experimental method of targeted gene deletions in
mice. Since in vitro and transection data (described
above) indicated that neurotrophins can act as (target-
derived) survival factors in the CNS, severe neuronal
losses were expected in the brains of neurotrophin-
and Trk-receptor-deficient (knockout) mice. The PNS
of mutant mice displayed neuronal losses in accord-
ance with earlier data obtained by addition of neuro-
trophins, or the use of blocking antibodies. Surprisingly,

this turned out not to be true for the CNS. Despite the
abundant and regulated expression of neurotrophins
and their receptors in the developing CNS, cell losses
are sparse in the knockout mice. However, some cell
loss is observed in the knockout mice. BDNF ™~ mice
display a reduction in thickness of all cortical layers
(Jones et al., 1994). Furthermore, their cerebellar granu-
lar layer is thinner, and the number of apoptotic cells
is considerably increased (Schwartz et al, 1997). The
brains of TrkB™~ mice also display an increased num-
ber of apoptotic cells, particularly in the dentate gyrus,
and also in the basal ganglia, thalamus, and cerebral
cortex (Alcantara et al., 1997). While the number of
motor neurons is reduced in the facial nucleus and the
spinal cord of TrkB™~ animals (Klein et al., 1993), no
loss of motor neurons is described in the BDNF
knockout mice. Quite opposite to the e ects of neuro-
trophin or Trk knockout, mutation of the p75NGF
receptor results in an enlarged basal forebrain due to
ablation of p75NGFR-mediated apoptosis (Van der
Zee et al., 1996).

To summarize, there is some cell death in the CNS
of neurotrophin and Trk mutants but not to an extent
comparable to what is observed in the PNS. This could
be explained as a consequence of a high redundancy,
with CNS cells supported by more than one neuro-
trophic factor. In mice deficient for TrkA, there is a
reduction in the number of neurons projecting from
the basal forebrain to the neocortex and hippocampus
(Smeyne et al., 1994), but this is not observed in NGF ™~
mice (Crowley et al, 1994), indicating that other
factors (NT-3) can bind to TrkA and compensate for
the lack of NGF. The CNS of BDNF/NT-4 double
knockouts does not display any additional cell loss com-
pared with the single knockouts (Liu et al., 1995). The
TrkB/TrkC double knockouts die within the first post-
natal day, and no increased apoptosis is reported in
their CNS (Silos-Santiago et al., 1997). However, mice
homozygous for one receptor (TrkB”~ or TrkC™")
and heterozygous for the other (TrkB*'~ or TrkC*'")
live considerably longer and can be studied up to
postnatal day 12. At postnatal days 9 and 12, these
mice display increased apoptosis in the hippocampus
and cerebellum (Minichiello & Klein, 1996). Thus
there is a redundancy between TrkC and TrkB in the
CNS, but the cells do not become dependent on
TrkB/C-mediated survival until postnatal development.
Another study demonstrates that thalamic neurons
are dependent on target-derived support from the neo-
cortex during part of their development. During a
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limited time window in late embryonic and early post-
natal development, cell death in the thalamus of TrkB~~
mice is increased compared with wild-type littermates.
Furthermore, blocking BDNF in the neocortex of wild-
type mice during this period increases thalamic cell death
(Lotto et al., 2001).

There are problems with interpreting data from
neurotrophin or neurotrophin-receptor knockout
mice. With the exception of the NT-4 and p75NGFR
mutants, the single mutants display severe cell losses
in the PNS, and die within a couple of weeks after
birth. Thus their general viability is a ected, and in
particular malnourishment might cause secondary
changes in the CNS. Furthermore, other potential
e ects in the CNS will not have time to develop due
to the mutant’s premature death. To overcome these
e ects, investigators have developed new animal mod-
els, conditional knockouts, where the investigated
genes are knocked out later during development, or
in particular cell populations. In one study in which
TrkB was knocked out in the neocortex pyramidal
neurons, increased death of these cells was observed
between six and ten weeks of age (Xu et al., 2000).
Contrary to this, a study of mice with a conditional
knockout of TrkB in the CNS did not describe any
increased cell death in the neocortex (Medina et al.,
2004). Apart from addressing the neurotrophins’ role
as neuronal survival factors, the conditional knockouts
have expanded our knowledge of other neurotrophin
functions during CNS development.

Neurotrophins affect neuronal
differentiation and proliferation

As mentioned above, neurotrophins activate several
signaling pathways, including pathways that govern
cell di erentiation (Reichardt, 2006). In line with this,
neurotrophins have been shown to act on immature
cells, such as stem and precursor cells. This has been
demonstrated in cell lines, in primary cultures and
in vivo. Primary cultures of neural stem cells (pluripo-
tent cells capable of asymmetrical division) from the
brain or neuronal crest di erentiate in response to
added neurotrophins (Sieber-Blum et al., 1993). The
neurotrophins can both promote and inhibit di eren-
tiation. In the dorsal root ganglia of NT-3 knockout
mice, precursor cells di erentiate prematurely into sen-
sory neurons (Farinas et al., 1996). The CNS of TrkB
knockout mice displays reduced expression of cortical
markers, indicating an impaired neuronal di erentiation,

although this might be secondary to positional e ects
due to altered migration of the newborn cortical cells
(Medina et al., 2004). These mice also display a reduced
myelination, in line with recent evidence that neurons
dictate whether they will become myelinated or not,
signals that are transmitted via their Trk receptors
(Chan et al., 2004). BDNF is also capable of regulating
neuronal expression of transmitter substances and
neuropeptides, in particular neuropeptide Y (NPY)
(Jones et al., 1994; Nawa et al., 1994).

Sometime during di erentiation, a cell will become
post mitotic. Thus there is a connection between di er-
entiation and proliferation. Some studies have impli-
cated the neurotrophins as regulators of proliferation.
NGF and NT-3 increase proliferation of neuroblasts
derived from rat embryonic dorsal root ganglia
(Memberg & Hall, 1995). An opposite e ect is observed
in cultured cortical precursor cells, which respond to
added NT-3 by reduced proliferation and increased
neuronal di erentiation (Ghosh & Greenberg, 1995).
In utero electroporation in mice of TrkB and TrkC
sh-RNA, or BDNF mRNA, demonstrates that BDNF
and TrkB/C signaling regulates neural precursor
proliferation and di erentiation during cortical devel-
opment. Receptor knockdown by TrkB sh-RNA
decreases, while addition of BDNF increases, prolifer-
ation and neurogenesis (Bartkowska et al, 2007).
However, no e ect on proliferation is described in
mice with a conditional CNS knockout of TrkB
(Medina et al., 2004). While the approach in the first
study only decreases TrkB levels, the second study
results in an earlier and more complete abolition of
TrkB. It is therefore possible that the TrkB knockout
cells activate compensatory pathways, which could
explain the di erent results.

Neurotrophins affect cell migration

An important aspect of CNS development is cell migra-
tion. This process is well integrated with cell prolifer-
ation and di erentiation. The cells of the future brain
are born in proliferative zones, and then migrate to
their final destinations, often di erentiating along the
way. It is therefore not surprising that factors capable of
regulating proliferationand di erentiation also regulate
cell migration. Cultured embryonic cortical neurons
have been shown to migrate along a gradient of NT-4
or BDNF, a process that is mediated via the TrkB
receptor (Behar et al., 1997). A role for neurotrophins
in cell migration has also been demonstrated in vivo. In
the neocortex, cells enter the developing cortical plate
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by either radial or lateral migration. Neurons projecting
out from the brain are born in the ventricular region
and enter the developing cortical plate by radial migra-
tion (Rakic & Caviness, 1995). y-Aminobutyric acid
(GABA)ergic interneurons are born in the ganglionic
eminence (Ang et al., 2003), the early born Cajal-
Retzius cells (a transient cell population involved in
the regulation of radial migration) in the cortical hem
(Yoshida et al., 2006). These cells enter the cortical plate
via lateral migration. Application of NT-4 to cortical
slice cultures, or intraventricular injection in mouse
embryos, greatly increases the number of Cajal-
Retzius and GABAergic cells that migrate into the mar-
ginal zone of the cortical plate. BDNF has a similar
e ect, but is less than tenfold as e ective in this system
(Brunstrom et al., 1997). However, both BDNF and
NT-4 are equally potent in inducing lateral migration
of green fluorescent protein (GFP)-labeled cells from
El4 to E16 ganglionic eminence explants to the
interstitial and marginal zone of cortical explants of
the same age (Polleux et al., 2002). This is demonstrated
as a direct e ect, mediated by the PI3k pathway.

In transgenic mouse embryos that overexpress
BDNF in neural stem and precursor cells, lateral
migration is disturbed, and the normal distribution
of Cajal-Retzius cells as a band close to the pial surface
is replaced by clusters of Cajal-Retzius cells inter-
spersed by GABAergic cells (Ringstedt et al., 1998;
Alcantara et al., 2006). In addition to these direct
e ects on tangential migration, radial migration and
thereby cortical lamination are disturbed. This can in
part be explained as a secondary e ect, since BDNF is a
negative regulator of Reelin expression by Cajal-
Retzius and other cortical plate cells (Ringstedt et al.,
1998; Alcantara et al., 2006). Reelin is a substance
involved in the regulation of radial migration
(D’Arcangelo et al., 1995; Ogawa et al, 1995). In
addition, BDNF is a survival factor for Cajal-Retzius
cells (Ringstedt et al., 1998), and a ects expression of
axon guidance receptors Robol and Robo2, which can
regulate cell migration (Alcantara et al, 2006;
Andrews et al., 2006). The neocortex of the conditional
CNS TrkB knockout mice also displays disturbed lam-
ination. This is proposed to be due to a delay in radial
migration, mainly mediated via the Ras/MAPK and
PI3/Akt signaling pathways (Medina et al., 2004). In
sum, there is ample evidence that the TrkB ligands
NT-4 and BDNF contribute to the regulation of both
lateral and radial cell migration within the CNS, both
directlyandbya ecting the expression of other agents.

Neurotrophins affect neurite
outgrowth in the CNS

Wiring of the brain is an important aspect of neural
development. Axons have to be sent out to reach dis-
tant or nearby targets, dendrites have to branch into
dendritic trees, and proper contact between axons and
dendrites has to be made. Neurotrophins are known
to a ect neurite outgrowth. An early study demon-
strated that NT-3 treatment of lesioned corticospinal
tracts in adult rats induced the lesioned axons to send
out collateral branches (Schnell et al., 1994).
Neurotrophins can also induce turning of growth
cones in vitro (Ming et al., 1997; Song et al., 1997).
Naturally, this suggests that they can act as axon guid-
ance factors in vivo. In support of this, sensory axons
in mouse embryos target implanted beads coated with
NGF, BDNF, or NT-3 (Tucker et al., 2001). Moreover,
the neurotrophins promote elongation of the sensory
axons. Di erentiated e ects of neurotrophins on neu-
rite outgrowth have been demonstrated in slice cul-
tures of postnatal ferret visual cortex. Addition of
BDNF increases dendritic length and branching in
layer 4, while NT-4 has a similar e ect on neurons in
layers 5 and 6 (McAllister et al., 1995). Blocking BDNF
function with antibodies decreases dendritic arboriza-
tion in layer IV, while blockade of NT-3 function
increases it. In layer VI, the e ects of blocking BDNF
or NT-3 are reversed (McAllister et al., 1997).

A study of BDNF™~ mice described altered den-
dritic arborization in cerebellar Purkinje cells
(Schwartz et al., 1997). Neocortical layers of adult
(28 week) CNS TrkB knockout mice are compressed,
the neurons tightly packed, and their dendrites not
fully di erentiated (Medina et al., 2004). The neocor-
tices from mice with a conditional TrkB knockout in
pyramidal neurons also display compressed layers.
Biocytin labeling of individual pyramidal neurons
reveals that TrkB-deficient cells have thinner dendrites
and a reduced dendritic complexity compared with
wild-type neurons (Xu et al., 2000).

Neurotrophins are also involved in the establish-
ment of thalamocortical connections. Mice deficient
for p75NTR display a diminished thalamic innerva-
tion of visual cortex (McQuillen et al, 2002).
Interestingly, this is not due to a direct e ect on the
axonal pathfinding, since the thalamic neurons that
innervate visual cortex in wild-type mouse embryos do
not express p75NTR . However, p75NTR is expressed
by the early subplate neurons from the neocortex to
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the internal capsule. These are pioneer neurons that
act as a sca old for early thalamocortical neurons on
their way to the neocortex (De Carlos & O’Leary,
1992). Most subplate neurons in the p75NTR-mutant
mice project correctly, but their growth cones are
highly reduced in complexity. Interaction between
the growth cones of the two cell populations has been
suggested as important for the subplate neurons’ role
asasca old. Therefore, the subplate neurons’ aberrant
growth cones might cause the thalamic neurons to
misroute on their way to visual cortex (McQuillen
et al., 2002).

Moreover, mice in which NT-3 is ablated in the
embryonic telencephalon display reduced thalamo-
cortical projections to the visual and retrosplenial cor-
tex (Ma et al., 2002). Thalamocortical projections
arrive in the subplate as in wild-type embryos, but
the axons fail to send collaterals into the cortical plate,
which normally express NT-3 during this stage of
development. Later during development, the thalamo-
cortical projections retract, but this is not connected
with increased death of thalamic neurons. The authors
argue that NT-3 most likely exerts a short-distance
tropic (axon-guiding) e ect on the thalamocortical
neurons. Behavioral studies demonstrate that the
mice have an impaired visual function (Ma et al,
2002). NT-3 (and BDNF) also promotes axon growth
in cultured thalamic explants (Hanamura et al., 2004).
In line with this, NT-3 expression in the embryonic
neocortex is high during thalamic innervation but
declines later during postnatal development. BDNF
expression, on the other hand, is low in the embryonic
neocortex, but increases during postnatal development.
Neuronal plasticity in the adult brain is influenced
by BDNEF.

Neurotrophins affect synaptic
plasticity

During development and adulthood, the brain has to
adapt and modify itself in response to external stimuli.
This is largely done by altering the number and the
strength of the synaptic connections — synaptic plasti-
city. Synapses that are in frequent use are strengthened,
while those that are not eventually disappear.
Neurotrophins, in particular BDNF, are important in
this activity-dependent modulation of synapses.
Neuronal activity is known to induce expression of
neurotrophins by the neurons (Ernfors et al., 1991). In
the mature brain, neurotrophin-regulated plasticity is
involved in memory formation (long-term potentiation

[LTP]) in the hippocampus and the neocortex (Korte
et al., 1995; Figurov et al., 1996; Akaneya et al., 1997;
Jiang et al., 2001) (for a review, see Lu et al., 1989). An
example of plasticity in the developing brain is the
formation of visual cortex ocular dominance columns.
This occurs during postnatal development, when axons
from the visual system enter layer IV of the visual
cortex. Here their terminals are separated in eye-specific
ocular dominance columns. Manipulation of the TrkB
input in kittens, by addition of either exogenous BDNF
or NT-4, or by a TrkB antagonist, inhibits the forma-
tion of ocular dominance columns. BDNF is expressed
in the visual cortex during postnatal development and
adulthood, and the level of BDNF expression is propor-
tional to the level of visual input (Castren et al., 1992).
Blocking one eye (monocular deprivation) reduces
BDNF levels in the contralateral visual cortex (Bozzi
et al., 1995). Monocular deprivation during postnatal
development alters the size of the ocular dominance
columns in favor of the active eye, but only if it occurs
during a certain time window. This is called the critical
period for ocular dominance plasticity. Dark-rearing
animals can delay this time window into adulthood.
Overexpression of BDNF in the postnatal neocortex of
transgenic mice shortens the critical period for ocular
dominance plasticity and accelerates maturation of the
visual cortex (Huang et al, 1999). Furthermore, the
BDNF-overexpressing mice do not have their plasticity
window delayed by dark-rearing (Gianfranceschi et al.,
2003). Interestingly, this indicates that visual experience
modulates visual cortex build-up by regulating BDNF
expression, and that BDNF overexpression can replace
the influence of visual experience in this system.

BDNF in adult life and

in mental illness

Expression of BDNF and its TrkB receptor is high and
widespread in the adult brain, and BDNF is involved in
memory formation and other forms of plasticity.
There are also indications of BDNF being a factor in
mental illness, conditions that often are described as
having a developmental background. The following
discussion provides some highlights of the role of
BDNF in adult plasticity and mental illness.

As described above, BDNF is a regulator of synaptic
strength and dendritic arborization. In line with
this, BDNF is present in the neuronal processes.
Interestingly, visual stimulation a ects BDNF localiza-
tion in the dendrites of visual cortex pyramidal cells
(Tongiorgi et al, 2006). Neuronal activity increases
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BDNF secretion, but for a long time it was not possible
to study the function of active, as opposed to constitu-
tive, regulation (Lu, 2003). However, a recent study
utilized a polymorphism in the BDNF gene (Egan
et al., 2003). Valine (val) was replaced by methionine
(met) at position 66 in the pro-region of the gene.
Labeled constructs of val-BDNF and met-BDNF were
transfected into rodent hippocampal neurons. The val-
BDNF protein was distributed in a punctuate pattern
throughout the cell soma and the neuronal processes,
whereas the met-BDNF protein was clustered in the
perinuclear region. It was further shown that neuronal
activity stimulates val-BDNF release to a much higher
degree than met-BDNF release, while constitutive secre-
tion is similar. This di erence turns out to be important
for brain function, since human subjects with a met/met
genotype display an impaired hippocampus-dependent
episodic memory compared with subjects with the
val/val genotype (Egan et al., 2003; Lu, 2003). On the
other hand, the met-BDNF polymorphism is associated
with a less neurotic personality type (significantly lower
mean neuroticism score) (Sen et al., 2003). Furthermore,
the val-BDNF genotype is associated with a higher risk
of bipolar disorder (Neves-Pereira et al., 2002; Sklar
et al., 2002). Another BDNF polymorphism, C270T,
has been associated with schizophrenia (Szekeres et al.,
2003). Both increased (Takahashi et al, 2000; Iritani
et al., 2003) and decreased (Durany et al., 2001) BDNF
levels in the hippocampus of patients with schizophrenia
have been reported. An increased expression has also
been reported in the neocortex (Takahashi et al., 2000;
Durany et al.,, 2001; Iritani et al., 2003). Patients with
autism display increased BDNF levels in the basal
forebrain (Perry et al, 2001). However, it is likely that
the alterations of BDNF expression associated with
schizophrenia and autism are compensatory rather
than causative, although BDNF hyperactivity has been
proposed as a cause of autism (Tsai, 2005).

Conclusions

The neurotrophins’ classic function as target-derived
survival factors is well established in the PNS. It is also
clear that they can act locally to promote survival and
also regulate cell di erentiation, maturation, and even
apoptosis. It has been harder to demonstrate the neu-
rotrophins’ role as target-derived survival factors in
the CNS. This has been explained as due to a redun-
dancy among neurotrophic factors in the CNS, and to
the fact that neurotrophin knockout mice die during
early postnatal development, before the CNS neurons

become dependent on neurotrophic support. Studies
in mice mutant for more than one neurotrophin or
neurotrophin receptor, and in conditional knockouts
where inactivation is constrained temporally or to
certain cell populations, have overcome these limita-
tions. It is now clear that neurotrophins act as target-
derived survival factors in the CNS. However, this is
far from their only, and perhaps not even their pre-
dominant, function. There are studies demonstrating
that neurotrophins regulate cell proliferation, di er-
entiation, and migration in the CNS. They regulate
neurite extension and can act as axon-guidance
factors at short range, and are thus implicated in
wiring the brain. At a more local level they contribute
to the emergence of neuronal networks by regulating
dendritic arborizations and synaptic plasticity. In
sum, neurotrophins are involved in the whole range
of processes that are necessary to build a brain,
from regulation of individual cells to maturation of
neuronal networks.
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Historic box 3 The discovery of programmed neuronal death and the nerve growth factor
Hugo Lagercrantz

It was well known at the beginning of the twentieth century that, by removing the target organ, some neurons
innervating the organ disappear. Viktor Hamburger, who started as a student working with Hans Speman (see Historic
Box 1) showed that, by removing the wing of the chick embryo, the number of neurons disappeared. Hamburger gave
his paper to an Italian neuroanatomist, Guiseppi Levi, who together with a student, Rita Levi-Montalcini, challenged
this finding and showed that the nerves first grow normally and then degenerate when the wing is removed. Thus the
target organ seemed to keep the neurons alive.

Fig. HB3 The discovery of programmed
neuronal death and nerve growth (Nobel
Foundation)
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Historic box 3

These studies by Levi and Levi-Montalcini were performed under remarkable circumstances. These researchers
were barred from working in universities in Mussolini’s Italy, as they were Jewish. Therefore, Rita Levi-Montalcini set
up a laboratory in her bedroom “with a few indispensable pieces of equipment, such as an incubator, a light, a
stereomicroscope and a microtome. The object of choice was the chick embryo, and the instruments consisted of
sewing needles transformed with the help of a sharpening stone into microinstruments. My Bible and inspiration was
an article by Viktor Hamburger ... ." In July 1942, the heavy bombing of Turin forced Rita Levi-Montalcini to move to a
small country house, where she continued her experiments. Due to food shortages, the eggs were scrambled for food
after the experiments.

After the war Rita Levi-Montalcini was invited by Viktor Hamburger to St Louis in the United States to continue her
research, where she stayed for several decades. A series of experiments was conducted, first with Hamburger and
then with the biochemist Stanley Cohen, which led to the discovery of the nerve growth factor (NGF). A crude extract
was first isolated from a mouse tumor and shown to produce the famous halo e ect when incubating a naked
ganglion cell. When trying to further purify NGF, a snake venom was used, but instead of degrading NGF it promoted
the halo e ect. In this way, the salivary glands were discovered to be a rich source of NGF. Rita Levi-Montalcini shared
the Nobel Prize in physiology or medicine with Stanley Cohen in 1986.

B|b||0 ra h Patterson P.H. & Purves D. (1982). Readings in
g P y Developmental Neurobiology. New York: Cold Spring
Levi-Montalcini, R. (1988). In Praise of Imperfection. New Harbor Laboratory.

York: Basic Books.
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Introduction

Neuronal communication is mainly mediated by
myriads of synapses via neurotransmitters, although
there are also electrical synapses. Neurotransmitters
can be defined as chemicals released from neurons
that act on specific receptors. However, neuromodu-
lators released from other cells, such as adenosine
triphosphate (ATP), adenosine, and prostaglandin,
can also affect neuronal signaling. Neurotransmitters
and their receptor subtypes are expressed in high
amounts during certain stages of development, but
then persist in only a few synapses (Parnavelas &
Cavanagh, 1988).

The transient increase in expression of a transmit-
ter and receptor subtype in the central nervous system
(CNS) may occur during a susceptible developmental
time window. (A transient increase occurs, but it
may not always occur during a critical window.)
Development is characterized by timing and spacing
or critical periods when some kind of stimulation is
essential for correct development. The transmitters
and modulators affect formation of synaptic contacts,
maturation of synapses, and structural refinement of
connectivity by regulating electrical activity, excitabi-
lity, and release of neurotrophins (Zhang & Poo,
2001). In particular, at birth a cascade of neurotrans-
mitters and transcriptional factors is activated. For
example, the norepinephrine surge at birth may be
important for initiating the bonding of the infant to
the mother by increasing the ability to sense odors
(Sullivan et al., 1994). Imprinting at birth and visual
input to form the ocular dominance columns also occur
during critical periods, and are probably dependent on
the switching on and off of neurotransmitters. However,
no critical period ends suddenly; rather it tapers off
gradually. Expression of transmitters and receptor

Neurotransmitters and neuromodulators

subtypes is critical for the neuronal differentiation,
development of synapses, and formation of neuronal
networks underlying behavior in the fetus as well as in
the growing child and adult human.

The general role of neurotransmitters in the
making of the brain is far from clear. Several studies
support the importance of and an early role for
neurotransmitter signaling before synaptogenesis.
Although it can be postulated that neurotransmitters
are involved in the detailed wiring of the neuronal
circuits, it has been demonstrated that knocking out
of all synaptic tra cking in the mouse does not
prevent normal brain assembly, including formation
of layered structures, fiber pathways, and morpho-
logically defined synapses (Verhage et al., 2000).
However, transmitters and synaptic activity are nec-
essary for survival of synaptic contacts, as without
vesicle release of transmitters neurons undergo
apoptosis after formation of synapses. This is
because their maintenance depends on neurotrans-
mitter secretion. In addition, it was recently shown
that early release of transmitter is unconventional in
not requiring action potentials, Ca”" entry, or vesicle
fusion, which may explain how early synapses and fiber
tracts are formed (Demarque et al, 2002; Owens &
Kriegstein, 2002a). Intercellular connections, via gap
junctions, and release of neuromodulators such as ATP
through unopposed gap junctional channels, “connex-
ins,” have emerged as central components in intercel-
lular signaling networks vital for the embryo and the
developing CNS. This chapter focuses on the chemical
transmitters and modulators with membrane recep-
tors. For reviews of the connexins see, for example,
Trosko (2007), Andang and Lendahl (2008), and Elias
and Kriegstein (2008).

Markers for neurotransmitters and neuromodula-
tors during CNS development generally appear first in

The Newborn Brain: Neuroscience and Clinical Applications, 2nd edn., eds. Hugo Lagercrantz, M. A. Hanson, Laura R. Ment, and
Donald M. Peebles. Published by Cambridge University Press. © Cambridge University Press 2010.
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the caudal and phylogenetically older part of the brain,
probably due to earlier neurogenesis (see Semba,
2004). The neurotransmitters or modulators can act
on either metabotropic or ionotropic receptors (see,
e.g., Cooper et al., 2003). The action of the metabo-
tropic receptors is based on their effects on G- or
N-proteins and their associated enzymes and channels
in the lipid bilayer of the membrane. These effects are
slower (tens of milliseconds) than for the ionotropic
receptors. Epinephrinergic, muscarinic, and peptider-
gic receptors are often metabotropic and have a more
modulatory role in the mature CNS. The ionotropic
receptors respond rapidly and are also termed class
I receptors. They act on ion gates, which they can open
or close in less than a millisecond. The ion channels
consist of transmembrane proteins, which can be
selective for cations (activatory receptors) or anions
(inhibitory). The nicotinic acetylcholine ligand-gated
ion channel is a prototype (Changeux & Edelstein,
2005). The binding of a ligand cause an allosteric
change in the ion channel pore. The ionotropic nicotin-
ic acetylcholine receptor (nAcR), the -aminobutyric
acid (GABA)4R, the glycine receptor (GlyR), and the
5-hydroxytryptamine (5-HT); receptor are members of
the same evolutionary superfamily and have a similar
structure.

The 7-transmembrane receptors (7-TMRs) are the
most important metabotropic receptors. They are also
allosteric and G-protein-coupled (GPCR) and repre-
sent by far the largest family of receptors. These recep-
tors account for more than 1% of the human genome
and almost a third of all drugs on the market act via
these receptors. The {,-adrenoreceptor is a kind of
prototype. It has been cloned and recently also crystal-
lized (Rasmussen et al., 2007).

Small lipophilic or gaseous molecules that pene-
trate the cell membrane have during the past decade
proved to be important neuroactive agents. These
unconventional transmitters are not stored in synap-
tic vesicles and do not act at conventional receptors
on the surface of adjacent neurons. Rather they may
interact with nuclear receptors, e.g., retinoids, vita-
min D (Mangelsdorf et al., 1995), or enzymes in the
cytosol (guanylyl cyclase), e.g., nitric oxide (NO) and
carbon monoxide (CO). However, their roles during
development of the CNS are still under investigation
and they are not discussed here. Properties of these
“atypical” neural modulators have recently been
reviewed by Boehning and Snyder (2003) and Li and
Moore (2007).

Ontogeny of neurotransmitter
systems

The choice of neurotransmitter of a precursor neuron
depends on the environment. In a series of remarkable
experiments Nicole Le Douarin demonstrated that
when the crest of the sympathetic trunk from a quail
was transplanted into the vagal region of a chick host,
the nerves became cholinergic (Le Douarin, 1981).
Conversely, when vagal neurons were transplanted
into the sympathetic trunk, the nerves became epi-
nephrinergic. The type of neurotransmitter expressed
seemed to be dependent on a tissue factor. When cells
from the sympathetic ganglia were cultivated in a
medium from a heart cell culture, the epinephrinergic
neurons became cholinergic (Patterson & Chun,
1977). The choice of transmitter could also be affected
by the presence of corticosteroids in the medium.
Thus, environmental factors are important for differ-
entiation and may have an inductive role during crit-
ical stages of development.

The catecholamines

The catecholamine-synthesizing enzyme tyrosine
hydroxylase has been detected on the first day of/after
incubation of the chicken, dopamine has been detected
on the second day and norepinephrine and epinephrine
on the third day. High concentrations of catecholamines
have been detected in Hensen’s node, corresponding
with the notochord of the mammalian embryo (see
Pendleton et al., 1998). Catecholaminergic neurons are
generated at the time of telencephalic vesicle formation
in rodents as well as in primates. The monoaminergic
neurons reach the cerebral wall as cortical neurogenesis
begins. Catecholamines have a crucial role in early devel-
opment, which has been demonstrated by deleting the
genes encoding for tyrosine hydroxylase (Zhou et al,
1995) and dopamine P-hydroxylase (DBH) (Thomas
et al., 1995).

Norepinephrine

Norepinephrine is assumed to be involved in arousal
and attention, fear and anxiety, and learning and
memory. The cell bodies of the norepinephrinergic
neurons are concentrated in the brainstem, particu-
larly in the locus ceruleus (A6) within the caudal pons
(Fig. 7.1). From this structure five major norepineph-
rinergic tracts originate which project to virtually all
regions of the brain (Goridis & Rohrer, 2002). There
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Fig. 7.1 Arbitrary levels of monoamines and acetylcholine in (a) rat and (b) humans versus age (10-logarithmic scale). Sagittal illustrations

of cell bodies and projections of monoamine neurotransmitter systems: acetylcholinergic (ACh), dopaminergic (DA), serotonergic (5-HT),

and norepinephrinergic (NE) pathways in the rat and human brain, and epinephrinergic pathways in the rat. Embryonic age (E) expressed in
days for rats and weeks for humans, postnatal age in weeks (rats) and years (humans). (Data from Olson & Seiger, 1972; Herregodits et al,, 1990;
Naeff et al, 1992; Sundstrom et al., 1993; Almaqvist et al., 1996). (Brain maps modified with permission from Heimer, L. (1988). The Human Brain and
Spinal Cord. New York: Springer Verlag; and Zigmond, M.J, Bloom, F.E, Landis, S.C, Roberts, J. L, & Squire, L. R, eds (1999). Fundamental

Neuroscience. San Diego: Academic Press.)

are also clusters of norepinephrinergic cell bodies in,
for example, the nucleus tractus solitarius (A2), and in
the lateral ventral tegmental field (A5). Fibers from
these nuclei intermingle with those from the locus
ceruleus. Norepinephrinergic neurons appear at an
early stage in the CNS, at 12-14 days in the rat
(Olson & Seiger, 1972) (total gestational age 21 days),
and 5-6 weeks in the human (Sundstrom et al., 1993)
(see Fig. 7.1).

Norepinephrine is essential for normal brain devel-
opment. The norepinephrinergic system regulates the
development of the Cajal-Retzius cells, which are the
first neurons to be generated in the cortex and are
proposed to be instrumental in neuronal migration
and laminar formation (Naqui et al, 1999).
Furthermore, a,4 receptors are expressed by migrating
neurons in the intermediate zone, characterized by a
spindlelike shape, radial alignment, and close associa-
tion with radial glia (Wang & Lidow, 1997). The radial

glia participate in key steps of brain development, cort-
ical neurogenesis, and migration (Noctor et al., 2001,
2004). Thus, epinephrinergic transmission may be
involved in regulating the generation, migration, and
maturation of cerebral cortical cells.

Administration of 6-hydroxyl-dopamine prevents
the natural programmed cell death of the newborn
neurons and delays the formation of cortical layers.
Lesioning the norepinephrinergic projections or block-
ing neurotransmission with receptor antagonists pre-
vents astrogliosis and glial cell proliferation. Depletion
of norepinephrine during the perinatal period results in
subtle dendritic changes and possibly also alterations in
cortical differentiation (see Berger-Sweeney Hohmann,
1997).

The role of norepinephrine has been investigated by
targeted disruption of the DBH gene (Thomas et al,
1995). This resulted in fetal death, probably due to cardio-
vascular failure. Only about 5% of the homozygotic
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mice survived until adulthood, presumably due to some
placental transfer of norepinephrine. Most of the mice
could be rescued to birth by providing them with
dihydroxyphenylserine (DDPS), a precursor that can be
converted to norepinephrine in the absence of DBH.
These mice showed reduced ability for acquisition and
retention for some tasks. Interestingly, female mice
seemed to be deficient in their ability to take care of
their offspring. Thus, there seems to be a critical window
during early development when norepinephrine is
involved in forming the pathways responsible for
maternal behavior (Thomas & Palmiter, 1997).
Norepinephrine is probably also involved in the olfac-
tory learning of the newborn, which is of importance
for maternal recognition (Insel & Young, 2001). The
epinephrinergic receptors are metabotropic and are
subdivided into three families, a;, a,, and B. a, and B,
dominate in the brain. There is a transient overex-
pression of a, receptors in the white matter and many
brainstem nuclei during the perinatal period, sug-
gesting a developmental role (Happe et al., 2004).

Dopamine

Dopamine has a very important role in motor and
cognitive programs. The cell bodies of the dopaminer-
gic neurons are concentrated in the substantia nigra,
the ventral tegmental area, and the retrorubral field,
and they project to the basal ganglia, the olfactory
bulbs, the limbic regions, and the hippocampus and
cortex (Fig. 7.1). The prefrontal cortex in particular is
rich in dopamine content, which is interesting with
regard to its important role in reasoning, planning,
problem solving, and coordinating performance in
humans (Diamond ef al., 2004).

Dopaminergic neurons appear early during deve-
lopment, at a gestational age of 10-15 days in the rat
(Olson & Seiger, 1972) and 6-8 weeks in the human
(Sundstrom et al., 1993) (Fig. 7.1), earlier in females
than in males. The dopamine turnover is relatively
high during the perinatal period when compared
with that in adulthood.

There are two main types of dopamine receptors: D,
and D,, but there are also D3, Dy, and D5 receptors.
Stimulation of the D, receptors results in an increase in
cAMP formation and phosphorylation of DARPP-32,
whereas D, receptors mediate a decrease in cAMP for-
mation. Extremely high levels of D, receptors have been
reported in the pallidum during the perinatal period
(Boyson & Adams, 1997). D, receptor stimulation reg-
ulates transcription of other genes, and it is possible that

abnormal perinatal stimulation can have long-term
consequences (see below).

Disturbances of the development of the dopami-
nergic system may lead to dyskinesia, dystonia, tics,
obsessive-compulsive disorders, and abnormal eye
movements. This has been observed in dopamine-
depleted rats after 6-hydroxyl-dopamine treatment
but with preserved norepinephrine effect. Mice with
deletion of the tyrosine hydroxylase gene have been
shown to be hypoactive and develop adipsia and
aphagia, which can be treated with L-dopa (Zhou &
Palmiter, 1995).

D, receptors are involved in working memory
performance (Williams & Goldman-Rakic, 1995).
A disturbance of the development of the dopaminergic
system has been postulated to contribute to the devel-
opment of attention deficit hyperactivity disorder
(ADHD), in which a deficient working memory is
an important component of the syndrome. Perinatal
exposure to a very low dose of methyl mercury
(MeHg) results in neurotoxic effects, e.g., on memory
retention, and such alterations of brain function per-
sist into adult life (Dare et al., 2003).

Infants with phenylketonuria and probably deficient
dopaminergic innervation of the prefrontal cortex have
been found to have an impaired working memory
(Diamond, 1996). The catechol-O-methyltransferase
(COMT) gene affects how long dopamine acts in the
prefrontal cortex. It was recently shown that genotypic
differences in COMT, inducing differences in break-
down of prefrontal dopamine, are related to differences
in specific cognitive performance in normal-developing
children (Diamond et al., 2004; Diamond, 2007).

Epinephrine

The existence of epinephrine in the brain was not
accepted until the epinephrine-synthesizing enzyme
phenylethanolamine-N-methyl transferase (PNMT)
was detected by immunohistochemical methods.
This enzyme was localized in the lower brainstem
(Fig. 7.1) intermingled with norepinephrinergic neu-
rons. Epinephrine in the brain is probably involved in
neuroendocrine and blood pressure control. During
early development epinephrine contributes to enhance
the fetal respiratory rhythm in rat medulla while during
fetal maturation it acquires inhibitory actions on locus
ceruleus and brainstem respiratory rhythm (Fujii et al.,
2006). PNMT occurs predominantly before birth in
the rat CNS; after birth, there is a decline in PNMT-
containing structures (see Foster, 1992).
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Serotonin

Serotonin (5-HT) and serotonergic neurons are loca-
lized in the midbrain, the pineal gland, the substantia
nigra, the hypothalamus, and the raphe nuclei of the
brainstem (Fig. 7.1). The 5-HT neurons have wide-
spread projections making it possible to coordinate
complex sensory and motor patterns during various
behavioral states.

There exist a multitude of heterogeneous 5-HT
receptors, classified into seven main receptor subtypes,
5-HT1-7, with more than 15 molecularly identified 5-
HT receptor subtypes so far. The majority of the 5-HT
receptors belong to the G-protein receptor family,
except for 5-HT}; receptors, which are ligand-gated
ion channel receptors (for a review see, Hoyer et al.,
2002). 5-HT enhances motor neuron excitability.
Serotonergic tonic activity is highest during waking
and arousal and absent during active or rapid eye
movement sleep. If the gene encoding for 5-HT;p
receptors is knocked out the proportion of active
sleep is increased (Boutrel et al., 1999).

Serotonin can already be detected in the fertilized
egg and is involved in early morphogenesis of the
heart, the craniofacial epithelia, and other structures.
If embryos are cultured in the presence of serotonin
uptake inhibitors or receptor ligands, specific cranio-
facial malformations occur. Serotonergic cells in the
raphe are among the earliest to be generated in the
brain (about embryonal day [E]10-E12 in the mouse).
After their generation in the raphe, they start to pro-
ject diffusely into the spinal cord and the cortex.
Serotonergic cells appear in the fifth to twelfth gesta-
tional week in the human (Fig. 7.1). These cells send
axons to the forebrain and may be of importance in
the differentiation of neuronal progenitors (Gaspar
et al., 2003). Moreover, serotonin has been reported
to affect neuronal proliferation, differentiation, migra-
tion, and synaptogenesis, although knocking out sero-
tonin receptors or genes involved in its metabolism
did not seem to cause marked alterations in brain
histology (Gaspar et al., 2003). Excess serotonin pre-
vents the normal development of the somatosensory
cortex, which has been demonstrated in monoamine
oxidase knockout mice (Cases et al., 1996). At birth,
serotonergic-containing axons penetrate all cortical
layers, but then decline markedly after about three
weeks. Depletion of serotonin after birth seems to
have little effect on cortical development.

Maternal serotonin may be critically involved in
fetal morphogenesis (Cote et al., 2007). This was

demonstrated in a mouse line deficient in peripheral
serotonin biosynthesis by disruption of the tryptophan
hydroxylase gene (tphl). The tphl-null females were
bred with tph wild-type males. The offsprings dis-
played marked brain abnormalities. The phenotype
of the mothers and not of the embryo seemed to be
most important. These findings may have some impli-
cations with regard to autism, which may be related to
hyposerotonism during fetal life (see below).

Disturbed development of the cerebral serotonin
system has also been observed in victims of sudden
infant death syndrome (SIDS). Paterson et al. (2006)
found fewer 5-HT receptor-binding sites in regions
of the medulla involved in homeostatic functions in
SIDS victims than in controls. On the other hand,
there were a higher number of serotonin neurons in
the former group, possibly as a compensatory mecha-
nism. A recent mouse model might help explain how
altered serotonin homeostasis can be related to sudden
unexpected death in infants. Using mice with reversible
overexpression of 5-HT 4 receptors and thus excessive
serotonin autoinhibition, it was shown that altered sero-
tonin homeostasis is associated with failure to respond
to environmental changes, catastrophic autonomic dys-
regulation, and sudden death (Audero et al., 2008).

A transient uptake and storage of serotonin in
developing thalamic neurons occurs during formation
of somatosensory cortex in mouse because of the tem-
porary expression of the high-a nity serotonin trans-
porter (SERT) (Lebrand et al, 1996). This 5-HT
uptake and possibly the use of 5-HT as a “borrowed
transmitter” seem necessary for the normal develop-
ment and the fine tuning of cortical sensory maps
during their critical period of development in rodents
(Gaspar et al., 2003). Human fetuses have a similar
restricted time period of SERT expression (gestational
weeks 12-14) when thalamocortical fiber tracts
develop and fine tuning of cortical sensory maps
occurs (Verney et al., 2002). The fetal human brain,
especially cortex and hippocampus, exhibits a prenatal
peak (weeks 16-22) in the density of serotonin 5-HT o
receptors (Bar-Peled et al., 1991). Activation of the
5-HT 5 receptor is associated with increased neuro-
genesis, neural differentiation, and dendritic matura-
tion in the hippocampus. Whether 5-HT has a direct
effect on neural progenitors or an indirect effect via
the glia, which express 5-HT;, receptors and release
S-100B (an astroglial-derived growth factor) when
5-HT 4 receptors are activated, is currently not known
(Gaspar et al., 2003).

103



104

Section 1: Making of the brain

The serotonin concentration must be neither too
high nor too low during the critical period of synapto-
genesis and formation of brain connections. Miswiring
problems due to excess or inadequate activation of
specific 5-HT receptors during development may be
involved in the genesis of psychiatric disorders such
as anxiety disorders, drug addiction, and autism (for
a review, see Gaspar et al., 2003).

Autism has been suggested to be related not only to
hyposerotonism during fetal life but also to hyper-
serotonism postnatally (Chugani, 2002). Serotonin is
transiently synthesized in high levels in young chil-
dren. This overactivity declines in normal but not in
autistic children. Patients with a point mutation of
the gene encoding for monoamine oxidase has been
found to be related to antisocial behavior (Gaspar
et al., 2003). Selective serotonin reuptake inhibitors
(SSRIs) are used by 2%-4% of pregnant women, but
animal and human studies are inconclusive regarding
their eventual adverse effects on CNS development at
therapeutic doses, although high doses may cause ana-
tomical and behavioral changes (Simons et al., 2002).

Fluoxetine, the prototype SSRI, crosses the pla-
centa and enters the fetal brain. The limbic system in
particular may be affected in utero. There may be
untoward subtle effects on the fetus and the newborn.
Lower Apgar score, withdrawal symptoms, and lower
Bayley psychomotor index scores have been reported
(Lattimore et al. 2005).

Acetylcholine

Acetylcholine (ACh) is one of the major neurotrans-
mitters in the brain of importance for cortical activa-
tion, attention, memory and learning, reward, and
pain. It has a major role in the control of motor tone
and movement and probably counterbalances the
effect of dopamine (see Johnston & Silverstein, 1998;
Cooper et al., 2003). It is of major importance for the
development and control of autonomic functions. “If a
single neurotransmitter is critical for consciousness,
then it must be acetylcholine” according to Koch
(2004) (see Chapter 23).

The cholinergic neurons in the brain are organ-
ized in local circuit cells, for example in the caudate-
putamen nucleus, and in longer projection neurons
to the cortex, the basal forebrain and the mesopon-
tine tegmentum (see Semba, 1992, 2004) and Fig. 7.1.
The development of cholinergic systems has been
studied by analyzing markers such as ACh, the syn-
thesizing enzyme choline acetyltransferase (ChAT)

and acetylcholinesterase. The cholinergic innervation
of the cortex occurs later than the monoaminergic,
about E19 in the mouse and the rat and around week
20 in the human fetus. Mature levels in rodents are
not reached until after eight weeks postnatally (see
Berger-Sweeney & Hohmann, 1997). The concentra-
tions of ACh reach about 20% of the adult levels at
E15 in the whole brain of the rat and about 40% at day
P7 (Fig. 7.2). The levels of ChAT are much lower (1%
and 8%) at the corresponding ages, indicating low
firing rates of the cholinergic neurons. Conversely, the
receptors reach adult levels earlier. The cholinergic
markers appear sooner in the pons-medulla, probably
due to earlier neurogenesis in the caudal and phyloge-
netically older part of the brain (see Semba, 2004).

The classic cholinergic receptors — muscarinic and
nicotinic receptors — undergo important changes dur-
ing development (see Dwyer et al., 2008). A fetal sub-
unit of the muscarinic receptor ( -AChR) is replaced
by an adult type ( -AChR) in the muscle endplate to
increase conductance (Herlitze et al., 1996). The nic-
otinic acetylcholine receptors (nACRs) consist of five
subunits centered around a central pore. The
asPonAChR and a;nAChRs predominate in the
brain. These receptors have been detected at E12-13
in the rat brain. Increasing levels of mRNA encoding
for the subunits have also been identified during the
first trimester of human fetuses (Hellstrom-Lindahl
et al., 1998). The nicotine receptors have been shown
to be important for the proliferation and/or survival of
neuroblasts. Excessive stimulation of nicotinic recep-
tors seems to enhance neuronal cell death (see
Changeux & Edelstein, 2005).

Nicotinic acetylcholine receptors (nAChRs) may
play important roles during development and plas-
ticity. Activation of nicotinic acetylcholine recep-
tors promotes synaptic contacts and the wiring
during a critical period of postnatal development
(Maggi et al., 2003). This has been demonstrated in
the hippocampus but may also apply for other
parts of the brain. The arousal response is lower
in mice lacking the P,-subunit of the nAChRs
(Cohen et al., 2002).

Nicotinic exposure during fetal life seems to affect
B,-containing nAChRs, and explains some of the
adverse effects of maternal smoking on the offspring
(Weitzman et al., 1992). Newborn mice exposed to
nicotine in doses corresponding to the levels human
fetuses sustain during moderate maternal smoking were
found to breathe irregularly and had impaired arousal
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Fig. 7.2 Expression and arbitrary levels of receptors of amino acid transmitter versus age in (a) rat and (b) humans (10-logarithmic scale). The
degree of shading reflects relative concentration. KCC2 is a neuron-specific cotransporter of CI™ ions and is responsible for the switch of y-
aminobutyric acid (GABA) as an excitatory to an inhibitory neurotransmitter (see Fig. 7.1), N-methyl-p-aspartate (NMDA) receptors are expressed
relatively earlier than the kainate and a-amino-5-hydroxy-3-methyl-4-isoxazole propionic acid (AMPA) receptors. It is assumed that the NMDA
receptors are more involved in the wiring of the brain while the kainate and AMPA receptors are responsible for the fast traffic in the more
mature brain. Embryonic age (E) expressed in days for rats and weeks for humans, postnatal age in weeks (rats) and years (humans). (Data from
Hagberg et al, 1997; Herschkowitz et al,, 1997; Johnston & Silverstein, 1998; Rivera et al,, 1999).

responses and catecholamine biosynthesis (Cohen et al.,
2002). Remarkably similar effects were seen in trans-
genic pups lacking the ,-subunit (Cohen et al., 2005).
Thus, autonomic and catecholamine biosynthesis dis-
turbances may contribute to the many-fold increase in
risk of SIDS with maternal smoking. The development
of the dopaminergic system and increase in the risk of

attention deficit disorders in the offspring may also be
affected (Pauly & Slotkin, 2008).

Amino acid transmitters

Amino acid transmitters are the most abundant trans-
mitters in the CNS. However, they were recognized as
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neurotransmitters in the mammalian brain much
later than the monoamines and acetylcholine. This
was probably due to the fact that they are involved
in intermediate metabolism and constitute the build-
ing blocks of the proteins.

The amino acids are involved in the main nervous
processes in the brain such as sensory input, encoding
of memories, and mediating movements. In the
developing brain they seem to play an important role
in the wiring of neuronal networks and building of the
CNS cytoarchitecture (Ben-Ari et al., 1997; Wang &
Kriegstein, 2008) (Fig. 7.2).

Glutamate and aspartate

Glutamate and aspartate are the dominating excitatory
amino acids (EAA) and the primary neurotransmitter
in about half of all the synapses in the mammalian
forebrain. They constitute the major transmitters of
the pyramidal cells, the dominating neurons in the
cortex. This has been demonstrated by injection of
radioactive labeled p-[*H]glutamate into the appropri-
ate projection areas (see Cavanagh & Parnavelas,
1988). EAA pathways undergo striking developmental
changes, involving transient overshoots, especially
during critical periods as evidenced in the visual cortex
and hippocampus. EAA terminals are overproduced
during the early postnatal period, for example after
7-14 days in the rat cortex and after 1-2 years in the
human cortex, which may be related to the high gen-
eration of synapses during those periods (Bourgeois,
2002; Benitez-Diaz et al., 2003) (see Fig. 7.2).
Glutamate acts on at least five types of receptor.
The slower-acting metabotropic receptors, of which
eight subclasses are hitherto known, are expressed at
arelatively early stage. Of the ionotropic receptors, the
N-methyl-p-aspartate (NMDA) receptors dominate in
the immature brain when synaptic transmission is
weak and extremely plastic (Fig. 7.2). The NMDA
receptors permit entry of Na” and Ca®" when opened.
NMDA channels seem to be crucially involved in
the appearance of long-term potentiation (LTP) and
synaptic plasticity underlying learning and memory
storage throughout life. During critical periods of
development and synaptogenesis NMDA receptors
play an essential role in activity-dependent plasticity
and synaptic refinement (for reviews see McDonald &
Johnston, 1990; Qu et al., 2003; Wang & Kriegstein,
2008). Dark rearing or blocking the activity with
tetrodotoxin results in preservation of the NMDA recep-
tors in the visual cortex. Dark rearing also preserves

the immature form of the NMDA receptors contain-
ing the NR2B subunit, and the expression of NR2A is
delayed. This subunit switch is essential for develop-
ment of rapid synaptic transmission (Fox et al., 1999).
During maturation, the AMPA and kainate ionotropic
receptors predominate and carry most of the fast neu-
ronal tra c in the brain. NMDA receptors are more
active during early life, due to the expression of diffe-
rent receptor subunits, e.g., the more immature
NR2B receptor subunit, allowing enhanced activation
of the channel, increasing its capability to strengthen
synapses and to learn (Tang et al, 1999). Alas,
this dominant role of NMDA and increased Ca**
in ux/activation also causes the brain to be more
sensitive to excitoxicity (excessive release of gluta-
mate) caused by pre- and perinatal asphyxia (see
Chapter 17). NMDA receptor stimulation by excessive
glutamate release leads to Ca®" in ux, which may
induce subsequent neuronal apoptosis. Excess activa-
tion of NMDA and non-NMDA receptors is impli-
cated in the pathophysiology of brain injury in several
clinical disorders to which the developing brain is
susceptible, including hypoxia—ischemia and seizures
(McDonald & Johnston, 1990; Qu et al., 2003). Fetal
rats exposed to NMDA antagonists have been found
to have excessive apoptosis in the same way as the
asphyxiated perinatal brain. Ethanol is an NMDA
antagonist and excessive inhibition of NMDA recep-
tors causes apoptosis that may play an important role in
fetal alcohol syndrome - this is also discussed below
(Olney et al., 2002). Thus, either too much or too little
NMDA receptor activity can be life-threatening to
developing neurons (Lipton & Nakanishi, 1999).

y-Aminobutyric acid

GABA is the dominating neurotransmitter in the
nonpyramidal cells, as demonstrated by uptake of [*H]-
GABA and immunochemical labeling of the GABA-
synthesizing enzyme glutamic acid (GAD). Perhaps
25%-40% of all nerve terminals contain GABA. In
lower mammals, the vast majority of the GABAergic
interneurons arise in the ganglionic eminence, a sub-
cortical area, and then migrate tangentially to their
target areas in neocortex (Marin & Rubenstein, 2001).
In humans, the majority of neocortical GABAergic
neurons arise locally in the ventricular and subventric-
ular zone, while proportionally fewer GABAergic
neurons originate from the ganglionic eminence of
the ventral forebrain (Letinic et al., 2002). GABA is
regarded as the main inhibitory transmitter in the
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mature animal, but has a different and critical role
during early development.

Before synapse formation the action of GABA is
mediated through paracrine/autocrine signaling and
then through classic synaptic signaling. GABA recep-
tor function regulates embryonic and neural stem cell
proliferation and differentiation (Andang et al., 2008;
Andang & Lendahl, 2008). During early brain develop-
ment it acts as a trophic factor to in uence events
such as proliferation, migration, differentiation, syn-
apse maturation, and cell death (Owens & Kriegstein,
2002b). Moreover, GABA-induced depolarization is
necessary for proper excitatory synapse formation
and dendritic development of newborn cortical neu-
rons and provides an activity-dependent mechanism
for achieving the balance between excitation and
inhibition in the developing cortex (Wang &
Kriegstein, 2008).

GABA is also a crucial transmitter in the human
infant. When vitamin Bg was excluded from infant
formula by mistake, it resulted in a disastrous series
of deaths mainly due to GABA deficiency, which
resulted in fatal seizures (Frimpter et al, 1969).
There are two types of GABA receptor: GABA, and
GABAg. The GABA 5 receptor (GABA4-R) is an iono-
tropic receptor that gates a chloride channel. It is
a transmembrane protein built of several subunits
where, for example, benzodiazepines, barbiturates,
and ethanol can bind to specific sites and modulate
the opening properties of the chloride channel
Depending on their subunit composition, these recep-
tors exhibit distinct pharmacological and electrophy-
siological properties (Sieghart & Sperk, 2002) The
GABAg-R is coupled to a G-protein, is present in
lower levels in the CNS than the GABA, receptor,
and starts to function late in CNS development.

During early development the CI” concentration
is high in the nerve cells. When GABA opens the
CI” channels, a depolarization (i.e., excitation) occurs.
During maturation the CI” concentration decreases
which results in an opposite effect of GABA, i.e.,
CI” ions are pumped out and the cell becomes hyper-
polarized (Fig. 7.2). In this way GABA switches from
an excitatory to an inhibitory neurotransmitter
(Miles, 1999). This switch is due to the expression of
the K*/CI™ cotransporter (KCC2) - reported to be
expressed around birth in the brainstem, one week
after birth in the hippocampus and between one
and two weeks in the cortex of the rat (Miles, 1999;
Rivera et al., 1999; Blaesse et al., 2009) (Fig. 7.2).

Thus, GABA operates mainly as an excitatory trans-
mitter on immature neurons. As described above,
glutaminergic synapses initially lack functional a-amino-
5-hydroxy-3-methyl-4-isoxazole propionic acid (AMPA)
receptors and the NMDA channels are blocked by Mg**
at resting membrane potentials. GABA depolarizes
immature neurons, which may result in Ca®" in ux
by removing the Mg>* blockage of NMDA channels.
Thus, GABA, receptors play the role conferred to
AMPA receptors in the more mature CNS (Ben-Ari
et al., 1997; Onimaru et al., 1999). An increase in the
intracellular Ca®" concentration activates a wide range
of intracellular cascades and is involved in neuronal
growth and differentiation. Furthermore, GABA excita-
tion and Ca** in ux may act as triggers for plasticity
of synaptic connections and for establishing and
patterning of neural networks. GABA-stimulated up-
regulation of the expression of KCC2 may be the mech-
anism underlying this synaptic switch (Kriegstein &
Owens, 2001). This switch and expression of KCC2
can be modulated by visual experience in the retina
(Sernagor et al., 2003); thus both developmentally set
cues and sensory experience may turn on this crucial
switch from excitation to inhibition. The opposite
effect - downregulation of KCC2 expression — may
occur with traumatic brain injury and possibly asphyxia,
inducing epileptic activity due to dysfunction of
GABAergic inhibition (Rivera et al, 2002). Also the
subunit composition of GABA, and GABAg receptors
changes during postnatal development, suggesting the
existence of molecularly distinct immature and adult
forms of GABA, receptors in CNS (Fritschy et al,
1994; Zheng et al., 1994; Benke et al., 2002).

The GABA, receptors have strong a nity for
benzodiazepines. Several anxiolytic and anticonvul-
sant drugs increase the ability for GABA to open
chloride channels. In neonatal neurons, GABA cur-
rents are potentiated by barbiturates but are insensi-
tive to benzodiazepines (Cherubini et al, 1991).
Considering the fundamental role of GABA in the
different stages of cell development during embryonic,
fetal, and postnatal life, and that it has a trophic role
during early brain development, interference with the
function of GABAergic transmission during this
period may affect the development of neuronal wiring
and the plasticity of neuronal networks and also have a
profound in uence on neural organization. For a more
extensive recent review of how GABAergic drugs, such
as ethanol, anesthetics, and anticonvulsants, may affect
brain development, see Henschel et al. (2008).
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Ethanol, which is misused by some women during
pregnancy, interacts with the GABA, receptor. The
sensitive time window in rat cerebral cortex for etha-
nol exposure occurs between postnatal day (P)3 and
P10. It is worth noting that GABA during this same
period seems to have mainly depolarizing and trophic
effects on developing cortical neurons through effects
on cell proliferation and migration (Belhage et al.,
1998). In humans, the intellectual deficit produced
by abnormalities of brain growth is the most impor-
tant component of the fetal alcohol syndrome (FAS;
Kopecky & Koren, 1998). Craniofacial abnormalities
in human fetuses related to first trimester alcohol
exposure are similar to the facial defects seen in
GABA, subunit receptor knockout mice (Condie
et al., 1997). Children with FAS have often been
exposed repeatedly to ethanol in utero, but it is note-
worthy that research in infant rodents has demonstra-
ted increased apoptotic neurodegeneration following
brief exposures. Raising blood ethanol to 50 mg/dl
(a serum concentration that may be achieved easily
during social drinking) for only 30-45 minutes can be
su cient to trigger a significant neuroapoptosis dur-
ing synaptogenesis (Young & Olney, 2006).

Glycine

Glycine has both excitatory and inhibitory actions and
can be regarded as the phylogenetically older inhibi-
tory transmitter restricted to the brainstem and spinal
cord in the adult. A similar switch as regarding the
GABA 4 receptors from excitatory to inhibitory effects
seems to occur with maturation (Miles, 1999; Gallo &
Haydar, 2003). The NMDA receptor has a modulatory
site where glycine in submicromolar concentrations
increases the frequency of NMDA receptor channel
opening. Conditions that alter the extracellular con-
centration of glycine can markedly alter NMDA-
receptor-mediated responses (see Corsi et al., 1996;
Chapter 17).

The maturation of the inhibitory functions of
GABAergic and glycinergic interneurons may play
role in the disappearance of neonatal re exes such as
grasping (Fitzgerald, 1991).

Neuropeptides

More than 50 neuropeptides have been identified.
In contrast to most of the other neurotransmitters/
modulators, the neuropeptides are synthesized and
packaged in large dense-core vesicles in the cell soma
and are carried to the nerve terminals by axonal

transport at a rate of 1.5mm/h. It is obvious that
owing to this relatively slow process the neuropepti-
des cannot act as fast-switching neurotransmitters.
Rather, they have a neuromodulatory role. They are
often stored together with other neurotransmitters,
i.e., monoamines or EAA, and it is possible that they
play a role in setting of the sensitivity. Some of them are
probably of less physiological importance and occur in
the body mainly as evolutionary residues (Bowers,
1994). Still they are of great neuropharmacological
interest and their analogs or antagonists can be used
as drugs. The most well-known examples are the
opioids and naloxone.

Opioids

Besides pain perception, endogenous opioids are
involved in blood pressure and temperature regula-
tion, feeding, sexual activity, and memory storage.
Three major classes of opioid receptors, , , and «,
are currently known and have been characterized and
cloned, all with putative receptor subtypes. All are
seven-transmembrane proteins and members of the
G-protein-coupled receptor superfamily. Endogenous
opioid peptides with distinctive selectivity profiles are
the enkephalin ( ), endorphin ( ), and dynorphin («)
groups.

Neurons containing B-endorphin have long projec-
tions and primarily occur in the pituitary, whereas
those containing proenkephalin- and prodynorphin-
derived peptides generally have moderate to short
projections (Morita, 1992). B-Endorphin exists in
two main forms with different production sites and
effects on the brain. The nonacetylated form is found
in the anterior pituitary, is involved in fetal growth,
and is expressed early during fetal brain development
(E14 in the rat). The acetylated form is present in the
intermediate lobe of the pituitary and is involved in
postnatal development (Wang et al., 1992). -Receptor
binding sites are present during mid-fetal life
and have a high density in cardiorespiratory-related
brainstem nuclei, whereas the -opioid receptors
primarily appear during the postnatal period in rats
(Gaveriaux-Ruff & Kieffer, 2002).

Although opioid-binding sites progressively incre-
ase in the developing brain, the effect of opioids
appears to be dependent on the status of neuronal
maturation. In addition, many neuronal populations
exhibit transient expression of one or the other opioid
genes but the physiological role of this is not clear.
Opioid agonists inhibit mitosis and DNA synthesis in



Chapter 7: Neurotransmitters and neuromodulators

the developing brain and endogenous opioids exert
potent regulatory effects on brain development and
morphogenesis, as demonstrated by the administra-
tion of exogenous opioid agonist and antagonist dur-
ing the fetal period (Lichtensteiger, 1998). Human
neonates who have been exposed in utero to opioids
such as heroin have a smaller head circumference and
reduced body weight due to a decrease in cell number
(Kopecky & Koren, 1998).

Substance P and other tachykinins

Substance P is a primary sensory transmitter media-
ting pain sensations via the thin C fibers. Substance
P is also involved in the transmission of chemorecep-
tor and barometric input from the carotid and aortic
chemo- and baroreceptors. Immunocytochemical
studies have demonstrated that substance P appears
in the rat brainstem at a gestational age of 14 days and
reaches a maximum at a postnatal age of 21 days, and
thereafter there is a successive decrease (Sakanaka,
1992). In humans there is an increase towards birth
and then a leveling off during the first six months
(Bergstrom et al., 1984).

Substance P may play a role in neurogenesis. It
seems to counteract damage induced by neurotoxins
and accelerates regeneration of cortical catecholamine
fibers (see Sakanaka, 1992). Increased expression of
mRNA coding for pre-protachykinin A, the substance
P precursor, has been recorded in respiratory-related
nuclei in both the rabbit (Lagercrantz, 1996) and the
rat (Wickstrom et al., 1999). Increased expression of
PPT-A mRNA has also been detected in patches in the
caudate and putamen nuclei of the human newborn
brain (Brana et al., 1995). Thus, there are suggestions
that substance P is involved in the resetting and adap-
tation of the organism to extrauterine life.

Increased levels of substance P have been found in
the brainstem of infants dying of SIDS. Lower concen-
trations of substance P were detected in the brainstem
of children dying of Rett syndrome. They were also
found in reduced concentrations in the cerebrospinal

uid (Matsuishi et al., 1997).

NPY-related peptides

Neuropeptide Y is probably the most important of the
pancreatic polypeptide family in the brain. The pep-
tides in the family are peptide YY (PYY), avian pan-
creatic polypeptide (APP), and human pancreatic
polypeptide (HPP). NPY is released together with nor-
epinephrine or epinephrine (Hokfelt et al., 2003;

Ubink et al., 2003). It is a strong vasoconstrictor and
increases the sensitivity of sympathetically innervated
smooth muscle. In the brain NPY has been reported to
be anxiolytic and may play an important role in damp-
ening excitotoxicity during seizures. It also has a role
in the control of food intake. However, transgenic
mice deficient in NPY seem to develop normally and
exhibit normal food intake and body weight (Baraban
et al., 1997).

Galanin

Galanin is involved in cognition, nociception, feeding,
and sexual behavior (Bedecs et al., 1995). Of the nor-
epinephrinergic neurons in the locus ceruleus, 80%
contain galanin. Galanin hyperpolarizes these neurons
and inhibits the release of norepinephrine. It can be
detected at E19 in the rat fetus and is then upregulated
at birth, whereas the galanin receptors seem to be
downregulated (Wickstrom et al., 1999). It may possi-
bly modulate the effects of the norepinephrine surge at
birth. Furthermore, it inhibits excessive glutamate
release during perinatal asphyxia (Ubink ef al., 2003).
NPY has recently been shown to induce neuronal
precursor proliferation via Y1 receptors and also to
have a trophic effect on blood vessels in the CNS
(Hansel et al., 2001; Hokfelt et al., 2003).

Purines

Purines are not only fundamental components in the
energy turnover of all cells but they also modulate
neuronal activity through synaptic or nonsynaptic
release and interaction with specific receptors. The
purinergic receptors are divided into type 1 receptors
(P1), sensitive to adenosine and AMP, and type 2 (P2),
sensitive to ATP and ADP. The actions of purines
are related as a rapid breakdown of ATP increases
the levels of adenosine.

Purinergic mechanisms and specific receptor sub-
types have been shown to be involved in various
pathological conditions in the fetus, child, and adult
including ischemia, brain trauma, and neurodegener-
ative diseases involving neuroimmune and neuro-
in ammatory reactions, as well as in neuropsychiatric
diseases (for a recent review regarding purines, see
Burnstock, 2008).

ATP

The purine nucleotide ATP is the main source of
energy in cells, and is also stored in synaptic vesicles
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and released together with classic transmitters such as
norepinephrine and acetylcholine. The ratio between
ATP and catecholamines in chroma n granules has
been found to be higher during early life than later
suggesting that ATP is a very early phylogenetic and
ontogenetic signaling substance (O’Brien et al.,
1972). During the past decades, evidence for ATP as
a neural signaling substance has emerged by examin-
ing sites of storage, release, and hydrolysis, as well as
potential actions and targets. A variety of receptors
for extracellular ATP have been identified. Some are
involved in fast neuronal transmission and operate as
ligand-gated ion channels (P,1, x, and z). Others are
involved in the paracrine or autocrine modulation of
cell function (P,y and v)- Many receptors of this type
are coupled to phosphoinositide-specific phospholi-
pase C (Fredholm, 1997). Intracellular ATP levels
directly change the excitability of neurons by ATP-
dependent potassium channels which may hyperpo-
larize cells, thus decreasing neuronal activity when
energy resources are scarce. Moreover, the release of
ATP through unopposed gap junction channels, “con-
nexins” (Elias & Kriegstein, 2008), or “pannexins”
(Iglesias et al., 2009), as well as intercellular ATP signal-
ing are essential for the migration of neural progenitor
cells and the proper formation of the subventricular
zone. Interference with ATP signaling or abnormal
calcium uctuations in basal or intermediate neuronal
progenitors may play a significant role in a variety
of genetic and acquired cortical malformations (Liu
et al., 2008).

Adenosine

Adenosine is a constituent of all body uids, including
the extracellular space of the CNS. It has multiple
effects on organs and cells of the body. Thus, its levels
are tightly regulated by a series of enzymatic steps
(Fredholm, 1997). Adenosine can be regarded more
as a neuromodulator, in that it does not seem to be
stored in vesicles. Adenosine is produced by dephos-
phorylation of adenosine monophosphate (AMP)
by 5'-nucleotidase, an enzyme occurring in both
membrane-bound and cytosolic forms. Degradation
of intra- and extracellular ATP is the main source of
extracellular adenosine. Specific bidirectional trans-
porters maintain intra- and extracellular concentra-
tions of adenosine at similar levels. During basal
conditions adenosine levels are 30-300nM and
can rise following stimuli that cause an imbalance

between ATP synthesis and ATP breakdown. Thus,
the levels during ischemia or hypoxia can rise
100-fold (Winn et al., 1981b; Fredholm, 1997). The
extracellular concentrations of adenosine might be
higher in the fetal brain than postnatally, since fetal
PaO, can decrease below the level (30 mmHg) when
a marked increase in extracellular adenosine can
be expected (Winn et al., 1981a). Overall, adenosine
decreases oxygen consumption and has neuropro-
tective effects (Arslan et al., 1997). However, hypoxia
also induces a decrease in neonatal respiration.
Theophylline and caffeine are adenosine antagonists
that cause ventilation to increase and that decrease the
incidence of neonatal apneas when given systemically,
mainly due to the antagonistic effect of theophylline
on adenosine A; receptors in the medulla oblongata
(Herlenius & Lagercrantz, 1999). A variety of recep-
tors for extracellular ATP have been identified.
Specific adenosine receptors interact with G-proteins,
adenosine A;, expressed pre- and post-synaptically in
neurons ubiquitously, highest in hippocampus, and A;
receptors mainly interact with G(i/o) proteins. A,, and
A, receptors mainly interact with G(s) proteins. A,,
receptors are enriched in basal ganglia and are closely
associated and functionally interact with dopamine D,
receptors (Fredholm et al., 2001; Stevens et al., 2002;
Fredholm & Svenningsson, 2003). Oligodendrocyte
progenitor cells (OPCs) express functional adenosine
receptors, which are activated in response to action
potential firing. Adenosine acts as a potent neuron-
glial transmitter to inhibit OPC proliferation, stimu-
late their differentiation, and promote the formation
of myelin (Stevens et al., 2002).

The general level of neuronal activity and met-
abolic processes that support it may be unusually
high in the human cortex, and upregulation of
several genes involved in synaptic transmission is
a characteristic of the human compared with non-
human primate brain (Caceres et al., 2003). The
metabolic control of brain activity by adenosine
thus could be even more important in humans
than in other mammals. Some caution against
extensive use of adenosine receptor antagonists
such as caffeine has been recommended in preg-
nant women and preterm infants (Schmidt, 1999;
Herlenius et al., 2002). On the other hand, it has
recently been demonstrated that infants who have
been treated with caffeine show improved neonatal
outcome as compared with controls (Schmidt
et al., 2006, 2007).
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Perinatal transition
Before birth

The levels of most neurotransmitters and neuromo-
dulators increase concomitantly with synapse forma-
tion. Some of them surge during the perinatal period,
such as glutamate, catecholamines, and some neuro-
peptides, and then level off. The interesting question
is to what extent the expression of neuroactive agents
is related to the functional state of the fetus and the
newborn. On the one hand, there is an intense firing
and wiring in the fetal brain, particularly during
active sleep. The inhibitory neurotransmitter GABA
is mainly excitatory in the fetal period (see above).
Amino acid transmitters also act via NMDA recep-
tors, which are important for the wiring and plasticity
of the immature brain, although the main excitatory
fast-switching receptors (AMPA) are expressed later.
On the other hand, activities such as respiratory
movements are suppressed. The fetus seldom or
never becomes aroused or wakes up. The sympathetic
tone is low. Furthermore, the fetus is adapted to the low
oxygen level in the womb - “Mt. Everest in utero.”
If a fetus is challenged by asphyxia it is not excited
as an adult responding with a ight or fight reaction,
but rather it becomes immobilized, stops breathing,
and becomes bradycardic (see Lagercrantz, 1996).
This paralytic state of the fetus can be caused by
inhibition of the chemical neurotransmission.
Adenosine is such a neuromodulator that might be
involved in this suppression of the fetal brain. It has a
general sedative effect. Its concentration increases
during energy failure and hypoxia, and it has been
suggested that it can act as a modulator to cope with
the hypoxic situation (Berne, 1986). Adenosine A,
receptor activation depresses breathing substantially
in the fetus and the neonate by inhibiting synaptic
transmission and hyperpolarizing certain neurons
(Herlenius & Lagercrantz, 1999). PGE,, released
from the placenta, also contributes to the inhibition
of the fetus, and although the decrease of this
placental inhibitor is not crucial for establishing con-
tinuous breathing movements at birth, its removal
allows the newborn baby to be vigilant after birth
(Alvaro et al., 2004). In addition, release of PGE,
and inhibition of the brain activity at birth also
occur by hypoxia-induced activation of brain micro-
somal prostaglandin synthase-1 (mPGES-1) and sub-
sequent release of endogenous PGE, (Hofstetter et al,
2007).

Inhibition of fetal activity may also be mediated by
the maternal oxytocin released in high concentrations
during labor. Oxytocin has been found to reduce the
intracellular concentration of chloride and thus switch
the effect of GABA from an excitatory to an inhibitory
neurotransmitter (Tyzio et al., 2006).

Thus, high levels of adenosine and prostaglandins
together with the birth-related switch of GABA
into an inhibitory neurotransmitter all contribute to
allow the stressful birth to be endured without
damage to the temporarily inhibited, and thus less-
energy-consuming, brain.

Neuropeptides that might be involved in the sup-
pression of fetal activity are NPY, somatostatin, and
endogenous opioids. The levels of NPY are relatively
high in the fetal brain and decline after birth. Plasma
levels of endorphins and enkephalins are increased in
the umbilical cord at birth (Ramanathan et al., 1989;
Aurich et al., 1990).

Birth

The healthy newborn baby is aroused and awake
the first two hours after birth and starts continuous
breathing movements. Factors such as squeezing
and squashing of the fetus, increased sensory
input, and cooling are probably important. We can
hypothesize that there is a surge of excitatory neuro-
transmitters and downregulation of inhibitory ones
in the brain.

The increased neuronal activity is indicated by
the increased expression of immediate early genes
(Ringstedt et al., 1995). The arousal and vigilance
of the newborn seem to be related to activation of the
norepinephrinergic system in the brain, particularly
the locus ceruleus, from where norepinephrinergic
neurons are distributed in the whole brain (see above).
The norepinephrine turnover as indicated by the ratio
of the metabolite 3-methoxy-4-hydroxyphenylglycol
(MHPG) to norepinephrine was increased twofold
to threefold in the newborn rat (Lagercrantz, 1996).
There are indirect indications that there is also a norepi-
nephrine surge in the human brain, by the finding of
high level of plasma catecholamines after birth.

A rapid decrease of the inhibitory neuromodulator
adenosine in the brain occurs as partial pressure of
oxygen in arterial blood rapidly increases after birth,
probably contributing to the increased activity in the
newborn infant compared with the fetus. In addition, a
decreased sensitivity during the first postnatal days for
adenosine seems to contribute to the maintenance of
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continuous breathing (Herlenius & Lagercrantz, 1999;
Herlenius et al., 2002).

Prenatal and perinatal programming

The concept of fetal and neonatal programming dis-
covered by Barker (Sayer et al., 1997) also applies to
the ontogeny of neurotransmitters and neuromodula-
tors, i.e., an early stimulus or insult at a critical period
can result in long-term changes in the structure and
the function of the organism (see Chapter 22). For
example, it can be postulated that prenatal or perinatal
stress can disturb the timetable of the expression of
neurotransmitters and neuromodulators and their
receptors. Disruption of the normal timing or inten-
sity of neurotransmitter signaling can lead to per-
manent changes in proliferation, differentiation, and
growth of their target cells during critical phases of
development of the nervous system, thereby possibly
providing the underlying mechanisms for neurobeha-
vioral or neurophysiological abnormalities associated
with developmental exposure to neuroactive drugs and
environmental toxins.

Hydrocortisone given to neonatal rats has been
found to enhance the maturation of the monoaminer-
gic systems in the brain (Kurosawa et al, 1980).
Administration of extra glucocorticosteroids to the
rat fetus induces alterations of dopamine receptor
responses, which affects the spontaneous motor con-
trol both in short- and long-term perspectives (Diaz
et al., 1997). Chronic high endogenous corticosteroid
levels can be induced by stress to the mother before
birth, or to the child after birth. Exogenous cortico-
steroids are also administered by physicians to the
growing infant (and brain) in the management of a
wide spectrum of pre- and postnatal conditions. The
long-term effects of corticosteroids on the developing
human CNS as well as the long-lasting effects are
not well known. However, corticosteroids have been
shown to have deleterious effects on the developing
brain and behavior in several animals including pri-
mates, i.e., inhibition of neural stem cells, neurogene-
sis, and migration leading to irreversible decrease in brain
weight (Edwards & Burnham, 2001; Matthews, 2001).

Chronic prenatal hypoxia alters the monoamine
turnover in the locus ceruleus and nucleus tractus
solitarius in the adolescent rat (Peyronnet et al.,
2002). This was related to disturbed control of respi-
ratory behavior. Human handling of newborn rats for
15 minutes during the first weeks of life affects ascen-
ding serotonergic projections into the hippocampus

and causes a long-lasting increase in glucocorticoid
receptors (Sapolsky, 1997).

There are also clinical studies indicating that pre-
natal stress is associated with attention deficit disor-
ders in children (Weinstock, 1997). Birth insult and
stress alter dopamine transporter binding in rat, pos-
sibly also leading to hyper-locomotion (El-Khodor &
Boksa, 2002). People with schizophrenia seem to have
experienced more pregnancy and birth complications
than their healthy siblings (Stefan & Murray, 1997).
For example mothers of schizophrenic patients more
often had severe infections during pregnancy, possible
affecting cytokines (such as IL1p, IL6, and TNFa) and
indirectly the development of monoaminergic circuits
in the fetal brain (Gilmore & Jarskog, 1997; Jarskog
et al., 1997; Meyer & Feldon, 2009).
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Historic box 4

Historic box 4 Soups and sparks: on the history of nervous communication
Hugo Lagercrantz

In 1877, the German physiologist Emil Du Bois-Reymond wrote that there were only two ways a nerve can cause
muscle contraction, either by a chemical substance or electrically. This was the beginning of a longlasting debate on
chemical versus electrical neurotransmission — “The war of the soups and the sparks” (Valenstein, 2005).

Thomas Elliott is usually credited with the discovery of chemical neurotransmission. As a student he hypothesized
that sympathetic nerves secrete adrenaline (epinephrine) when innervating visceral organs (1905). Charles
Sherrington coined the term synapse (1897) based on Ramon y Cajal’s neuron theory. He used the Greek word
synapse meaning “to clasp” to refer to the junction point between neurons. Sherrington was an electrophysiologist
favoring the electrical theory. John Eccles was his prominent pupil and originally the strongest opponent of chemical
transmission. Henry Dale, who discovered the bradycardic effects of acetylcholine, became the leader of the “soup
team.”

Otto Loewi did the crucial experiment demonstrating chemical neurotransmission in 1920 in Graz, Austria.
According to Loewi, the idea came up in a dream one night. However, he forgot the dream but it came back the
following night. He immediately woke up and scribbled down the dream and went to the laboratory and performed
the experiment. By transferring the fluid of a stimulated heart preparation from a frog onto another isolated frog
heart, he found that the second heart’s rate slowed down when it was perfused with the fluid from the first heart. This
demonstrated that a chemical had been released from the nerve endings of the vagus - "vagusstoff,” which was
found to be identical with acetylcholine.

However, it took a long time before John Eccles and other electrophysiologists accepted the idea of chemical
transmission. Eccles argued vigorously in stand-up fights against Henry Dale at the Physiological Society. It is said that
Eccles changed his mind first when one of his collaborators in Sydney cut his lawn with an electric lawnmower.
Unfortunately, the young guest scientist (Bernard Katz) succeeded in cutting the electric wire to the lawnmower,
which is why Eccles decided to buy a lawnmower based on chemical transmission, i.e., a petrol-driven one.
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Neuronal—glial interaction in
nutrition and amino-acid-mediated
neurotransmission

Nutrition

The main substrate for brain energy metabolism is
glucose, and in the adult human brain the glucose
consumption, termed cerebral metabolic rate for glu-
cose (CMRgluc), is around 20 pmol/h per g wet weight
(Sokoloft, 1960). Alternative substrates may, however,
be used and in this regard ketone bodies may have an
important role particularly in the infant brain. The
unique anatomical location of astrocytes, that is with
their end-feet closely apposed to the capillaries
(Fig. 8.1), has led to the proposal (Pellerin &
Magistretti, 1994; Magistretti & Pellerin, 1996) that
astrocytes may be the major site for uptake of glucose
in the brain. As glucose will be rapidly converted into
glucose 6-phosphate, which cannot cross the cell
membrane, it is likely that metabolism of glucose
proceeds to form lactate, which may subsequently be
transferred from the astrocytes to the neurons via the
monocarboxylic acid transporters present in the mem-
branes of both types of brain cell (Fig. 8.1) and possibly
most prevalent in neurons (Pellerin et al., 1998). The
lactate concentration is augmented in the brain
subsequent to stimulation; however, evidence for a
subsequent net oxidation in the adjacent neurons is
lacking (Hertz et al., 2007). Interestingly, as determined
by microdialysis, astrocytes and neurons oxidize 50%
each of the interstitial lactate in freely moving rats
(Zielke et al., 2007). In this context, it should be men-
tioned that stimulation of glutamatergic activity in
cultured neurons seems to evoke metabolism of
glucose to a larger extent than that of lactate (Bak
et al, 2006). The possibility that neurons can

utilize lactate as an energy substrate is important
under conditions of short-lasting failures in the glu-
cose supply, as this allows the use of astrocytic glyco-
gen stores as an emergency fuel source in neurons.
This is based on mobilization of glycogen by conver-
sion to glucose 1-phosphate that, via glycolysis, is
metabolized to lactate, which is subsequently trans-
ferred to neurons. It has been demonstrated that stim-
ulation of glycogen metabolism in astrocytes by
activation of P-epinephrinergic receptors leads to pro-
duction and release of lactate (Dringen et al., 1993).
These aspects are illustrated in Fig. 8.1, which sche-
matically shows the metabolic interactions between
neurons and astrocytes with regard to exchange and
transfer of metabolites. The role of glycogen in relation
to the maintenance of neurotransmission processes is
currently being investigated. Such studies have been
facilitated by the availability of specific inhibitors
of glycogen phosphorylase, the enzyme responsible
for production of glucose 1-phosphate (see above).
Several studies have provided evidence for an active
role of glycogen in this context and this is often
referred to as the glycogen shunt, i.e., flux of glucose
through glycogen prior to entering the glycolytic path-
way as shown in Fig. 8.1 (Shulman et al., 2001;
Brown et al., 2005; Sickmann et al., 2005; Dienel
et al., 2007).

Amino acid transmission

Neurotransmission mediated by the excitatory trans-
mitter glutamate and the inhibitory neurotransmitter
y-aminobutyrate (GABA) obviously requires release
of these amino acids from the nerve endings
(Fig. 8.1). The loss of glutamate and GABA from
glutamatergic and GABAergic neurons, respectively,
is, to some extent, compensated for by reuptake of
these amino acids (Schousboe, 1981; Hertz &

The Newborn Brain: Neuroscience and Clinical Applications, 2nd edn., eds. Hugo Lagercrantz, M. A. Hanson, Laura R. Ment, and
Donald M. Peebles. Published by Cambridge University Press. © Cambridge University Press 2010.
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Fig. 8.1 Schematic representation of a microenvironment in the brain consisting of a capillary, an astrocyte, and a glutamatergic and a
GABAergic neuron. Release and uptake processes for the neurotransmitter amino acids glutamate (GLU) and GABA are indicated by bold arrows,
the size of which semi-quantitatively reflects the corresponding activities. The membrane transporters for glutamate are named EAAC1
(neuronal) and GLT-1/GLAST (astrocytes) and those for GABA are called GAT. The lactate transporters are named MCT. It should be noted that
succinate produced from GABA feeds into the tricarboxylic acid (TCA) cycle. Enzymes are abbreviated as follows: GDH, glutamate
dehydrogenase; PAG, phosphate activated glutaminase; AAT, aspartate aminotransferase; GS, glutamine synthetase; GAD, glutamate
decarboxylase; GABA-T, GABA-transaminase; ME, malic enzyme; PC, pyruvate carboxylase; LDH, lactate dehydrogenase. Metabolites are
abbreviated as follows: LAC, lactate; PYR, pyruvate; OAA, oxaloacetate; a-KG, a-ketoglutarate; SUC, succinate, GLN, glutamine

Schousboe, 1987; Schousboe et al., 1988). However, for
both amino acids there will be a net loss from the
neurons, a loss which is most pronounced in the case
of glutamate. This requires compensatory mecha-
nisms allowing the neurons to perform de novo syn-
thesis of the amino acids. It was originally proposed
that glutamine, which is synthesized exclusively in
astrocytes by glutamine synthetase (Norenberg &
Martinez-Hernandez, 1979), could function as a sub-
strate for biosynthesis of the amino acids thus stoi-
chiometrically compensating for the loss of glutamate
and GABA (see Westergaard et al., 1995). On the basis
of subsequent demonstration that glutamate metabolism

in astrocytes proceeds to glutamine and also to a
large extent involves oxidative metabolism to carbon
dioxide and/or lactate (Yu et al., 1982; Sonnewald
et al., 1993, 1997; McKenna et al., 1996), it is unlikely
that the transfer of glutamine from astrocytes to neu-
rons can occur in a stoichiometric manner, as dis-
cussed in detail by Westergaard et al. (1995). The fact
that neurons lack not only glutamine synthetase (see
above) but also the main anaplerotic enzyme in the
brain, pyruvate carboxylase (Yu et al., 1983; Shank
et al, 1985; Cesar & Hamprecht, 1995), makes it
essential that tricarboxylic acid (TCA) cycle constitu-
ents can be replenished in neurons by transfer from
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astrocytes. As discussed by Westergaard and colleagues
(1995), such compensatory transfer does occur to some
extent. It thus appears that glutamine, together with
TCA cycle constituents, represents the main source of
precursors for biosynthesis of glutamate and GABA in
neurons. It should be emphasized, however, that in
quantitative terms the flux of glutamine between astro-
glia and neurons is more important than transfer of
TCA cycle constituents (Westergaard et al., 1995). It
may also be noted that recently it was demonstrated that
presynaptic uptake of glutamate into glutamatergic
neurons plays a role in the maintenance of the trans-
mitter pool (Waagepetersen et al., 2005).

Developmental aspects of glial
cell biochemistry

Enzymes

One of the important functions of astrocytes is to
supply the metabolically handicapped neurons with
energy substrates as well as precursors for synthesis
of neuroactive amino acids (see Hertz et al., 1992).
This means that astrocytes during the developmental
period of the brain acquire high levels of activities of
key enzymes such as lactate dehydrogenase, pyruvate
carboxylase, malic enzyme, glutamate dehydrogenase,
aspartate aminotransferase, glutamine synthetase, and
GABA-transaminase (Schousboe et al., 1977a, b; Hertz
et al., 1978; Yu et al., 1983; Kurz et al., 1993), and the
astrocyte-specific enzymes pyruvate carboxylase and
glutamine synthetase exhibit almost identical develop-
mental profiles in the brain in vivo in mice and in
mouse neonatal astrocytes in culture (Hertz et al.,
1978; Yu et al., 1983). It should, however, be noted
that studies of the activity of glutamine synthetase in
the intact tissue or neuronal-astrocytic co-cultures
indicate that the functional activity is influenced by
neuronal factors (Wu et al., 1988).

One of the most important functions of the astro-
cytes surrounding glutamatergic nerve terminals is to
keep the concentration of glutamate in the synaptic
cleft at a level below that which may induce excitotoxic
damage to neurons (see Choi, 1988; Schousboe &
Frandsen, 1995; Schousboe & Waagepetersen, 2005). It
would therefore be expected that the enzymatic machi-
nery for glutamate metabolism is present in astrocytes at
a high expression level. As mentioned above, this is the
case for glutamine synthetase, which is only expressed in
astrocytes. From studies on the activities of glutamate
dehydrogenase (GDH) in neurons and astrocytes and

from immunocytochemical labeling of the enzyme in
brain slices (Schousboe et al., 1977b; Drejer et al., 1985;
Larsson et al., 1985; Rothe et al.,, 1994), it is clear that
this enzyme is expressed in astrocytes at a high level.
Functional studies in intact astrocytes have shown that
GDH primarily catalyzes oxidative deamination of glu-
tamate, a process that appears to be very important for
metabolic degradation of glutamate to a-ketoglutarate,
which can subsequently be oxidized in the TCA cycle
(see Sonnewald et al, 1997). Alternatively, glutamate
could be transaminated to a-ketoglutarate via aspartate
aminotransferase which also has high activity in astro-
cytes. It appears, however, that this enzyme preferentially
catalyzes production of glutamate from a-ketoglutarate
(Westergaard et al., 1996). It should be noted that oxi-
dation of glutamate in the TCA cycle leads to production
of lactate, a process that probably involves malic enzyme
(Sonnewald et al., 1993). This lactate will subsequently be
available for neurons that can utilize lactate as a supple-
mentary energy substrate (Magistretti & Pellerin, 1996;
Waagepetersen et al., 1998a, b).

It has been shown by nuclear magnetic resonance
(NMR) analysis that metabolism of [U-13C] glutamate
in astrocytes via GDH is particularly pronounced at high
extracellular glutamate concentrations (McKenna ef al.,
1996; Sonnewald et al., 1997). This may be explained by
the fact that GDH is allosterically activated by adenosine
diphosphate (ADP) (McCarthy & Tipton, 1983), the
concentration of which is likely to increase when gluta-
mate uptake is intense. This is because it is a process
requiring energy in the form of adenosine triphosphate
(ATP), which is converted to ADP.

In addition to being able to metabolize glutamate,
astrocytes are equipped to metabolize the inhibitory
neurotransmitter ~GABA, because the GABA-
metabolizing enzyme GABA-transaminase is present in
astrocytes at high activity (Schousboe et al., 1977a). The
carbon skeleton of GABA subsequently enters the TCA
cycle in the form of succinate (Fig. 8.1). GABA, which is
metabolized in astrocytes or in neurons, is lost from the
neurotransmitter pool, and this appears to be important
for optimal function of inhibitory neurotransmission.
Thus, drugs that block GABA metabolism, e.g., vigaba-
trin and valproate, act as anticonvulsants by increasing
the availability of GABA in the neurotransmitter pool
(Schousboe, 1990; Waagepetersen et al., 1999).

Glutamate transporters

Glutamate is the major excitatory neurotransmitter in
the central nervous system (CNS), acting on a variety
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of receptors coupled to ion channels or G-proteins and
second messenger systems (Schoepp & Conn, 1993;
Lodge, 1997). The extracellular concentration of glu-
tamate is kept at a very low level by the highly efficient
glutamate transporters in the membranes of neurons
and glial cells (Nicholls & Attwell, 1990). From studies
of glutamate transport in neural cellular and subcellu-
lar preparations, it has become clear that glutamate
uptake into glial elements acts as the quantitatively
most important mechanism for removal of glutamate
from the extracellular space as indicated in Fig. 8.1
(Hertz, 1979; Schousboe, 1981; Lehre & Danbolt,
1998). The recent cloning of a series of glutamate
transporters from the CNS and subsequent studies of
their cellular localization have confirmed this notion
(Danbolt, 1994; Gegelashvili & Schousboe, 1997;
Danbolt, 2001).

Uptake of glutamate increases as a function of
postnatal development in the brain (Schousboe et al.,
1976), and in astrocytes in culture the capacity for
glutamate uptake is dependent on the stage of matura-
tion and differentiation of the cells (Hertz et al., 1978;
Gegelashvili & Schousboe, 1997). This is in all likeli-
hood related to the fact that a variety of environ-
mental cues such as factors released from neurons
are known to enhance expression of glutamate trans-
porters in astrocytes (Drejer et al., 1983; Gegelashvili
et al., 1996, 1997; Gegelashvili & Schousboe, 1997).
This probably explains the observation that destruc-
tion of glutamatergic neuronal pathways leads to a
reduction of glutamate uptake in the brain areas in
question (Levy et al., 1995).

Since glutamate uptake requires an intact sodium
gradient and membrane potential in order to function
optimally (Nicholls & Attwell, 1990), it is clear that
conditions such as energy failure will affect the ability
of cells to maintain the very high intra/extracellular
glutamate gradient present under physiological con-
ditions. This failure of glutamate uptake will reverse
the direction of the carriers resulting in the marked
increase in the extracellular glutamate concentration
seen during ischemia (Benveniste et al., 1984; Levy
et al., 1998). This is a major contributing factor in
the neuronal degeneration associated with ischemia
because glutamate acts as a very potent neurotoxin
(Schousboe & Frandsen, 1995; Schousboe &
Waagepetersen, 2005). In relation to this, it should
be noted that other neurodegenerative disorders such
as amyotrophic lateral sclerosis (ALS) have been asso-
ciated with a reduction in the expression of GLT-1, the

most important glial glutamate transporter (Rothstein
et al., 1992, 1993). As pointed out above, failures in
glutamate metabolism may also have important roles
in this context (Plaitakis, 1990).

GABA transporters

GABA, which is produced from glutamate by de-
carboxylation catalyzed by glutamate decarboxylase
(Schousboe, 1981; Waagepetersen et al., 1999), acts as
the major inhibitory neurotransmitter in the CNS
(Roberts, 1991). Its inactivation as a transmitter is
mediated by high-affinity transporters residing in
GABAergic neurons and surrounding astrocytes
(Schousboe, 1981). Contrary to glutamate, the highest
capacity for GABA uptake appears to be associated
with GABAergic nerve endings (Hertz & Schousboe,
1987). This may be compatible with the view that
GABA neurotransmission to a large extent is based on
reutilization of released transmitter GABA (Fig. 8.1).
Thus, in GABAergic neurons, exogenously supplied
GABA is accumulated into the vesicular neurotransmit-
ter pool (Gram et al., 1988; Schousboe, 1990).
High-affinity GABA transport is also expressed in
astrocytes (Schousboe et al., 1977a) although, as men-
tioned above, the capacity for uptake seems lower than
that present in GABAergic neurons (Hertz &
Schousboe, 1987). Like GABA uptake in the brain,
the astrocytic uptake process is developmentally regu-
lated, being increased in the course of postnatal devel-
opment (Schousboe, 1981). Like most other uptake
systems for amino acids, GABA uptake is Na* depend-
ent, which makes the uptake electrogenic and thus
dependent on the membrane potential (Martin, 1976;
Schousboe, 1981). In this context, it is of functional
importance that, in astrocytes, the coupling ratio
between Na" and GABA (Na': GABA ratio) increases
as a function of development (Larsson & Schousboe,
1981), a property that is shared by the neuronal GABA
uptake (Larsson et al., 1983). As a consequence of this,
the efficiency of GABA uptake increases in the brain
during postnatal development. This may be of impor-
tance in the light of the fact that GABA appears to have
an important role as a neurodifferentiating factor dur-
ing early development (Meier et al., 1991). In order for
GABA to fulfill this function, the extracellular concen-
tration needs to be kept at a relatively high level com-
pared with that seen in the adult brain, a condition that
would be incompatible with a highly efficient uptake
system, since GABA synthesis and release are limited
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during the early developmental period (Waagepetersen
et al, 1999).

Also of interest is that astroglial GABA uptake may
be influenced by neuronal stimuli. This was originally
demonstrated in cultured cerebellar astrocytes where
the expression of GABA transporters could be
enhanced by conditioned media taken from cultured
neurons (Drejer et al., 1983). It was subsequently
shown that the active component in these media is a
glycoprotein with a molecular weight of approxi-
mately 30kDa (Nissen et al., 1992). Although the
mechanism of action of this protein, termed
GABACIP, has not been fully characterized, it is clear
that it acts via stimulation of de novo synthesis of
GABA carriers in astrocytes. In the light of the recent
cloning of four different mouse brain GABA carriers
(GAT1-4), which exhibit different pharmacological
and functional characteristics (Borden, 1996; Bolvig
et al., 1999; Clausen et al., 2006; Madsen et al., 2008),
it would be of interest to study the action of this
neuronal factor on expression of these transporters
in astrocytes. This may be particularly relevant since
it has been recently shown that the GABA transporter
GAT2, which is also known as the betaine transporter
(BGT-1), plays a prominent role together with GAT1
in the control of seizure or epilepsy-like activity
(Schousboe et al., 2004; White et al., 2005; Clausen
et al., 2006).

Concluding remarks

Since 1980 the understanding of the functional impor-
tance of astrocytes in the brain has changed from that
of a static role as a mechanical support for neurons to
that of a highly dynamic one where a constant inter-
play between neurons and astrocytes exchanging
metabolites and neurotransmitters appears to be a
prerequisite for normal brain function. The present
chapter has concentrated on a discussion of nutritional
and amino acid homeostatic functions of astrocytes. It
should be emphasized, however, that astrocytes are
involved in many other basic brain functions, such as
ion homeostasis, cell volume regulation, and regulation
of monoamine neurotransmission (Kettenmann &
Ransom, 1995). Astrocytes therefore need to be con-
sidered as very active participants in essentially all
brain functions, and it should be noted that they
express a large repertoire of neurotransmitter recep-
tors, which allows constant monitoring of neuronal
activity (Kettenmann & Ransom, 1995). Proper devel-
opment of astrocytes during embryogenesis and the

neonatal period therefore is of utmost importance for
proper function of the CNS in adulthood. It may be
important for better understanding of astrocytic func-
tion in the brain that it has recently been possible to
delineate the enzymatic and metabolic machinery in a
transcriptomic analysis of acutely isolated protoplas-
mic astrocytes from mouse brain (Lovatt et al., 2007).
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Chapter

Introduction

The somatosensory system deals with information from
a variety of sensory receptors located in the skin,
muscles, joints, and other deeper tissues. It enables us
to experience touch, pain, warmth, and cold, and to
sense the position and movements of our body.
Understanding how this system develops structurally
and functionally during embryonic and fetal life pro-
vides an insight into how the fetus and newborn infant
develops the capacity to receive and experience sensa-
tions arising from noxious, tactile, thermal, or mechan-
ical stimuli. Although it will be di cult to determine,
unequivocally, when the fetus is first aware of its sur-
roundings and conscious of perceiving these stimuli, we
can at least define when the minimum structural and
functional apparatus necessary to do so is present.

In this chapter we will first describe the structure of
the main pathways that transmit tactile, thermal, noci-
ceptive, and proprioceptive information from the
periphery to the cerebral cortex via synaptic connec-
tions in the spinal cord or brainstem. We will then
describe the structural, neurochemical, and functional
development of the somatosensory system and the
development of descending pathways from the brain-
stem which modify this activity. We will speculate on
whether activity in the fetal somatosensory pathways is
a necessary requirement for the appropriate develop-
ment of these pathways as it appears to be for the visual
system (Goodman & Shatz, 1993; Penn & Shatz, 1999).
Clearly, very little experimentation can be performed
on the human fetus, and laboratory animals are there-
fore used to answer these questions. We will draw on
data mainly from the fetal rat (gestation ~21.5 days)
and fetal sheep (gestation 21 weeks). A considerable
proportion of the development of the central nervous
system (CNS) in sheep occurs in utero as it does in the
human, making sheep a particularly useful animal
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model for the human fetus. Where available, data
from humans are also included.

Somatosensory receptors
and pathways

Information from receptors in the body reaches the
cerebral cortex via two main ascending systems:
the dorsal column-medial lemniscal system and the
spinothalamic or anterolateral system. The principal
anatomical features of these systems are outlined in
Fig. 9.1. The receptors that feed into the dorsal
column-medial lemniscal system are encapsulated,
low-threshold, cutaneous mechanoreceptors and
muscle spindle and tendon organ receptors. Low-
threshold mechanoreceptors - specifically Meissner’s,
Merkel’s, Ru ni’s, and Pacinian receptors - in gla-
brous or smooth skin are innervated by large myeli-
nated fibers of the AP group in the peripheral nerve.
Each nerve ending responds to gentle mechanical
stimulation of an area of skin that forms the receptive
field. Afferents from Merkel’s and Ru ni’s endings
have a static response — actions potentials are elicited
as long as deformation of the receptive field is main-
tained. Ru ni’s endings are particularly sensitive to
lateral stretch of the skin. Fibers from Merkel’s end-
ings are known as slowly adapting type 1 fibers; those
from Ru ni’s endings as slowly adapting type 2 fibers.
Afferents from Meissner’s and Pacinian endings
(which are encapsulated and have a lamellar, or lay-
ered, structure) have a dynamic response - action
potentials are elicited only when deformation of
the receptive field is changing. Meissner’s afferents
(rapidly adapting type 1) respond preferentially to
stimuli that are changing relatively slowly while
Pacinian afferents (rapidly adapting type 2) are most
sensitive to rapidly changing stimuli. In hairy skin,
there are two further classes of afferents, both of

The Newborn Brain: Neuroscience and Clinical Applications, 2nd edn., eds. Hugo Lagercrantz, M. A. Hanson, Laura R. Ment, and
Donald M. Peebles. Published by Cambridge University Press. © Cambridge University Press 2010.
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Fig. 9.1 The main somatosensory pathways from the body.

Left: Dorsal column-medial lemniscal systems. Large-diameter myelinated fibers are connected with cutaneous mechanoreceptors, and
muscle spindle and tendon organ receptors provide collaterals or branches that ascend in the dorsal columns of the spinal cord and
synapse in the dorsal column nuclei in the medulla - the gracile nucleus for the lower limbs and lower body and the cuneate nucleus for the
upper limbs and upper body. From here, the input is transmitted via the medial lemniscus to the contralateral thalamus (ventral posterior lateral
nucleus). This input system terminates in the primary somatosensory cortex and is responsible for discriminative tactile sensation, kinesthesia,
and probably also for a sense of muscle tension. Although proprioceptive input from the upper limbs travels in the cuneate fasciculus to the
cuneate nucleus, information from muscle spindles and Golgi tendon organs in hindlimb muscles follows a different route to the brainstem.
Second-order fibers ascend in the dorsal spinocerebellar tract in the dorsolateral funiculus of the spinal cord. Tract fibers provide branches to
nucleus Z in the medulla which then sends a projection to the contralateral medial lemniscus. This unusual route may help to explain why joint
position sense from the lower limb may be present after dorsal column lesions.

Right: Anterolateral or spinothalamic systems. Unmyelinated and small-diameter myelinated fibers connected with nociceptors,
thermoreceptors, and unencapsulated tactile receptors project into the dorsal horn. The C-fiber afferents terminate in layer Il (substantia
gelatinosa) of the dorsal horn of the spinal cord (see Willis & Coggeshall, 2004),and A fibers in layers I and V (see Willis & Coggeshall, 2004). Large,
myelinated cutaneous afferents innervating low-threshold mechanoreceptors project to layers IlI-V (see Willis & Coggeshall, 2004).

Axons arising from layers |, I, and V project directly to the thalamus (ventral posterior, ventromedial pars oralis, posterior, and intralaminar nuclei)
via the contralateral spinothalamic tract. Recipient thalamic cells project to the primary somatosensory cortex, the limbic cortex, and the insula. A
small number of touch and position sense fibers also travel in the spinothalamic system.

which have large receptive fields and both of which are
rapidly adapting. All of these cutaneous fibers provide
information that is experienced consciously as ex-
quisitely subtle qualities associated with touch and
texture.

Muscle spindles provide precise signals about the
lengths of muscles and the velocities of stretch and
hence about the position and movement of attached

muscles. Spindles are composed of specialized muscle
fibers, the intrafusal fibers, enclosed in a uid-filled,
fusiform, fibrous capsule. Motor nerve fibers ( effer-
ent fibers) innervate the intrafusal fibers and adjust
their lengths according to the state of stretch of the
muscle. This is detected by the primary (Aa) afferent
fibers, which make spiral terminations around the
intrafusal fibers. Golgi tendon organs are encapsulated
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nerve endings located at the musclo-tendinous junc-
tions, and signal tension within the muscle, which may
translate to the force of muscle contraction (if the
muscle is shortening) or to load on the limbs. There
are receptors in joint capsules that signal joint angle,
but they are relatively sparse and may respond only at
extremes of joint angle.

The large-diameter myelinated nerve fibers con-
nected with the above-mentioned receptors provide
collaterals or branches that ascend in the dorsal col-
umns of the spinal cord and synapse in the dorsal
column nuclei in the medulla. From these nuclei, fibers
project via the medial lemniscus to the contralateral
thalamus and then to the somatosensory cortex
(Fig. 9.1); the spinothalamic (or anterolateral) system
mediates pain and thermal sensations and some light
touch (Fig. 9.1). The receptor input originates from
nociceptors, thermoreceptors, and unencapsulated tac-
tile receptors. Thermal sensation is transduced by the
temperature-sensitive members of the TRP superfamily
(for a review, see Huang et al., 2006); TRPV1-4, TRPA1
and TRPMS8 receptors have all been reported to be
activated over specific temperature ranges, and are
located on the endings of small- to medium-diameter
fibers. TRPV1-4 receptors respond to an increase in
temperature, whereas TRPA1 and TRPMS receptors
respond to cooling. There are three classes of nocicep-
tors: mechanical nociceptors innervated by A9 fibers,
mechanothermal nociceptors innervated by A8 and
C fibers, and polymodal nociceptors innervated by
C fibers. The thermoreceptors and nociceptors are pre-
sumed to be free nerve endings.

The afferent nerve fibers of these receptors make
synapses on neurons within the dorsal horn of the
spinal cord, and the axons of these neurons project
to the thalamus via the contralateral spinothalamic
tract. Thalamic cells then convey the information to
the somatosensory cortex, the limbic cortex, and the
insular cortex (Fig. 9.1). The distinction between the
two pathways is important clinically as they cross
the nervous system at different levels (see Fig. 9.1).
Sensation from the face is subserved by comparable
trigeminal systems: fibers relaying discriminative
touch and kinesthesia synapse in the trigeminal prin-
cipal and mesencephalic nuclei, which then project to
the thalamus via the medial lemniscus. Nociceptive
and thermoreceptive afferents from the face connect
with the spinal nucleus of the trigeminal, which
sends crossed axons directly to the thalamus in the
trigeminothalamic tract.

Development of cutaneous receptors
and their afferent fibers

Functional receptor-afferent fiber units capable of
transducing nociceptive, thermal, and mechanical
stimuli into propagated impulses represent an essen-
tial first stage for somatic sensation. In this section we
will describe the structural, neurochemical, and func-
tional development of the receptors and their afferent
projections to the spinal cord.

Structural development

Sensory neurons in the trigeminal and dorsal root
ganglia (DRG) are largely derived from a distinct
group of cells called the neural crest. The neural crest
is a transient structure that arises from the dorsolateral
edge of the neural plate just before neural tube closure.
The neural tube gives rise to all the cells of the CNS
(except for microglia, which are monocytes of bone
marrow origin). Neural crest cells migrate widely in
the body to appropriate locations to form cranial and
spinal ganglia. In the rat, DRG and trigeminal gan-
glion cells are born over the embryonic (E) period
from days 11 to 14 and in humans by about the fourth
week of gestational age; these data are not known for
sheep. The birth of sensory neurons and growth of
their fibers to appropriate peripheral or central targets
proceeds in a rostrocaudal direction with events in the
lumbar cord lagging behind those in the cervical
region; the lag is approximately 20 hours in rodents.
Different subpopulations of DRG neurons are speci-
alized for different perceptual modalities. Each func-
tional type has specific molecular characteristics,
contains unique sets of ion channels and responds to
specific stimuli (for a review, see Marmigére &
Ernfors, 2007).

Neurons are produced in excess, and their number
is reduced by a process of programmed cell death that
coincides with the time at which their axons reach the
target tissue. Neurotrophins play a critical role in the
survival of different subpopulations of neurons in
the dorsal root ganglia, for example: trunk DRG noci-
ceptive neurons require nerve growth factor (NGF)
and its receptor TrkA for survival; neurons involved
in limb proprioception require NT3 and its receptor
Trk C slowly adapting AP fibers innervating Merkel’s
cells; and fibers innervating hair follicles depend on
neurotrophin 3 (NT3). Furthermore, approximately
30% of DRG neurons are lost postnatally in mutant
mice lacking brain-derived neurotrophic factor
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(BDNF); BDNF-dependent neurons probably include
large mechanoreceptive neurons (for a review, see
Marmigere & Ernfors, 2007). It has been hypothesized
that targets for developing neurons produce limiting
amounts of these survival molecules so that, on inner-
vation, only those neurons successful in obtaining a
certain amount of a particular trophic factor manage
to survive. As DRG cells mature they lose their
requirement for target-derived trophic support and
appear to be sustained by autocrine or paracrine
modes of delivery of growth factors, including BDNF
(Acheson et al., 1995).

Axons appear to grow directly to their targets in
the periphery without sprouting and are possibly
directed by chemotropic factors. Innervation of the
skin of the hindlimb in sheep occurs by about mid-
gestation (Rees et al., 1994a) coinciding with innerva-
tion of muscle fibers (Rees et al., 1994b). At this age
fibers have penetrated as far as the lower dermis and
appear to be using blood vessels for axonal guidance.
Large macrophage-like granular cells are associated
with developing axons in both sheep (Rees et al.,
1994a) and humans (Hogg, 1941). It has been shown
that macrophages from embryonic rat brain release
NGF in vitro when appropriately stimulated (Mallat
et al., 1989). It is possible therefore that these macro-
phages also play a neurotropic role in skin innervation.
Fibers can be seen penetrating the epidermis at 101
days (about 0.68 gestation) with more extensive
branching at 110 days. In the rat, facial innervation
begins on day E13 and hindlimb innervation takes
place over E15-E19. In humans, cutaneous innerva-
tion of the face, shoulder, axilla, and thigh has
begun at eight weeks of gestation. In both rats and
humans, cutaneous nerve terminals initially form a
dense plexus penetrating into the fetal epidermis.
With time, the fibers withdraw and reduce in density
as receptors such as Meissner’s corpuscles appear
and become innervated some time after the initial
innervation of the skin. Hair follicles are innervated
later in gestation — at about 100-106 days in the
sheep, postnatal day (P)7 in the rat, and 22-24 weeks
of gestation in the human.

In fetal sheep, dorsal root afferent fibers have
begun to penetrate the gray matter of the dorsal horn
by 56 days of gestation (Fig. 9.2a) and by 67 days,
innervation of the motor neuron pool is established
(Fig. 9.2b); there is a marked increase in the number of
fibers and the extent of their arborization in the dorsal
and ventral horns with increasing gestational age

(Fig. 9.2¢, d). From ultrastructural studies we have
shown that afferent fibers (immunoreactive for sub-
stance P and calcitonin gene-related protein [CGRP],
see below) form synaptic connections with dorsal horn
cells within a few days of their arrival in layer 1 of the
dorsal horn (Rees et al., 1994b). In the rat, dorsal root
fibers first reach the lumbar cord at E12, travel rostro-
caudally in the “bundle of His” and begin to send
collaterals into the dorsal gray matter at EI15
(Fitzgerald et al, 1991; Mirnics & Koerber, 1995).
The first sensory fibers to grow into the cord are the
large-diameter myelinated afferents, some of which
are 1A muscle afferents projecting towards the motor
neuron pool in the ventral horn and some are Ap
cutaneous afferents that remain in the dorsal horn
(Fitzgerald et al., 1991). Some days later (E19-E20),
smaller-diameter unmyelinated C fibers grow into the
substantia gelatinosa (layer II). The organized somato-
topic projections and laminar location of C fibers is
established early in development and requires little
refinement to match that in the adult (Mirnics &
Koerber, 1995). Although somatotopy (i.e., the map-
ping of the body’s surface sensations onto a structure
in the brain) is established early in gestation for A
fibers, laminar location is not (Fitzgerald et al.,
1994). A-type fibers are initially found throughout
layers I-V, including the substantia gelatinosa (layer
II), which later becomes the major projection domain
of C fibers. By postnatal day 22, A fibers have with-
drawn to layers ITI-V. It is not yet certain what causes
this withdrawal but it is possibly due to competitive
interactions between the A fibers and the later arriving
C fibers (Coggeshall et al., 1996), perhaps triggered by
neurotrophic factors or a mismatch between activity
levels in A fibers and neurons in the substantia gelat-
inosa. In another study of prenatal development of the
central projections of primary afferents in the rat,
Mirnics and Koerber (1995) concluded that the
initial penetration of the gray matter is a target-
independent process; peripheral innervation is not
invariably the stimulus for fiber ingrowth into the
cord, and the establishment of topography and
modality in the cord is likely to be target-dependent
and with a postnatal component responsible for the
subtle refinements of these projections, probably
requiring activity-dependent mechanisms. Our find-
ings in the sheep concur with their observations in that
central projections of afferent fibers grow into the
dorsal horn prior to innervation of the distal
hindlimbs.
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Neurochemical development

In addition to the development of the anatomical sub-
strate for sensory perception, the development of neu-
rochemical messengers in these pathways is also a
prerequisite for a functional system. Neuropeptides,
excitatory amino acids, and monoamines have all been
implicated in sensory transmission mechanisms in the
spinal cord as neurotransmitters or neuromodulators.
Substance P is found in small-diameter DRG cells and
Ad and C fiber sensory afferents, and CGRP is found in
small to large DRG cells and Aa, AP, AJ, and C fibers.
The excitatory amino acid glutamate (GLU) has been
implicated as a neurotransmitter for at least some of
the primary afferent fibers (Jessell et al., 1986). In the
sheep, it was seen that afferent fibers immunoreactive
for substance P or CGRP were present in Lissaeur’s
tract and layer I of the dorsal horn by 56-61 days of
gestation (Fig. 9.3), that is within a few days after their
arrival in the dorsal horn. The first appearance of

Fig. 9.2 Drawings of the distribution of
primary afferent fibers stained with the
neural tracer biocytin in the developing
fetal sheep spinal cord. At each gestational
age, the section of cord that contained the
greatest number of stained fibers has been
selected for presentation. (a) At 56 days
fibers have entered the spinal cord and
penetrated as far as the intermediate zone
with a few fibers projecting into the ventral
horn. (b) By 67 days primary afferents
converge in the intermediate zone
(arrows) before they spread out and
extend into the medial (M) and lateral (L)
motor neuron pools. With advancing
gestational age at (¢) 76 days and (d) 92
days, the number of primary afferents
entering the spinal cord and following the
trajectory described above has increased.
The density of innervation of both the
medial and ventral motor neuron pools
increases concomitantly. Scale bar = 300 um.
DH, dorsal horn; VH, ventral horn. (From
Rees. S, Rawson, J, Nitsos, I, et al. (1994b),
Brain Research, 642, 185-98, with permission).

peptides in the peripheral endings of primary afferent
fibers in the skin of the fetal sheep is several weeks later
at 85 days, at least 10 days after there is evidence of
their presence using conventional histological techni-
ques. Similarly, in the rat, is was reported that peptides
were not present in the skin until some days after
axons had innervated the dermis (Marti et al., 1987).
In the human, a few CGRP-IR nerve fibers have been
seen in the skin a few days after the time of skin
innervation at seven weeks but appear more consis-
tently at 17 weeks of gestation (Terenghi et al., 1993).
CGRP is first detected in the dorsal horn at E17 in the
rat and at week 10 in humans (Marti et al, 1987).
Fibers immunoreactive for substance P first appear
in the dorsal horn at E16-E18 in the rat and at 11
weeks of gestation in the human. In terms of the total
length of gestation, the first appearance of these pep-
tides is at 28% of gestation in humans, 38% in sheep,
and 79% in rat. In humans and sheep therefore, pep-
tides are present for a considerable time during the
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(a)
56d

Fig. 9.3 Photomicrographs of immunoreactivity (IR) for calcitonin gene-related protein (CGRP) in the spinal cord of fetal and postnatal sheep. (a)
At 56 days, CGRP-IR was seen in layer |, the dorsolateral funiculus and in the tract of Lissauer (arrow). Medial (M) and lateral (L) motor neuron
pools in the ventral horn were strongly immunoreactive. (b) By 61 days, fibers immunoreactive for CGRP were now present in the central region
of layer V. At this stage, intensely staining motor neurons were now concentrated in the lateral motor neuron pool. (c) At 77 days, CGRP-IR fibers
were found to extend into the central region of layer Il but this was predominantly in the outer layer of this layer (llo). A few fibers were also
present in layer X, the region surrounding the central canal. Scale bar = 170 um. dh, dorsal horn; vh, ventral horn.

intrauterine development of these pathways. It is pos-
sible that they play an important role in the normal
growth and differentiation of the nervous system in
addition to their role as neurotransmitters or neuro-
modulators. The reason for the delayed appearance of
peptides in the periphery is not certain but could be
partly due to slower axonal transport in the peripheral
branch of the developing sensory fiber.

Functional development

In fetal sheep, the earliest age at which natural cuta-
neous stimulation could evoke activity in the DRG and
dorsal horn was shown to be at 75 days gestation,
i.e., at about mid-gestation (Rees et al., 1994a). These
responses were low threshold, with light stroking or
indentation of the skin being an adequate stimulus to
evoke a brief discharge in DRG cells and in dorsal horn
cells. Receptive fields were initially large, reducing in
size with advancing gestational age. However, the
overall impression we obtained from this study was
that there was little change in the response patterns of
the receptors with increasing gestational age. Although
the action potentials of DRG cells tended to increase in
size and decrease in duration and could be evoked at a

higher frequency, there were no signs of an obvious
shift in basic response types.

Thus, it appears that even very immature receptors
are capable of responding to specific stimuli and
further receptor development serves to enhance the
fidelity of stimulus-response coding as indicated in
Fig. 9.4a. This impression was confirmed in the case
of the wool/hair follicle receptors where it was possible
to correlate functional and structural development.
These afferents could be selectively stimulated by
de ecting the wool/hair shaft and receptor units
could be readily identified in microscopic analysis of
the skin. The earliest response elicited from these
afferents was phasic on/off and occurred at a stage
when the follicle innervation was simple and just
established. This pattern persisted throughout gesta-
tion even though there were major changes in the
complexity and conformation of follicle innervation.
It is possible that the basic response properties of
a receptor are already established at this stage of
axon terminal formation and that further structural
development refines the transduction process by
shaping the sensitivity and firing frequency of the
receptor-afferent unit.
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Fig. 9.4 (a) Diagrammatic illustrations of responses of developing cutaneous receptors in the sheep fetus. The top two traces show typical
responses of receptor afferents to skin indentation at 75 days gestation (term ~ 147 days). The afferents signal the stimuli but do not respond
with high-frequency discharge. The traces underneath show responses of comparable receptor types later in gestation where there is an
improved ability to code both changing and steady pressure on the skin. The lowermost traces indicate the ability of a fetal cutaneous
nociceptor to respond to noxious heat. This afferent was silent at normal skin temperature but started to discharge when the skin was heated to
about 45 °C and fell silent again when heating was removed. (b) Examples of fetal muscle receptor responses. The upper left traces indicate
the response of an immature muscle spindle afferent to a muscle stretch. The unit was responsive but only during the initial phase of the stretch
and failed to signal the duration of the applied stretch. The sets of traces on the right show responses of a more mature muscle spindle at
107 days gestation. Here the afferent could signal a steady length change in the muscle and could also code muscle length by its discharge rate
as can be seen from the lower panel response where a greater stretch was applied to the muscle. Golgi tendon organs also develop functionally
in utero as shown in the traces on the lower left, which indicate an afferent responding to the rise of tension generated by a muscle twitch.
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Throughout gestation in the sheep, the majority of
cells in the lumbar dorsal horn and DRGs responded
to a low-threshold cutaneous stimulus, with cells
responding to a high-threshold mechanical stimulus
being encountered less frequently. In the rat, primary
afferent fibers develop receptive fields to natural stim-
ulation at E17 (Fitzgerald, 1987b) with dorsal horn
cells developing receptive fields two days later at E19
(Fitzgerald, 1991), the delay possibly representing the
time needed for maturation of central synaptic con-
nections. These results are consistent with behavioral
studies in which stimulation of the plantar surface of
the hindlimb produces a withdrawal re ex at E19
(Narayanan et al., 1971). In comparison with sheep,
the earliest responses in the rat from the skin of the
hind paw were high threshold, requiring firm pressure
to produce a few spikes (Fitzgerald, 1987b). The
authors suggest that this might re ect an immaturity
of synaptic connections rather than any preferential
input from afferent nociceptors. In fact, it has been
shown in the rat that all direct cutaneous-evoked
dorsal horn activity in the first postnatal week (and
presumably before birth) results from activation of
A fibers (Jennings & Fitzgerald, 1998). For example,
low-threshold mechanical stimulation can evoke c-fos
expression in the first postnatal week (Jennings &
Fitzgerald, 1996). The formation of C-fiber synaptic
connections is almost entirely a postnatal event in the
rat (Fitzgerald, 1987a), with C fibers not becoming
active until about P10.

As mentioned above, in the neonate, A fibers ter-
minate in the dorsal horn in layers I-V withdrawing to
layers III-V after about postnatal week 3; in the adult
layer II is the domain of C fibers. A fiber input in the
neonate produces postsynaptic excitatory effects in
dorsal horn cells, particularly sensitization, not seen
in the adult; this might be important for normal sen-
sory function in the developing mammalian system
(Jennings & Fitzgerald, 1998). Large-diameter primary
afferent fibers in neonatal rats therefore make synaptic
contacts with presynaptic targets that presumably
process nociceptive information (Coggeshall et al.,
1996). Coggeshall and colleagues (1996) suggest that
in ameliorating pain in neonates it might be more
important to block low-threshold sensory input
whereas in adults it would be more important to
block high-threshold inputs. There is no direct evi-
dence yet that a similar organizational change of A
fiber input occurs in humans. If it does occur, we
consider that it would most likely take place at some

stage during fetal life in long gestational species such as
sheep and humans where the spinal cord is far more
developed at birth than it is in the rat. Clear lamination
in the cord is not seen until E17 in the rat while it is
evident at week 13 in the human fetus and at about day
61 in the sheep fetus. It is known that cutaneous
re exes in the newborn human, as well as in the rat
and kitten, are exaggerated compared with the adult,
as exor re exes can be elicited by light touch rather
than by the noxious stimuli required in the adult
(Ekholm, 1967; Andrews & Fitzgerald, 1999). This
could, of course, be due to other aspects of develop-
ing spinal cord circuitry such as lack of descending
inhibitory control rather than, necessarily, reorganiza-
tion of input to layer II.

There are further differences between species in
the functional development of cutaneous sensory
input to the spinal cord. In the rat, spontaneous activ-
ity of cutaneous afferents in the DRG is present from
El6, peaking at E18-19 (Fitzgerald, 1987b) and at
E20-21 some dorsal horn cells displayed responses
that outlasted the initial stimulus by 10-15 seconds
(Fitzgerald, 1991).These observations were not made
in the sheep fetus possibly due to the different experi-
mental conditions, species differences in the develop-
ment of electrical properties of sensory neurons, or in
the maturation of synaptic connections within the
spinal cord.

In sheep we observed that the earliest responses of
dorsal horn cells were sluggish and the action potential
slow. It has been suggested that during fetal develop-
ment there are considerable changes in the ionic
dependence of the inward current of the action poten-
tial in sensory neurons (Spitzer, 1994). This change
frequently involves the gradual conversion of Ca*'-
dependent impulses of long duration into fast Na*-
mediated potentials. This conversion could explain the
change in the shape of the action potential observed in
sheep. It is not certain what role this alteration in ionic
dependence might play in neural development, but it
has been suggested that calcium transients might be
important components of the pathway resulting in
gene expression in differentiating cells (Spitzer, 1994).

In other studies exogenous application of the
inhibitory neurotransmitter  -aminobutyric acid
(GABA) results in depolarization of neurons in the
superficial dorsal horn in the first postnatal days in
rats, and that by the end of the first postnatal week
GABA induces a hyperpolarizing current, similar to
that seen in adult neurons (Baccei & Fitzgerald, 2004).
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This type of response has been reported in neonatal
neurons in other brain areas and is thought to re ect
change in the direction of ow of Cl” as the membrane
potential develops because of increasing activity of
Na®/K"-ATPase pumps. In immature neurons with
low membrane pump activity, Cl” tends to ow out-
ward through the GABA receptor channel (hence,
depolarization), but with greater separation of Na*
and K* due to increased activity of the membrane
pump, CI” tends to move into the neuron (hence,
hyperpolarization).

The development of thermoreceptors and thermal
sensitivity appears to be of relatively late onset.
Although both cold and TRPV1 agonists can evoke
Ca’" currents in DRG neurons from E12.5 in the
mouse, the specific TRPM8 (cold) receptor agonist
menthol is not effective until just before birth
(Hjerling-Le er et al., 2007). The authors suggest
that sensory neurons expressing TRPM8 derive from
TRPV1-expressing sensory neurons - in essence, that
a switch in phenotype occurs. At central primary affer-
ent terminals in the postnatal rat, a similar develop-
mental progression is seen with capsaicin, a TRPV1
agonist, which is able to evoke an increase in glutamate
release from birth but menthol, the TPRMS8 agonist, is
only able to induce a similar response from P10
(Baccei et al., 2003).

Development of muscle afferents
and their fibers

Structural development

The sequence of events involved in the innervation
and structural development of mammalian muscle
spindles has been well established in several species
(Barker & Milburn, 1984) but much less is known
about the functional development of muscle spindles
in utero. Our work in the sheep (Rees et al., 1994b) has
shown that the timing of the structural and functional
development of muscle receptors and their afferent
connections is closely associated with both the inner-
vation of extrafusal muscle fibers and the appearance
of early fetal movements. Immature afferent innerva-
tion of muscle spindles was evident at 67 days of
gestation in the hindlimb of fetal sheep (i.e., at approx-
imately 46% gestation). Innervation also occurs at
about this time. At 67 days muscle spindle innervation
was in the form of a fine network of fibers extending
from two major branches; well-formed annulospiral

windings were not present and did not appear until
approximately 83 days of gestation. With further
development there was a progressive increase in the
length of the spindle and the complexity of its inner-
vation, until at approximately 127 days it had largely
acquired the adult form. Fusimotor innervation of
intrafusal fibers was evident from 83 days of gestation
although specialized endings did not form until about
100 days. Muscle spindles in more rostral muscle
groups such as the intercostal muscles develop earlier
(~47 days) than in the hindlimbs.

Functional development

As with cutaneous receptors, the earliest age at which
activity could be evoked in the DRG to muscle stretch
was at approximately 75 days of gestation (Rees et al.,
1994b). It has been reported brie y that muscle affer-
ents in the fetal rat discharge in response to a small
change in limb position from E17 onwards but there
has not been an extensive developmental study in the
fetal rat.

As mentioned above, muscle spindles in the sheep
at 75 days are small and their afferent fibers are just
beginning to form the annulospiral winding character-
istic of the mature spindle. Since it was possible to
evoke activity in spindle afferents with an applied
stretch at this age (Fig. 9.4b) it appears that the annulo-
spiral formation is not a necessary requirement for
the generation of a response. At this age, however, the
spindle does not appear to be capable of generating a
consistent tonic response at resting muscle length, nor
does it respond to stretch with a sustained train of
discharges (Fig. 9.4b). Within two weeks of the onset
of activity (that is by about 87 days) responses to
stretch are easier to elicit. Receptors begin to develop
a tonic discharge at resting muscle length, and stretch-
evoked responses displayed clear static and dynamic
sensitivities with the static component predominating.
As indicated above, spindles are still relatively imma-
ture but annulospiral windings are beginning to form
and, in a few spindles, are well developed. In general,
these results are supported by findings in the kitten, in
which afferent responses demonstrating several fea-
tures of the adult response are present well before an
annulospiral structure has developed.

Spontaneous and evoked activity became more
stable with increasing gestational age (up to term).
The frequency of the tonic discharge increased from
10 Hz at 87 days to 35 Hz at 127 days, and both static
and dynamic sensitivities become more pronounced.
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Parallel to this functional development was the pro-
gressive increase in the complexity of the spindle
innervation. There were, however, no specific struc-
tural changes which could be correlated with particu-
lar aspects of functional development. Responses
typical of Golgi tendon organs, where the afferent
responds to the tension generated by a muscle twitch,
were also evident in utero (Fig. 9.4b).

Fusimotor innervation of intrafusal fibers was evi-
dent from 83 days of gestation, although specialized
endings did not form wuntil about 100 days.
Conduction velocity of all muscle receptor afferents
then increased markedly during the last four weeks of
gestation. This is not unexpected, since a precocious
animal such as the sheep needs to have well-developed
motor control immediately after birth.

Experiments with the neural tracer biocytin in fetal
sheep revealed afferent projections to motor neuron
pools by 67 days of gestation (Fig. 9.2b), that is just
before muscle receptors had started to respond to
stretch. The possibility therefore exists for even the
earliest muscle receptor activity to in uence motor
neurons, and presumably other target neurons in the
spinal cord. Furthermore, there was evidence of inner-
vation of extrafusal muscle fibers by 67 days of gesta-
tion. Thus the neural pathways required for re ex
activity involving muscle spindles are present from
early in gestation.

Spontaneous activity is a feature of the developing
CNS, and it may have an important role in establishing
and refining specific connections between nerve cells.
In the spinal cord spontaneous activity is present in the
embryo and fetus, and in fetal sheep movements can
be observed with ultrasound from about 60 days.

Development of ascending pathways
from the spinal cord to the brain

The most detailed information on the development of
somatosensory projections to the thalamus and cere-
bral cortex has been obtained from the rat, and it
appears that the first ascending projections reach
their targets in synchrony and then undergo a phase
of maturation in which the terminal arbors are fully
developed. The cells of the ventral thalamus are born
on E13 and have migrated and settled in position by
E16-17 (Altman & Bayer, 1979). The first afferents
from the trigeminal system (Leamey & Ho, 1998)
and dorsal columns arrive in the thalamus at E17.
After their arrival, the fibers continue to develop

terminal arbors and at birth have formed a profuse
innervation of the thalamus that continues to develop
over several weeks postnatally. Interestingly, it appears
that extensive maturation of these fibers is not
required before they can transmit information, as
they quickly establish functional synapses and are
capable of activating thalamic cells at E17 (Leamey &
Ho, 1998).

Fibers start to leave the thalamus at E16, to arrive
below the developing somatosensory cortex at E17.
The growth of thalamic axons into the cortex and
their further maturation coincides with the establish-
ment of structural and neurochemical patterns that are
characteristic of cortical somatosensory representa-
tion of the body parts, which are clearly evident by
the day of birth (Schlaggar & O’Leary, 1991). The
factors that guide and control the formation of these
thalamocortical connections are still being elucidated.
It has been suggested that the cortical subplate
may play an important role in the initial guidance of
thalamocortical axons into the cortex; the subplate
consists of a stratum of transient cells located below
the developing cortical plate. The thalamocortical
fibers in some sensory systems such as the visual
system in the cat (Ghosh & Shatz, 1992) remain at
the level of the subplate for a time, as if waiting for a
critical recognition process to occur before growth
into the cortex itself can proceed. Some studies pro-
pose that this process requires impulse activity
(Catalano & Shatz, 1998), although there is not full
agreement on this notion (Molnar et al., 2002).

Somatosensory thalamocortical fibers, at least in
some species such as the wallaby (Pearce & Marotte,
2003), do not appear to wait at the subplate but grow
directly through it to the developing cortex. It has been
suggested that the maturity of the cortex itself may be a
factor in regulating the ingrowth of thalamocortical
projections (Catalano et al., 1991). Kanold and Shatz
(2006) recently suggested that subplate neurons also
regulate the molecular machinery required to establish
the crucial balance between excitation and inhibition
in layer IV (which receives the thalamic afferents),
thereby in uencing the outcome for ocular dominance
plasticity in the visual cortex. For further discussion
of the possible roles of the subplate in axon guidance
see Allendoerfer and Shatz (1994), Molnar and
Blakemore (1995), and Molnar et al. (2002).

The overall picture which emerges from studies on
the rat is that the substrates underlying discriminative
sensation from the face and body start to develop just
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about halfway through gestation and progressively
mature over several weeks of postnatal life with the
refinement of afferent connections with the thalamus
and cortex. In animals with a long gestation period
these stages of development are almost certainly
attained in utero. For example, in humans, cortical
layer IV begins to differentiate at about 18-20 weeks
of gestation. Synapses begin to appear in the cortex
shortly afterwards. Cortical evoked responses to somato-
sensory stimulation can be recorded at 25 weeks of
gestation but are diffuse and largely undefined. By 29
weeks a more mature response with a primary negative
component has developed (Klimach & Cooke, 1988).
In the sheep fetus, stimulation of the limbs evokes
responses in somatosensory cortex at 120 days of
gestation (Cook et al, 1987) indicating that the path-
way to the cortex has already formed by this stage and
is capable of transmitting somatosensory input. Very
little is known about the development of the spinothala-
mic pathway which transmits information from
nociceptors and thermal receptors. In the fetal sheep,
fiber terminals from lumbar spinal cord cells appear in
the thalamus between 120 and 130 days of gestation
(Rawson & Rees, 1994, unpublished observations)
indicating that spinothalamic projections are well
established before birth in this species.

Functional imaging techniques have recently
emerged as a highly advantageous means of studying
human cortical development postnatally. In relation to
lateralization of somatosensory input to the cortex,
Erberich and colleagues (2006) have demonstrated
that at 38-49 postnatal weeks there is considerable
bilateral activation of the cortex and thalamus in
response to passive stimulation of cutaneous and
proprioceptive receptors in the hand; by three to
nine months all responses are contralateral to stimu-
lation. Therefore it appears that the refinement of
somatosensory systems and lateralization must occur
in the postnatal period.

Development of descending
control systems

Transmission of all modalities of somatosensory input
is potentially subject to control by descending systems
that “gate” or modify the in ow of information to the
thalamus or cerebral cortex according to functional
requirements. The primary somatosensory cortex
projects densely to the ventroposterior thalamic com-
plex where the medial lemniscus terminates and this

projection presumably has an important role in the
final regulation of transmission of tactile and proprio-
ceptive inputs to the cerebral cortex. In addition, the
cortex also provides direct projections to the dorsal
column nuclei, to the dorsal horn of the spinal cord
and there is also a projection to Clarke’s column,
which has been shown physiologically to control
proprioceptive input from the hindlimb (McIntyre
et al., 1989). Cortical input to the thalamus develops
in utero, and a few projections from layer VI of
somatosensory cortex to the thalamus are present in
the rat as early as E16 (Catalano et al., 1991). However,
it remains unclear when the cortex starts to in uence
transmission from the thalamus.

Spinal transection in rats has little in uence on the
re ex activity of the spinal cord before P12 (Weber &
Stelzner, 1977) and in kittens before about two to three
weeks postnatal age (Ekholm, 1967). In humans, it
seems that descending control from the cortex is also
likely to develop after birth and mature over a pro-
longed period given that the corticospinal tract is
poorly myelinated at birth and takes several years to
develop fully. Indeed, one of the first obvious signs of
cortical modulation of sensory transmission in the
spinal cord occurs at about eight to nine months of
age when the plantar re ex changes from extensor to

exor.

The transmission of information from nociceptors
can be potently inhibited by a descending antinocicep-
tive pathway that projects to the spinal nucleus of the
trigeminal and the dorsal horn of the spinal cord; this
is discussed fully elsewhere in this volume. A major
component of this pathway originates in the raphe
nuclei of the brainstem, which provide serotonergic
fibers that descend through the dorsolateral funiculus
of the spinal cord, and acts via release of endogenous
opioid peptides. Endogenous opioids and descending
projections from the brainstem start to develop at
an early intrauterine stage in animals with a long
gestation period. Enkephalin-containing cells and
fibers and opioid receptors are present in the human
spinal cord at 14 weeks of gestation (Charnay et al.,
1984) and in the sheep fetus projections from the
raphe nuclei are present in the lumbar spinal cord at
60 days’ gestation, which is less than halfway to term
(Rawson & Rees, 1994, unpublished observations).

The most detailed information about development
of this pathway has been obtained from the rat.
Serotonergic fibers first appear in the spinal cord just
before birth at E18 and continue to mature and
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establish connections in the dorsal horn, attaining an
adult-like pattern at P21 (Bregman, 1987). Opioid
peptides and receptors also start to appear just before
birth but the opioid system undergoes a prolonged
phase of development and maturation that extends
well into postnatal life and involves changes in the
expression of different peptides and receptors as well
as age-dependent functional changes in the receptor
response to opioids (Rahman et al., 1998; Nandi &
Fitzgerald, 2005). This largely postnatal development
of important components of the antinociceptive
system in the rat correlates well with findings that
stimulation of the dorsolateral funiculus of the spinal
cord (a serotonergic pathway) only starts to evoke
inhibition in dorsal horn neurons after birth at P10
and inhibition becomes comparable with that seen in
the adult by P22 (Fitzgerald & Koltzenburg, 1986;
Giordano, 1997). The sensitivity of C-fiber-evoked
responses to inhibition by morp