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Foreword

Clinical neurophysiology is a mature field. Many of its techniques are standard operating
procedures. Clinical neurophysiological approaches are logical extensions of the neurologic
examination and can add information that is helpful in making a diagnosis. Because of its use-
fulness, clinical neurophysiology is practiced by a large percentage of neurologists and physiatrists.
Even the neurologists and physiatrists who do not actively practice clinical neurophysiology
are expected to understand it. Therefore, it is important for practitioners to understand the
fundamental facts and principles of the field and to be current with key advances.

Clinical neurophysiology is also a large field. Like neurology, it encompasses a wide spectrum
of issues and illnesses, ranging from the peripheral nervous system to the central nervous system.
As in neurology, it is difficult to be an expert in all aspects of clinical neurophysiology, and most
practitioners have a focused interest in the field. However, as is true for neurology, clinical neu-
rophysiology has an essential unity. Problems are approached physiologically with methods that
measure the electric activity of the nervous system. This is another reason for practitioners to be
acquainted with the whole field even if they practice only a part of it.

Currently, there is considerable interest and activity in clinical neurophysiology. Numerous
societies in the United States and throughout the world are devoted to this field, and their mem-
bership is growing. The two principal societies in the United States are the American Association
of Neuromuscular and Electrodiagnostic Medicine, with its journal Muscle and Nerve, and the
American Clinical Neurophysiology Society, with its journal Journal of Clinical Neurophysiology.
The umbrella organization for the societies worldwide, the International Federation of Clinical
Neurophysiology has members in 58 countries and its journal Clinical Neurophysiology. There
are several examining bodies for competence in clinical neurophysiology. In the United States,
the American Board of Psychiatry and Neurology examines for competence in the broad field,
the American Board of Electrodiagnostic Medicine examines in the area commonly known as
electromyography, and the American Board of Clinical Neurophysiology examines in the area of
electroencephalography.

Where can a physician turn to learn the basics of clinical neurophysiology and be sure the infor-
mation is up-to-date? When Mayo Clinic neurologists speak about clinical neurophysiology, they
speak with special authority. The Mayo Clinic has been a central force in the United States in
many areas of the field. In the area of electromyography, Dr. Edward Lambert, a pioneer in the
field, made many basic observations that still guide current practice, and, of course, he identified
an illness that now bears his name. He has trained many leaders of modern electromyography in
the United States. In electroencephalography, Dr. Reginald Bickford was a pioneer and was active
in many areas, including evoked potentials and even early attempts at magnetic stimulation of the
brain. Many other leaders in electroencephalography have been at the Mayo Clinic, and four of
them, in addition to Dr. Bickford, have been presidents of the American Clinical Neurophysiology
Society. No one is better suited to orchestrate the writing of a textbook on Clinical Neurophysiol-
ogy than Dr. Jasper Daube, a leader in clinical neurophysiology at Mayo and former head of the
Neurology Department there. Dr. Daube is well recognized internationally as an expert in elec-
tromyography; he is very knowledgeable about all areas of the subject, basic and applied. He is an
outstanding leader with a gift for organization. He has been ably assisted by Dr. Devon I. Rubin,
another Mayo clinical neurophysiologist, who has worked with Dr. Daube on several projects in
addition to this book.
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For all these reasons, it is nice to see this third edition of Clinical Neurophysiology. Its many
chapters cover the field in a broad way. The first several chapters discuss the basic issues of neu-
ronal generators, biologic electricity, and measurement techniques central to all areas of clinical
neurophysiology. A new chapter in this section deals with fundamental membrane and synaptic
physiology. Next, the individual areas of the field are discussed: areas including classic electromyo-
graphy, electroencephalography, and evoked potentials and extending to autonomic nervous system
testing, sleep, surgical monitoring, motor control, vestibular testing, and magnetic stimulation. The
text is organized for physicians who want to know how to make an assessment of a particular symp-
tom, of a particular system, or for a particular disease. There is valuable information on the use
of clinical neurophysiologic testing in a practical setting. Each chapter has periodic summaries
of key points, which help understanding and learning. The book is profusely illustrated and has
an accompanying CD that includes instructions with pictures of standard nerve conduction stud-
ies, anatomical illustrations for performing needle EMG on standard muscles, protocols for the
approach to a wide range of clinical problems, and normal value tables.

Clinical neurophysiology, even though mature, like all other fields of medicine, is evolving.
Analysis and management of data are becoming more heavily computerized. New methods of
quantification are now possible and are being used clinically. New techniques are being devel-
oped. Perhaps most important, increasing emphasis is placed on how to improve patient care with
better integration of clinical neurophysiologic testing; the third section of the book is devoted to
these issues. This authoritative third edition should serve both students and practitioners, keeping
them up-to-date about important new advances.

Mark Hallett, MD

Human Motor Control Section

National Institute of Neurological Disorders and Stroke
Bethesda, Maryland

Past Editor-in-Chief, Clinical Neurophysiology



Preface

Clinical Neurophysiology is the result of more than 60 years of experience at the Mayo Clinic in
training clinicians in the neurophysiologic methods for assessing diseases of the central and periph-
eral nervous systems. The lectures and handouts that were developed initially by Doctors Reginald
Bickford and Edward Lambert in electroencephalography and electromyography, respectively,
were the seeds of what has grown into the far-reaching field of endeavor of clinical neurophysi-
ology at Mayo Clinic. The clinical neurophysiology teaching programs at Mayo Clinic Rochester,
Jacksonville, and Arizona have continued to evolve into a formal, unified, 2-month course in clini-
cal neurophysiology that provides trainees with the knowledge and experience needed to apply the
principles of neurophysiology clinically.

The development of clinical neurophysiology at Mayo has paralleled developments in the
field of medicine at large. The expansion during the past 25 years of neurophysiology of dis-
eases of the central and peripheral nervous system has been recognized by the American Board
of Psychiatry and Neurology, by the American Board of Medical Specialties with a Special
Qualifications Examination in Clinical Neurophysiology, and by the Accreditation Council for
Graduate Medical Education Residency Review Committee for postresidency fellowships in
Clinical Neurophysiology."

The Mayo course in clinical neurophysiology serves as an introduction to clinical neurophysiol-
ogy for residents, fellows, and other trainees. The course includes lectures, small group seminars,
practical workshops, and clinical experience in each of the areas of clinical neurophysiology. The
faculty for the course consists entirely of Mayo Clinic staff members. These staff members are the
authors of the chapters of this textbook.

Over the years, the material for the clinical neurophysiology course was consolidated from indi-
vidual lecture handouts into manuals. Persons outside Mayo who had learned about these manuals
by word of mouth increasingly requested them. The success of these manuals prompted us to
publish the first edition of Clinical Neurophysiology in 1996 and a second edition in 2002. The
continued evolution and expansion of the field of clinical neurophysiology has resulted in this third
edition.

The organization of our textbook is unique: it is built around the concept of testing systems
within the nervous system, rather than separated by individual techniques. The book consists of
three major sections. The first section is a review of the basics of clinical neurophysiology, knowl-
edge that is common to each of the areas of clinical neurophysiology. The second section considers
the assessment of diseases by anatomical system. Thus, methods for assessing the motor system are
grouped together, followed by those for assessing the sensory system, higher cortical functions, and
the autonomic nervous system. The third section explains how clinical neurophysiologic techniques
are used in the clinical assessment of diseases of the nervous system.

This third edition includes new approaches, such as those described in the new chapters on EEG
coregistration with MRI imaging in epilepsy and motor unit number estimate studies in peripheral
neuromuscular diseases. The underlying physiologic and electronic principles in Clinical Neuro-
physiology have not changed but the approach to teaching them with bullet points and key points
has provided simplification and clarification. The clinical problems in which each of the clinical
neurophysiologic approaches can add to the diagnosis and management of neurologic disease have
been detailed, especially the assessment of clinical symptom complexes with electroencephalog-
raphy (EEG). The discussion of pediatric EEG disorders, ambulatory EEG, new equipment and
digital analyses, magneto-EEG, electromyographic (EMG) techniques, motor unit number esti-
mates, myoclonus on surface EMG, segmental sympathetic reflex, and postural hypotension has

vii
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been expanded. Chapters on EMG quantification and single fiber EMG have been reorganized,
and major revisions have been made in the discussion of sensory potentials, somatosensory evoked
potentials, acoustic reflex testing, cardiovagal function, physiologic testing of sleep, and assessment
of sleep disorders. New approaches have been expanded in each of the four chapters on monitoring
neural function during surgery, particularly with motor evoked potentials.

For the first time, this edition also includes a CD with material immediately available during clin-
ical electromyography. Pictures are provided, depicting nerve conduction study and somatosensory
evoked potential techniques used in the Mayo Clinic EMG Laboratories including accompany-
ing Mayo normal values, images depicting muscle surface anatomy with superimposed illustrated
muscles for localization during needle EMG, and algorithms used for assessment of common
problems in the clinical EMG laboratory and during intraoperative monitoring. The CD also con-
tains the “EMG Sound Simulator and Synthesizer,” a unique, downloadable, interactive program
that teaches EMG waveform recognition, and motor unit potential assessment and interpretation.
Interactive CNP learning has been shown to be more effective than lectures.”

REFERENCES

1. Burns, R., J. Daube, and H. Royden Jones. 2000. Clinical neurophysiology training and certification in the United States:
2000: American Board of Psychiatry and Neurology, Neurology Residency Review Committee. Neurology 55:1773-8.

2. Schuh, L., D. E. Burdette, L. Schultz, and B. Silver. 2008. Learning clinical neurophysiology: Gaming is better than
lectures. Journal of Clinical Neurophysiology 25(3):167-9.
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SECTION 1

BASIC NEUROPHYSIOLOGY
AND AN INTRODUCTION

TO ANALYSIS OF

ELECTROPHYSIOLOGIC

WAVEFORMS

Clinical neurophysiology is an area of medical
practice focused primarily on measuring func-
tion in the central and peripheral nervous
systems, the autonomic nervous system, and
muscles. The specialty identifies and charac-
terizes diseases of these areas, understands
their pathophysiology, and, to a limited extent,
treats them. Clinical neurophysiology relies
entirely on the measurement of ongoing
function—either spontaneous or in response
to a defined stimulus—in a patient. Each of
the clinical neurophysiology methods measures
function by recording alterations in physiol-
ogy as manifested by changes in electrical
waveforms, electromagnetic fields, force, or
secretory activities. Each of these variables is
measured as a waveform that changes over
time. Electrical measurements in which the
voltage or current flow associated with activ-
ity is plotted on a temporal basis are the
most common measurements used in clini-
cal neurophysiology, but other measures such
as blood pressure, pulse, sweat production,
and respiration are also sometimes measured.
Knowledge of the basics of neurophysiology,
including the origin and generation of elec-
trical activity and the recording, measure-
ment, and analysis of the waveforms generated
by the electrical signals, is critical in learn-
ing how to perform and apply the methods
of clinical neurophysiology in the study of
disease.

The first section of this introductory textbook
reviews the basic concepts of neurophysiol-
ogy, including the generation, recording, and
analysis of the waveforms studied in the prac-
tice of clinical neurophysiology. The principles
of electricity and electronics needed to make
the recordings are reviewed in Chapter 1.
To make the appropriate measurements, clin-
ical neurophysiologists rely on equipment
with technical specifications; this requires that
they understand the basic principles reviewed
in Chapter 1. All electrical stimulation and
recording methods require applying electrical
connections that pass small amounts of cur-
rent through human tissue. Although the risks
of harm from this current flow are small, they
must be understood. The principles of elec-
trical safety necessary to minimize, reduce, or
eliminate any risk are discussed in Chapter 2.
These unchanging principles are of critical
importance to the practice of clinical neuro-
physiology.

The circuits reviewed in Chapter 1 describe
the familiar forms of electricity found in the
home and in business. Electrical recordings
made from human tissue are distinctly differ-
ent because the electric currents are carried
by charged ions that are present through-
out the tissue, rather than by electrons as in
wires. Electric currents flowing throughout the
human body are limited by the resistance and
capacitance of the tissues. While the resistance
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4 Clinical Neurophysiology

and capacitance vary among different tissues,
it does not stop it, resulting in widespread flow
of electricity throughout the body, referred to
as volume conduction. Volume conduction pro-
duces the unique aspects of the generation and
recording of physiologic waveforms recorded
from human tissue. The immutable principles
of volume conduction described in Chapter 3
are applicable to the many forms of electri-
cal recording used in clinical neurophysiology,
whether the waveforms are recorded from the
head (electroencephalography), nerves (nerve
conduction studies), muscles (electromyogra-
phy), or skin (autonomic function testing).
Measurement of current flow, or poten-
tial differences, between areas of the body
was first made using analog electronic devices
that have been replaced entirely by digital
recordings throughout clinical neurophysiol-
ogy. The basic principles of digital techniques

for selecting, displaying, and storing the
waveforms are described in Chapter 4.

Virtually all tissues (and the cells compos-
ing them) in the human body have elec-
tric potentials associated with their activities.
These potentials are much larger for nerve
and muscle tissue than for other tissues and
can easily be recorded for analyzing function
and its alteration with disease, just as they can
for the heart. Chapters 5 and 6 review the
basic concepts of neurophysiology, including
the generators and processes on a cellular level
that give rise to the signals recorded in clini-
cal neurophysiology. Chapter 6 describes the
underlying physiology of all electrical wave-
forms, whatever be their sources. The range
of alterations that occur in these waveforms in
disease and the electric artifacts that occur in
association with the physiologic waveforms are
reviewed in Chapter 7.



Chapter 1

Electricity and Electronics for
Clinical Neurophysiology

Terrence D. Lagerlund

BASIC PRINCIPLES AND
DEFINITIONS IN ELECTRICITY

Electric Charges and Force

Electric Potential

Electric Current and Resistors

Capacitors

Coils (Inductors)

CIRCUIT ANALYSIS

Kirchhoff’s First Law

Rules for Seats of Electromotive
Force, Resistors, Capacitors, and
Inductors

Kirchhoff’s Second Law

RESISTIVE-CAPACITIVE AND

RESISTIVE-INDUCTIVE CIRCUITS

Resistive—Capacitive Circuits and
Time Constant

Resistive—Inductive Circuits and
Time Constant

BASIC PRINCIPLES AND

DEFINITIONS IN ELECTRICITY

Electric Charges and Force

Electric charges are of two types, designated
positive and negative. Charges exert electric
forces on each other; like charges repel,

CIRCUITS CONTAINING
INDUCTORS AND CAPACITORS

Inductive—Capacitive Circuits

Inductive-Resistive—Capacitive
Circuits

Root-Mean-Square Potentials or
Currents

Calculation of Reactance

Calculation of Impedance and the
Phenomenon of Resonance

FILTER CIRCUITS
High-Pass Filters
Low-Pass Filters

TRANSISTORS AND AMPLIFIERS
Semiconductors and Doping
Diodes and Rectification
Transistors and Amplification
Differential Amplifiers

SUMMARY

opposite charges attract. An electric charge can
be thought of as generating an electric field
in the surrounding space. The field around
a positive charge points radially outward in
all directions from that charge, whereas the
field around a negative charge points radially
inward. Numerically, the electric force F on
charge ¢ in a region of space in which there is
an electric field E is given by F = gE. Thus, the
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6 Clinical Neurophysiology

electric field can be thought of as the electric
force per unit charge (E = F/q).

Ordinary matter consists of atoms contain-
ing a nucleus composed of positively charged
protons and uncharged neutrons. Negatively
charged electrons occupy the space around the
nucleus, to which they normally are bound by
the attractive electric force between them and
the nucleus. In unionized atoms, the net charge
of the electrons is equal and opposite to the
charge of the nucleus, so that the atom as a
whole is electrically neutral. The charge car-
ried by 6.24 x 10" protons is one coulomb
(the SI [Systéme International] unit of electric
charge).

Key Points

e There are positive and negative electric
charges.

e Electric force between two charges dep-
ends on the charges and the distance
between them.

e Electric field is force per unit charge.

Electric Potential

Energy (work) is required to move a charge in
an electric field because of the electric force
acting on that charge. The energy required, U,
is proportional to the charge, g; thus, it makes
sense to talk about the energy per unit charge.
This quantity is called the electric potential
(V = Ul/q) and is measured in volts; one volt is
one joule of energy per coulomb of charge. The
energy required to move a charge in a uniform
electric field is also proportional to the distance
moved. It can be shown that the difference in
electric potential between two points at a dis-
tance [ apart in a region of space containing
an electric field E is given by V = El. Electric
potential in a circuit is somewhat analogous to
pressure in fluid dynamics.

To have continuous movement of charges, as
in an electric circuit, energy must be supplied
continuously by a device such as an electro-
chemical cell, or a battery of such cells (which
convert chemical energy to electric energy), or
an electric generator (which converts mechan-
ical energy to electric energy). Such a device
is called a seat of electromotive force (EMF).
The EMF of a battery or generator is equal to
the energy supplied per unit of charge and is
measured in volts. The rate at which energy U

is supplied is called power (P = dU/dt); it is
measured in watts. One watt is one joule per
second.

Key Points

e Energy required to move a charge in an
electric field is proportional to charge.

e Electric potential is energy per unit
charge (measured in volts).

e Electrochemical cells and batteries con-
vert chemical energy to electric energy.

e Electric generators convert mechanical
energy to electric energy.

e Power is the rate at which energy is sup-
plied (measured in watts).

Electric Current and Resistors

The movement of electric charges is called
electric current. The current i is numerically
equal to the rate of flow of charge ¢ (i = dg/dt)
and is measured in amperes. One ampere is
one coulomb per second. Current in a circuit
is somewhat analogous to flow in fluid dynam-
ics. A conductor is a substance that has free
charges that can be induced to move when an
electric field is applied. For example, a salt
solution contains sodium and chloride ions.
When such a solution is immersed in an elec-
tric field, the sodium ions move in the direction
of the field, while the chloride ions move in
the opposite direction. The direction of flow of
current is determined by the movement of pos-
itive charges and, hence, is in the direction of
the applied electric field. A metal contains free
electrons. When an electric field is applied, the
electrons (being negatively charged) move in
the direction opposite to the electric field, but
the current by convention is still taken to be
in the direction of the field (i.e., opposite to
the direction of charge movement). The cur-
rent flowing in a conductor, for example a wire,
divided by the cross-sectional area A of that
conductor is called the current density (J), that
is, | = i/A.

Movement of charges in an ordinary con-
ductor is not completely free; there is friction,
which is called resistance. Many conductors are
linear, that is, the electric field that causes cur-
rent flow is proportional to the current density
in the conductor. The resistivity (p) of a sub-
stance determines how much current it will
conduct for a given applied electric field and
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is numerically equal to the ratio of the elec-
tric field to the current density (o = E/J). The
resistivity is a constant for any given substance.
In contrast, the resistance R of an individ-
ual conductor (also called a resistor in this
context), which is equal to the ratio of the
potential difference (V) across the resistor to
the current flow i in the resistor (R = V/i,
called Ohm’s law), depends on the geome-
try of the resistor as well as on the material
of which it is made. Resistance is measured
in volts per ampere, or ohms. The resistance
R of a long cylindrical conductor of length [,
cross-sectional area A, and resistivity p is given
by R = pl/A.

Sometimes it is more convenient to discuss
the conductivity of a substance, o = 1/p. This
is the ratio of the current density to the elec-
tric field (o = J/E). Similarly, the conductance
G of aresistor is the reciprocal of the resistance
(G = 1/R). Ohm’s law in terms of conductance
may be written as G = i/V.

Key Points

e Current is the rate of flow of charge (mea-
sured in amperes).

e A conductor has free charges that move
when an electric field is applied.

e The conductors in metal are negatively
charged electrons.

e Current density is charge per unit cross-
sectional area.

e Linear conductors obey Ohm’ law (cur-
rent flow is proportional to potential
difference).

e Resistance is the ratio of potential differ-
ence to current flow (measured in ohms).

Capacitors

A capacitor is a device for storing electric
charge; it generally consists of two charged
conductors separated by a dielectric (insula-
tor). A capacitor has the property that the
charge ¢ stored is proportional to the poten-
tial difference V across the capacitor: ¢ = CV,
where C, the charge per unit potential, is called
the capacitance. Capacitance is measured in
coulombs per volt, or Farads (F).

Key Points

e A capacitor is two charged conductors sep-
arated by an insulator.

e Charge stored in a capacitor is propor-
tional to potential difference.

e Capacitance is charge stored per unit
potential (measured in Farads).

Coils (Inductors)

A coil (also known as an inductor or electro-
magnet) is a device that generates a magnetic
field when a current flows in it. Physically, it
consists of a coil of wire that may be wrapped
around a magnetic core; for example, a fer-
romagnetic substance such as iron, cobalt, or
nickel. A coil has a property, called inductance,
that is analogous to the mechanical property
of inertia; it resists any change in current flow
(either increase or decrease). More precisely,
a coil is capable of generating an EMF in
response to any change in the current flowing
in it; the direction of the EMF is always such
as to oppose the current change, and numeri-
cally the potential difference V across a coil is
proportional to the rate of change of the cur-
rent i in the coil: V= — L (di/dt), where L is
the inductance of the coil and the minus sign
indicates that the potential is in the direction
opposite to the current change. Inductance
is measured in volt-seconds per ampere, or

Henrys (H).

Key Points

® A coil (inductor) generates a magnetic
field when current flows in it.

e A coil generates an EMF in response to a
change in current flow.

e The potential difference across a coil is
proportional to the rate of change of
current.

e Inductance is the potential difference
divided by rate of change of current (mea-
sured in Henrys).

CIRCUIT ANALYSIS

A circuit is a closed loop or series of
loops composed of circuit elements con-
nected by conducting wires. Circuit ele-
ments include a source of EMF (power
supply), resistors, capacitors, inductors, and
transistors.
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Kirchhoff’s First Law

For any loop of a circuit, the energy per unit
charge (potential) imparted to the loop must
equal the energy per unit charge dissipated
(principle of conservation of energy). Stated
another way, if electric potential is to have
any meaning, a given point can have only one
value of potential at any given time. If we
start at any point in a circuit and, in imagina-
tion, go around the circuit in either direction,
adding up algebraically the changes in poten-
tial that we encounter, we must arrive at the
same potential when we return to the starting
point. In other words, the algebraic sum of the
changes in potential encountered in a complete
traversal of a circuit loop must be zero. This is
Kirchhoff’s first law.!

Key Points

e Energy is conserved in an electric circuit.

e Therefore, the sum of all changes in
potential around an entire circuit is
Zero.

Rules for Seats of Electromotive
Force, Resistors, Capacitors, and
Inductors

To apply Kirchhoff’s first law to a circuit, the
following rules must be used to determine the
algebraic signs of the potentials across circuit
components:

1. If a seat of EMF ¢ is traversed in the
direction of the EMF (i.e., from the neg-
ative to the positive terminal), the change
in potential is +¢; in the opposite direc-
tion, it is —e&.

2. If a resistor is traversed in the direction
of the current, the change in potential is
—iR; in the opposite direction, it is +iR.

3. If a capacitor is traversed in the direction
of its positively charged plate to its nega-
tively charged plate, the change in poten-
tial is —g/C; in the opposite direction, it
is +q/C.

4. If an inductor is traversed in the direction
of the current flow, the change in poten-
tial is —L(di/dt); in the opposite direction,
it is +L(di/dt).

j—B R li

-~

Figure 1-1. A simple electric circuit containing an elec-
tromotive force, ¢, current, i, and a resistor, R. The applica-
tion of Kirchhoff’s first law to the circuit starts at point “a.”
B is a battery (seat of electromotive force) (From Halliday,
D., and R. Resnick. 1962. Physics. Part II, Rev. 2nd ed.,
790. New York: John Wiley & Sons. By permission of the
publisher.)

Figure 1-1 shows a simple circuit containing a
source of EMF and a resistor, to which Kirch-
hoff’s first law may be applied to determine the
current flow, as follows:

—iR+e=0
e =iR
i=c¢/R

Thus, the current is given by the EMF divided
by the resistance. A similar analysis can be
made when a circuit contains multiple sources
of EMF, or multiple resistors, connected in
series. The effective net EMF is the algebraic
sum of the individual EMFs. The effective
net resistance is the sum of the individual
resistances.

Kirchhoff’s Second Law

A node is a junction point of two or more
conductors in a circuit. The node cannot act
as a repository of electric charge; therefore,
the sum of all the current flowing into a node
must equal the sum of all the current flow-
ing out of the node (otherwise, charge would
be constantly accumulating at the node). This
is Kirchhoff’s second law. By using this law
for each node in the circuit, together with the
first law for each loop in the circuit, any arbi-
trary circuit problem, no matter how complex,
can be expressed as mathematical equations.
Whether the equations can be solved and how
difficult it is to obtain a solution depend on the
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Figure 1-2. A circuit containing an EMF, ¢, and three
resistors (Ry, Rz, R3) in parallel. @, Junction point (node);
b, junction point (node); i, current. (From Halliday, D., and
R. Resnick. 1962. Physics. Part II. Rev., 2nd ed., 800. New
York: John Wiley & Sons. By permission of the publisher.)

nature of the circuit and the elements it con-
tains and on the mathematical skills available
for the task.

Figure 1-2 shows a circuit containing a sin-
gle source of EMF connected to three resistors
in parallel. Kirchhoff’s second law is applied to
the junction of the three resistors, and Kirch-
hoff’s first law is applied to each branch of the
circuit, to give four independent equations in
the four current variables i, i,, i5, and i, as
follows:

i =iy +iy + i3
— iR +e=0
— iRy +e=0
—i3Ry+e=0

These equations are solved for the four cur-
rents as follows:

e =i, R) = iRy, = i3R;

i, = ¢/R,
is = &/R,
is = ¢/R;
i =i +iy +i3

=¢&(1/R; +1/Rs + 1/R3)
Equivalent resistance:
1
(1/Ri+1/R;+1/R;)
The net current i in the circuit can be calcu-
lated from Ohm’s law, using an effective net
resistance given as the reciprocal of the sum

of the reciprocals of the three resistances in

parallel.

Key Points

e A node is a junction point in an electric
circuit.

e Charge is conserved in a circuit.

e Therefore, the sum of current flowing into
a node equals the sum of current flowing
out of a node.

RESISTIVE-CAPACITIVE AND
RESISTIVE-INDUCTIVE
CIRCUITS

Resistive—Capacitive Circuits and
Time Constant

Figure 1-3 shows a resistive—capacitive (RC)
circuit containing a single source of EMF con-
nected to a resistor and capacitor in series.
When the switch is placed in position a, the
current flows in such a way as to charge the
capacitor. Because of the presence of the resis-
tor, the capacitor is not charged all at once
but gradually over time. When Kirchhoff’s
first law is applied to this circuit and use is
made of the fact that the current is charg-
ing the capacitor at the rate i = dg/dt,
a differential equation results that can be
solved for the charge or current as a function
of time.

Figure 1-4A shows the exponential rise in
the charge ¢ on the capacitor, and Figure 1-4B
shows that the current i (which is the slope
of the curve representing ¢ against time) falls
exponentially to zero as the capacitor becomes
fully charged. The time constant of the RC cir-
cuit is the time required for the current to fall

a —_—
5 S A
/C R

+ b

— C =

D)
O

Figure 1-3. A circuit containing an EMF, ¢, a resistor, R,
and a capacitor, C. With the switch, S, in position a, the
capacitor is charged. In position b, it is discharged. (From
Halliday, D., and R. Resnick. 1962. Physics. Part II. Rev.,
2nd ed., 802. New York: John Wiley & Sons. By permission
of the publisher.)
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Figure 1-4. A, The variation of charge, ¢, with time, ¢,
during the charging process. B, The variation of current,
i, with time, t. For R=2000 , C=1.0 pf, and e=10V.
(From Halliday, D., and R. Resnick. 1962. Physics. Part I1.
Rev., 2nd ed., 804. New York: John Wiley & Sons. By
permission of the publisher.)

to 1/e (37%) of its initial value; it is also the time
needed for the charge to rise to 1 — 1/e (63%)
of its final value; e is the base of the natural
logarithm (e = 2.718282). The time constant is
equal to RC.

When the switch shown in Figure 1-3 is
placed in position b, the direction of cur-
rent flow is reversed and the capacitor is dis-
charged. Application of Kirchhoffs first law to
this circuit yields a differential equation that
can be solved for the charge or current as a
function of time.

In this situation, both the charge on the
capacitor and the current (slope of the curve
representing ¢ against time) fall exponentially
with time with the same time constant, RC.
The current is negative in this case (i.e., it flows
counterclockwise in the circuit as the capacitor

is discharged).

Key Points

e In a resistive—capacitive (RC) circuit, the
capacitor is charged gradually over time.

e The charge on the capacitor approaches
its maximum value with an exponential
time constant.

e The time constant is RC.

e The current decays exponentially to zero
with the same time constant.

e During discharge of the capacitor, the
charge and current both decay exponen-

tially.

Resistive-Inductive Circuits and
Time Constant

A circuit containing a resistor R and an induc-
tor L (an RL circuit) as well as a source of EMF
can be studied by similar methods. Because
of the inductance, the current flow in this cir-
cuit does not rise immediately to its eventual
value when a switch is closed but rather rises
exponentially with a time constant (time to
reach 63% of final value) given by L/R. This
is caused by the “inertial” effect of the induc-
tor. The form of the exponential rise in current
is similar to the shape of the exponential rise
in charge shown for the previous RC circuit in
Figure 1-4A. Similarly, when a switch bypasses
the source of EMF in this circuit, the current
will not drop to zero immediately but will fall
off exponentially in time with time constant
L/R because of the effect of the inductor.

Key Points

e In a resistive—inductive (RL) circuit, cur-
rent flow gradually increases over time.
The current approaches its maximum
value with an exponential time constant.
The time constant is L/R.

When EMF is removed, the current in a
RL circuit decays exponentially to zero.

CIRCUITS CONTAINING
INDUCTORS AND CAPACITORS

Inductive-Capacitive Circuits

Figure 1-5 shows an ideal circuit containing
a capacitor and an inductor, an inductive—
capacitive, or LC, circuit. The circuit is ideal
because it contains no resistance. In stage
(a), the capacitor is fully charged and there
is no current flow. All the energy present in
the circuit is stored as electric energy (Ury)
in the capacitor. By stage (b), a current flow
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Figure 1-5. A simple LC circuit showing eight stages (a—h) in one cycle of oscillation. The bar graphs under each stage
show the relative amounts of magnetic (Ug) and electric (Ug) energy stored in the circuit at any time. (From Halliday, D.,
and R. Resnick. 1962. Physics. Part I1. Rev., 2nd ed., 944. New York: John Wiley & Sons. By permission of the publisher.)

has partially discharged the capacitor but at
the same time has created a magnetic field in
the inductor. The total energy is split between
electric energy in the capacitor and magnetic
energy in the inductor (Uy). At stage (c), the
current flow has reached its maximum and the
capacitor is fully discharged. The inductance
effect, however, causes the current to continue
to flow, now charging the capacitor in the oppo-
site direction, as shown in stages (d) and (e). In
stages (f) through (h), the scenario is repeated,
with the capacitor discharging and the cur-
rent flowing in the opposite direction. Finally,
stage (a) is reached again, and the entire cycle
repeats. Thus, this LC circuit is an oscillator,
and the charge on the capacitor is a cosine
function of time; similarly, the current in the
circuit is a sine function of time. The time

constant T of this circuit is the square root of
LC, and the frequency of oscillations is 1/27r 7.

Key Points

e An ideal inductive—capacitive (LC) circuit
has no resistance and demonstrates con-
tinuous oscillations.

e The frequency of oscillation depends
inversely on the square root of LC.

Inductive—Resistive—Capacitive
Circuits

A more realistic circuit is shown in Figure 1-6;
it contains a resistor, capacitor, and inductor.
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Figure 1-6. An AC circuit containing a generator,
e(t), inductor, L, resistor, R, and capacitor, C. (From
Halliday, D. and R. Resnick. 1962. Physics. Part II. Rev.,
2nd ed., 952. New York: John Wiley & Sons. By permission
of the publisher.)

It also contains a source of alternating cur-
rent EMF (an AC generator). This is a device
that generates an EMF &(¢) that varies sinu-
soidally over time (which is exactly what the
electric power company generators do) with a
frequency of f (typically 60 Hz for line power in
the United States).

If the AC generator is omitted, the circuit
behaves as a damped oscillator; if the capacitor
is initially charged up and then switched into
the circuit, the current in the circuit will vary
sinusoidally over time, but its amplitude decays
exponentially to zero because of power dissipa-
tion in the resistor.

If, on the other hand, the AC generator sup-
plies energy continuously at a fixed frequency f,
then the current flow in the circuit also varies
sinusoidally with the frequency f of the driv-
ing EMF, although there generally is a phase
shift (effectively, a time delay) between the cur-
rent and the driving EMF. For such a circuit, it
can be shown that the amplitude of the current
flow i, is directly proportional to the ampli-
tude of the driving EMF ¢, that is, iy = &/Z.
This is analogous to the situation in a direct
current (DC) circuit containing a battery and
a resistor, in which current is proportional to
the EMF of the battery (i = ¢/R, Ohm’s law).
The quantity in the AC circuit that is analo-
gous to resistance in a DC circuit is impedance
(7Z); like resistance, it is measured in ohms.
Impedance is determined by all three circuit
elements (L, C, and R); also, unlike DC resis-
tance, impedance is a function of the frequency
f of the AC generator.

Key Points

e A realistic inductive—capacitive circuit has
resistance.

e Oscillations in an LRC circuit are damped
unless power is continuously supplied by
an alternating current EMF.

e When a generator supplies power to an
LRC circuit, the current flow is propor-
tional to the EMF of the generator.

e Impedance is the ratio of the amplitude of
the applied EMF to the amplitude of the
current flow (measured in ohms).

e Impedance depends on L, R, and C and
also is dependent on the frequency of the
applied EMF of the generator.

Root-Mean-Square Potentials or
Currents

Often, when measuring potentials and currents
in AC circuits that vary sinusoidally with time,
it is more convenient to deal with an average
potential or current than the amplitude (the
peak positive or negative value) over a cycle. A
simple average is not useful, however, because
it is always zero; that is, the values are pos-
itive for half the cycle and negative for the
other half. The most useful “average” quan-
tity that can be used is the root-mean-square
(rms) potential or current. This is defined as
the square root of the average of the squares.
Because the square of a quantity, whether neg-
ative or positive, is always positive, the rms
value over a cycle is nonzero. It can be shown
that the rms value of a sinusoidally varying
quantity is equal to the amplitude divided by
the square root of two (approximately 0.707
times the amplitude). When it is said that the
line voltage for electric service in the United
States is 120V, an rms value is implied; the
amplitude of the voltage variation is actually
£170 V. Similarly, the rating of a fuse or circuit
breaker is an rms current rather than current
amplitude.

Key Points

e Root-mean-square values of potential and
current are more commonly used than
amplitudes.

e Root-mean-square values are the square
root of the average of the squares over an
entire cycle.

e An rms value is approximately 0.707 times
the amplitude.
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Calculation of Reactance

In general, impedance (Z) is made up of
three parts: the resistance (R), the reactance
of the capacitor (X¢), and the reactance of the
inductor (X;). Reactance, which is measured
in ohms, is the opposition that a capacitor or
inductor offers to the flow of AC current; it is a
function of frequency.

The reactance of a capacitor is inversely pro-
portional to the frequency and the capacitance
(X = 1/2nfC). Thus, it is least at high frequen-
cies, becomes progressively greater at lower
frequencies, and is infinite at zero frequency
(DC), because an ideal capacitor uses a perfect
insulator between the plates that is not capable
of carrying any direct current. (The only rea-
son a capacitor appears to conduct AC current
is that AC current is constantly reversing direc-
tion; the capacitor in this case is merely being
charged, discharged, and charged again in the
opposite polarity [Fig. 1-5].) The reactance of
an inductor is directly proportional to the fre-
quency and the inductance (X;, = 2nfL). Thus,
it is zero at zero frequency (DC) and increases
progressively with increasing frequency. This
happens because the effect of an inductor is
to oppose changes in current, and the more
rapidly the current changes, the greater the
induced EMF opposing that change will be.

Key Points

e Reactance is the opposition that a capac-
itor or inductor offers to the flow of AC
current (measured in ohms).

e Reactance of a capacitor is inversely pro-
portional to capacitance and frequency.

e Reactance of an inductor is directly pro-
portional to inductance and frequency.

Calculation of Impedance and the
Phenomenon of Resonance

After the reactances and resistances have been
calculated, the impedance is calculated as fol-
lows:

Z =R+ (XL - Xc)2
The right triangle shown in Figure 1-7 (with
impedance Z being the hypotenuse) symbol-

izes in geometric form the relationship among

(- i

g

R

Figure 1-7. A right triangle symbolizing the relationship
among resistance (R), inductive and capacitive reactance
(X1, — X¢), and impedance (Z).

impedance, resistance, and reactance. Note
that the capacitive reactance X¢ is subtracted
from the inductive reactance X;, in calculating
impedance. This, together with the frequency
dependence of the reactances described above,
leads to an important phenomenon in AC cir-
cuits: there is always one frequency at which
the impedance of an LRC circuit is a min-
imum. This frequency may be calculated by
setting Xo = Xj,, because when this is true,
impedance Z equals resistance R (the small-
est possible value). It may be shown by this
method that the frequency at which impedance
is a minimum is exactly equal to the frequency
of oscillations of the LC or LRC circuit without
an AC generator (the frequency of the circuit
shown in Fig. 1-5). This can be restated as
follows: when an LRC circuit is driven by an
AC source of EMF, the largest current flow
occurs when the frequency of the driving EMF
is exactly equal to the natural, or resonant,
frequency of the circuit. The current flow at
driving frequencies above or below the reso-
nant frequency is less; that is, the impedance
of the circuit is greater. This phenomenon is
known as resonance; it is exploited in tuner
circuits to select a signal of one particular
frequency (i.e., one broadcast station) and to
reject signals of all other frequencies. Simi-
lar circuits can be used as narrow band-pass
filters to eliminate all but a narrow range of
frequencies from a signal or as notch filters to
eliminate a narrow range of frequencies from a
signal.

Key Points

e Impedance in an LRC circuit depends
on resistance, capacitive reactance, and
inductive reactance.

e A right triangle symbolizes in geomet-
ric form the calculation of impedance;
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the difference in inductive and capacitive
reactance is on one side and the resistance
is on the other side of the triangle.

e The impedance is the hypotenuse of the
triangle.

e There is a particular frequency at which
the impedance of an LRC circuit is a
minimum.

FILTER CIRCUITS

High-Pass Filters

Figure 1-8A shows a simple high-pass (low-
frequency) filter circuit, which consists of a
capacitor C in series with and a resistor R
in parallel with the output circuit. The input
potential V;, is applied between the input ter-
minal and ground, and the output potential V,,,
is developed across the resistor R. This circuit
may be analyzed in two ways. First, it may be
treated as an RC circuit similar to that shown in
Figure 1-3, with the input potential V;, taking

A

Component circuit

High pass = Low cut

the place of the battery EMF. The output
potential V,, is proportional to the current
i in the circuit. This decreases exponentially
to zero with time constant (TC) equal to RC
when the input potential is “turned on” and the
capacitor charges, and it becomes negative and
decreases exponentially when the input poten-
tial is “turned off” and the capacitor discharges.
This accounts for the shape of the output in
response to a square-wave calibration pulse.
Alternatively, one can imagine applying a
sinusoidal AC potential to the input of this fil-
ter circuit. The current i is then equal to the
input potential divided by the impedance Z of
the circuit, which can be calculated from the
resistance and capacitive reactance. When the
formula for impedance given earlier is used,
the ratio of the output to the input potential
Vou/Vin can be calculated as a function of fre-
quency f. The calculation shows that the output
is strongly attenuated at low frequencies (when
f is near zero) but is essentially equal to the
input at high frequencies (when f is large). The
cut-off frequency f of the high-pass filter is
usually specified as the frequency at which the
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Figure 1-8. A, A high-pass (low-frequency) filter circuit. B, A low-pass (high-frequency) filter circuit. C, Capacitor; R,
resistor; TC, time constant. The effects on square waves and on EMG signals are shown to the right.



Electricity and Electronics for Clinical Neurophysiology 15

10 seconds
0.1-HZ input

5 /
\—/’\—/\
[ewwm—

1 seconds
1-HZ input

(9]
]
oy
/
S
7

Filter step

Output (-+++)
Input (—)  x response (--) = attenuated and
shifted to left

Figure 1-9. A high-pass filter shifts the latency of lower frequency waveforms more than higher frequency. Note the
greater effect on the 0.1-Hz waveform than on the 1.0-Hz waveform.

attenuation factor V,,/V,, is one divided by the
square root of two, or 0.707; this occurs when
f=1/2nRC. Equivalently, the time constant of
the filter is given by 1/2xf, where f is the filter
cut-off frequency.

High-pass filters can alter waveforms by
shifting the phase. The phase shift or time
delay is more prominent with lower frequency
inputs. (Fig. 1-9).

Key Points

e A high-pass (low-frequency) filter circuit
is an RC circuit with the capacitor in series
and the resistor in parallel.

® The shape of a square-wave calibration
pulse after high-pass filtering is deter-
mined by the behavior of the RC circuit.

® By calculating the impedance of the filter
circuit, the filter output in response to a
sinusoidal input can be found.

e The output is attenuated at low frequen-
cies but is nearly equal to the input at high
frequencies.

e The cut-off frequency of the filter (at
which the attenuation factor is 0.707) is
1/21tRC.

Low-Pass Filters

Figure 1-8B shows a simple low-pass
(high-frequency) filter circuit, which consists

of a resistor R in series with and a capacitor
C in parallel with the output circuit. This is
also an RC circuit, but the output potential
Veu in this case is developed across the capac-
itor and is proportional to the charge on the
capacitor. Comparison with Figure 14 shows
that the output potential increases exponen-
tially to a maximum with TC equal to RC
when the input potential is “turned on” and the
capacitor charges, and it decreases exponen-
tially when the input potential is “turned off”
and the capacitor discharges. This accounts for
the shape of the output in response to a square-
wave calibration pulse. In practice, the time
constant of a high-frequency filter is discussed
less often than that of a low-frequency filter,
because it is much smaller, for example only
2ms for a 70-Hz filter, and cannot be mea-
sured on electroencephalographic (EEG) trac-
ings made at standard paper speeds by visual
inspection of the calibration pulse.

This filter circuit can also be analyzed in
the context of a sinusoidal AC input potential.
The output potential V,, is equal to the cur-
rent flow times the capacitive reactance X (the
equivalent of Ohm’s law for a capacitor, with
reactance substituting for resistance in an AC
circuit), and the current i is equal to the input
potential V;, divided by the total impedance Z,
which is the same as before. When the formula
for impedance given earlier is used, the ratio
of the output to the input potential V,,/V;, can
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be calculated as a function of frequency f. The
calculation shows that the output is attenuated
at high frequencies but becomes nearly equal
to the input at low frequencies. The cut-off
frequency f of the low-pass filter is usually
specified as the frequency at which the attenu-
ation factor V,,./V;, is one divided by the square
root of two, or 0.707; this occurs when f =
172mRC, as for the high-pass filter.

Note that the only essential difference
between a high-pass filter and a low-pass fil-
ter is the source of the output potential (to be
fed to the amplifier); the high-pass filter devel-
ops its output potential across the resistor R,
whereas the low-pass filter develops its output
potential across the capacitor C.

Key Points

e A low-pass (high-frequency) filter circuit
is an RC circuit with the resistor in series
and the capacitor in parallel.

® The shape of a square-wave calibration
pulse after low-pass filtering is determined
by the behavior of the RC circuit.

e By calculating the impedance of the filter
circuit, the filter output in response to a
sinusoidal input can be found.

e The output is attenuated at high frequen-
cies but is nearly equal to the input at low
frequencies.

e The cut-off frequency of the filter (at
which the attenuation factor is 0.707) is
12tRC.

TRANSISTORS AND AMPLIFIERS

Semiconductors and Doping

Transistors are constructed of materials called
semiconductors, which have resistivities inter-
mediate between those of good conductors
(such as metals) and insulators (most non-
metals). Silicon and germanium are the most
frequently used substances. They are very poor
conductors when in pure form, but when
doped with trace quantities of elements capa-
ble of acting as electron donors or acceptors,
they become semiconductors. The resistivity of
the semiconductor can be altered by control-
ling the doping process.

Doping the tetravalent base material, sili-
con or germanium, with a pentavalent element

such as arsenic provides extra “free” electrons
that can conduct an electric current. Because
these electrons carry negative charge, the semi-
conductor that results is referred to as an
n-type semiconductor. Alternatively, the base
material can be doped with a trivalent element
such as gallium. An absence of sufficient elec-
trons to fill all of the orbitals is the result; the
unfilled, or electron-deficient, areas are called
holes, and they behave as positive charges that
are free to move and, thus, conduct a current.
The resulting semiconductor is referred to as a
p-type semiconductor. (What actually happens
is that electrons from a neighboring atom move
to fill in the hole, resulting in a hole moving
to a new position.) Thus, n-type semiconduc-
tors have electrons available for conducting
current, whereas p-type semiconductors have
holes (a potential space for electrons) available
for conducting current.

Key Points

e Transistors are made of semiconductors
such as silicon and germanium doped with
trace quantities of other elements.

e N-type semiconductors have extra “free”
electrons that act as negative charges to
conduct current.

e P-type semiconductors have an absence
of sufficient electrons to fill all orbitals
(“holes”) that act as positive charges.

Diodes and Rectification

A useful electronic device can be made when
two or more dissimilar semiconductors are
adjacent. When an n-type semiconductor slab
is fused along one face with a p-type semicon-
ductor, electrons diffuse from the n region to
the p region, filling some of the empty holes
of the p region, up to the point at which the
relative attraction of the holes for electrons is
exactly counterbalanced by the effect of the
electric field set up between the regions by the
migration of electrons. This leaves the p region
with a net negative charge and the n region
with a net positive charge. If such a device is
connected in a circuit to a source of EMF with
the positive potential applied at the p region,
a process called forward biasing, the electric
field across the junction is reduced and fur-
ther migration of electrons from n to p occurs,
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Figure 1-10. A, A forward-biased pn semiconductor
junction permits current flow. B, A reverse-biased junction
prevents current flow. V, Potential across the semicon-
ductor junction. (From Misulis, K. E. 1989. Basic elec-
tronics for clinical neurophysiology. Journal of Clinical
Neurophysiology 6:41-74. By permission of the American
Clinical Neurophysiology Society.)

which constitutes a current flowing (by conven-
tion) from the p to the n terminal (Fig. 1-10).
If, however, the positive potential is applied at
the n region, a process called reverse biasing,
the electric field across the junction is actually
increased and current flow is blocked, because
in the region of the junction, the electrons
that would carry current in the n region have
been depleted and the “holes” that would carry
current in the p region have also been filled.
This type of device is called a diode; it allows
current flow only in one direction. If a sinu-
soidal AC potential is applied to such a device,
rectification results—the current flow is pul-
satile but constrained to a single direction. This
is the first step that occurs in power supply cir-
cuits that convert AC line voltage to DC volt-
ages suitable for use in most electronic circuits.

Key Points

(] ]oining an n-type to a p-type semiconduc-
tor creates a diode.

e A diode allows current flow only in one
direction.

e A diode “rectifies” an AC potential (the
first step in converting AC to DC for use
in electronic circuits).

Transistors and Amplification

A transistor is a device that controls the
transfer of electric charge across a resistor.
Junction bipolar transistors (the most common
type) can be made in two forms called npn and
pnp. Both are composed of a three-layer sand-
wich of semiconductors of different types. The

names npn and pnp refer to the types of semi-
conductors and their order in the sandwich;
npn transistors, for example, have a positively
doped material in the middle layer and nega-
tively doped materials in the outer layers. In
an npn transistor, the primary movement of
electrons is from one of the outer layers (the
emitter), which is connected to the negative
terminal of an external battery or power sup-
ply, to the other outer layer (the collector),
which is connected to the positive terminal,
through the middle layer (the base). Under
resting conditions, little current flow occurs,
because although the emitter-base np junc-
tion is forward biased and can conduct current,
the base—collector pn junction is reverse biased
and blocks current (Fig. 1-11). However, if a
small positive potential is applied to the base
through an external connection, the junctional
electric field at the base-collector pn junction
is reduced, because some electrons entering
the p-type base are allowed to leave through
the external connection, preventing the filling
of holes in the base. This allows a continu-
ous movement of electrons from the emitter
through the base into the collector. The mid-
dle, or base, layer is very thin, so that even
a small positive potential applied to the base
is sufficient to facilitate a large conductance
between collector and emitter. Thus, a small
controlling voltage across base and emitter gov-
erns the flow of a much larger current through
the collector-to-emitter circuit. This, in effect,
is the basis of an electric amplifier.

(Collector)

: i8R ¢ |
I
(Emitter)

Figure 1-11. Annpn junction bipolar transistor showing
the potential applied between the emitter, E, and base, B,
that controls the flow of current between the emitter and
the collector, C. The figure on the right shows the circuit,
using the conventional symbol for the transistor (From
Misulis, K. E. 1989. Basic electronics for clinical neuro-
physiology. Journal of Clinical Neurophysiology 6:41-74.
By permission of the American Clinical Neurophysiology
Society.)
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Because the gain, or amplification, of a
single transistor is limited, multiple stages
of amplification are used in an EEG or
electromyographic (EMG) machine. For exam-
ple, six stages of amplification, each with a gain
of 10, give an overall amplification factor of
1,000,000. A complete EEG or EMG amplifier
contains preamplification stages, which typi-
cally boost the signal from the patient by a fac-
tor of 10 to 1000, followed by low-frequency,
high-frequency, and 60-Hz notch filter cir-
cuits, followed by driver amplification stages
that provide the remaining amplification and
produce an output signal capable of driving
the oscilloscope display or the pen motors of
the paper display unit or the analog-to-digital
converter in a digital instrument.

Key Points

e A transistor is a solid-state device that con-
trols the transfer of electric charge across
a resistor.

e Junction bipolar transistors are a three-
layer sandwich of semiconductors of dif-
ferent types (npn or pnp).

e The outer layers are the emitter and the
collector, while the thin middle layer is the
base.

e A small controlling voltage applied to the
base governs the flow of a much larger
current from collector to emitter.

e This is the basis of an electronic amplifier.

e Multiple stages of amplification are used
to achieve an overall gain of many orders
of magnitude.

Differential Amplifiers

The type of amplifier used predominantly
in clinical neurophysiology is the differential
amplifier. This type of amplifier is constructed
to amplify only the difference in the poten-
tial between its two inputs. This is one way
of reducing contamination of the physiologic
signal by electrical noise—for example, 60-Hz
noise from line voltage devices—because this
noise tends to be the same at all electrode
positions and cancels out when a difference in
potential is formed. Physiologic signals, on the
other hand, are usually different at different
electrode positions.

A differential amplifier is actually composed
of two amplifier circuits (two transistors), one
for the GI input and one for the G2 input (the
nomenclature G1 and G2 is still in common
use, even though it originated in the early days
of EEG and EMG when vacuum tube ampli-
fiers were used; G was used to indicate a grid
in the vacuum tubes). The G2 transistor is
connected to a negative power supply voltage,
and the G1 transistor is connected to a posi-
tive power supply voltage. The outputs of both
transistors are connected together (Fig. 1-12).
In this fashion, increased current flow in the
emitter-to-collector circuit of the G1 transis-
tor produces a positive change in the output
potential, whereas increased current flow in
the emitter-to-collector circuit of the G2 tran-
sistor produces a negative change in the output
potential.

Although an ideal differential amplifier
would be sensitive only to the difference in
potential between the two inputs, in prac-
tice, a large enough signal applied to both
inputs simultaneously, called common mode,
produces a small output signal (Fig. 1-13).
This occurs because the input impedance and
the gain and frequency response of the two
transistors in the differential amplifier are not

Vie——
10x
Output
[(V1-V2)x10]
va —10x
Ref Ref
V1 \ (V1-V2)x10
Al - ~|| = ,j',__

Figure 1-12. A differential amplifier constructed from
two single-ended amplifiers, with input potentials VI and
V2 with respect to the reference (Ref), the second of which
produces an inverted output; the net output is given by
the product of the amplifier gain (10 in this case) and
the difference in potential between the two inputs (From
Misulis, K. E. 1989. Basic electronics for clinical neuro-
physiology. Journal of Clinical Neurophysiology 6:41-74.
By permission of the American Clinical Neurophysiology
Society.)
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Figure 1-13. A differential amplifier with a small signal on one input and a large artifactual signal on both inputs. The
small signal is amplified while the large signal is reduced, but the common mode rejection is not sufficient to totally

eliminate the large signal.

quite identical. The common mode rejection
ratio (CMRR) of a differential amplifier can
be calculated as the applied common input
potential divided by the output potential.* For
modern amplifiers, this ratio is approximately
10,000. However, if the electrode impedances
are high or differ significantly between the G1I
and the G2 inputs, the effective signal per-
ceived by the two transistors in the differen-
tial amplifier can differ significantly and the
CMRR can be drastically reduced, thus allow-
ing signiﬁcant amounts of noise to contaminate
the signals being recorded.

Even though the differential amplifier out-
put depends on the difference in the potentials
at its two inputs, each input potential as per-
ceived by the amplifier is relative to a common
reference, or ground, potential. This ground
potential is in practice equal to the poten-
tial at a single ground electrode that must
be attached to the patient. For example, the
ground electrode for EEG recording is typi-
cally placed on the mastoid process; occasion-
ally other locations, such as the frontal area, are
used. As long as the electrode-to-patient con-
nections are adequate (i.e., have low enough
impedance), the location of the ground elec-
trode does not matter. Because each input
of the differential amplifier receives a poten-
tial that is relative to the same ground and
these potentials are subtracted in the output,
the potential of the ground electrode cancels
out. However, if there is a very poor (ie.,
one with high impedance) electrode connec-
tion or, in the extreme case, if an electrode
is left unconnected, the differential amplifier

input effectively becomes the ground electrode
potential. In addition to introducing more
60 Hz and other noise into the recorded signal,
artifacts and mislocalization of cerebral electric
activity can result by the unexpected introduc-
tion of a signal coming from an EEG ground
electrode into one or more channels.

Key Points

e Predominantly differential amplifiers are
used in clinical neurophysiology.

e They amplify only the difference in poten-
tial between two inputs, reducing contam-
ination by electrical noise.

e A differential amplifier has two transistor
amplifier circuits connected to opposite-
polarity power supply voltages.

e Slight differences in the two transistors
cause some output when a large signal
reaches both inputs simultaneously.

e CMRR is the ratio of the common input
potential to the output potential.

e If one input of a differential amplifier is
of very high impedance, the ground elec-
trode becomes the input.

SUMMARY

This chapter reviews the basic principles of
electric and electronic circuits that are impor-
tant to clinical neurophysiology. Knowledge
of these basic principles and how to solve
simple circuit problems is necessary for a com-
plete understanding of the proper operation
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of equipment used in clinical neurophysiology
and of the terminology and specifications given
in equipment manuals.

Circuit definitions

® Resistance—opposition to direct current
flow; ratio of potential (voltage) to current.

e Conductance—ability to conduct direct
current; ratio of current to potential
(voltage).

e Capacitance—ability to store charge; ratio
of charge to potential (voltage).

e Inductance—ability due to magnetic effects
to produce a potential when current
changes; ratio of potential (voltage) to rate
of current change.

® Reactance—opposition to alternating cur-
rent flow by capacitance or inductance;
ratio of potential (voltage) to AC current
in a capacitor or inductor.

° Impedance—net opposition to current
flow by both resistance and reactance;
ratio of potential (voltage) to current in an
AC circuit.

Filter characteristics

e High-pass filter—attenuates signals at low
frequency while leaving high-frequency
signals unchanged.

e Low-pass filter—attenuates signals at high
frequency while leaving low-frequency
signals unchanged.

e Cut-off filter frequency—frequency at
which there is a 30% attenuation in signal
amplitude.

e Filter phase shift—Time delay (latency
change) caused by a filter, especially
affecting low-frequency components of a
signal.

e Filter time constant—resistance times
capacitance, inversely related to the cut-
off filter frequency.
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INTRODUCTION

The principles of electrical safety are of great
importance in clinical neurophysiology. All of
the electrophysiologic studies that are per-
formed require the application of electrical
connections to equipments that, through con-
nections with the patient, pass small amounts
of electrical current to the patient. Although
small, there is always an inherent risk to the

ELECTRIC SAFETY PRINCIPLES
AND IMPLEMENTATION

Equipment Grounding

Tests for Equipment Grounding and
Leakage Current

Rules for Electric Safety

Electric Safety Procedures for
Technicians

ELECTRIC STIMULATION
SAFETY
Stimulating Near Pacemakers and
Other Implanted Electrical Devices
Transcranial Electrical
and Magnetic
Stimulation
Therapeutic Cortical and Deep
Brain Stimulation

SUMMARY

tissue through which current passes. This chap-
ter discusses the concepts of electrical safety in
clinical neurophysiology.

ELECTRIC POWER
DISTRIBUTION SYSTEMS

The electric systems of buildings are designed
to distribute electric energy from one central

21
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point of entrance to all the electric applian-
ces and receptacles. Power companies provide
electric energy at high voltage (typically 4800
or 4160V for a hospital or medical clinic) to
minimize transmission losses. A step-down tra-
nsformer converts the high-voltage energy to
safer, usable voltages (usually 120 and 240V).
Figure 2-1 shows the wiring of a typical 120V
circuit. The secondary coil of the transformer
has a center tap that acts as the return path
(“neutral”) for the circuit; it is connected to
earth ground through a grounding stake at the
electrical junction site. Each of the two outer
ends of the 240V secondary coil can be used to
drive one 120V circuit; this provides a hot line
whose potential is 120 V from ground. This hot
line incorporates a circuit breaker that limits
current flow to a level (e.g., 20 A) that will not
cause excessive heating in wiring in the build-
ing. For reasons explained later, each recepta-
cle also includes a ground contact connected
to earth ground through a conductor separate
from the “neutral” conductor (see Fig. 2-1).

Key Points

e Electric power for a building is distributed
from a step-down transformer to wall out-
lets and lighting.

e A “neutral” wire acts as the return path
and is connected to earth ground.

e A “hot” wire carries 120 or 240 V electric-
ity to lights and appliances.

e An equipment ground wire provides a sep-
arate pathway to ground from the “neu-
tral” wire.

ELECTRIC SHOCK

Electric shock is the consequence of the flow of
current through the body. The effect of electric
shock depends both on the magnitude of the
current flow and the path taken by the current
in the body, which is determined by the points
of entry and exit.

Requirements for Electric Current
to Flow Through the Body

When an externally generated current flows
through the body, it has a point of entrance
and a point of exit. The current may be thought
of as originating from some electric apparatus,
or source, flowing through a conducting mate-
rial from the apparatus to the body, flowing

Transformer Equipment ground
enclosure Neutral conductor (Green)
L J (White) <—“Hot" conductor
= (Black)
Circuit (©
breaker \
Transformer
\
Equipment ground
T~ Grounding of
I enclosure
—|| Grounding stake
4800 Vv e 58
from main substation =lvell | =

Figure 2-1. Scheme of a building’s electric power distribution system showing a step-down transformer, circuit breaker,
grounding stake, and a third wire for equipment grounding in the conduit. (From Cromwell, L., F. J. Weibell, and
E. A. Pfeiffer.1980. Biomedical Instrumentation and Measurements, 2nd ed., 437. Englewood Cliffs, NJ: Prentice-Hall.

By permission of the publisher.)
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through the body, and finally flowing through
a second conducting material from the body to
ground. Thus, to have an electric shock, there
must be at least two connections to the body:
one to the current source and the other to
ground. An apparatus can act as a source of cur-
rent either (I) because a point of connection
between it and the body, such as an exposed
metal part of the chassis or other metal contacts
or terminals, is in direct continuity with the hot
line through a very low resistance path caused
by some fault such as a mechanical break in
insulation or fluid spilled into the circuit or
inadvertent direct connection of electrode lead
wires to energized, detachable power-line-cord
plugs' or, more commonly, (2) because of a
low-level leakage of current through a moder-
ate resistance path, which may be inherent in
the design of the apparatus. A further require-
ment for significant electric shock is that the
entire pathway to, through, and out of the
body must have a sufficiently low resistance for
normal line voltage to be hazardous.

An additional requirement for a lethal elec-
tric shock is that the current must take a path
through the body that includes the heart (e.g.,
when current enters through one arm and exits
through the other), because the mechanism of
lethal shock is almost invariably the induction
of ventricular fibrillation.

Key Points

e Current flow through the body requires a
point of entry (current source) and a point
of exit (any ground connection).

e The current source is usually leakage from
internal circuitry to the chassis or other
metal contacts or terminals.

e For an electric shock to be lethal, the cur-
rent must take a path through the body
that includes the heart.

Physiologic Effect of Electric
Current

For currents that enter and leave the body
through the skin, the usual situation outside of
hospitals, Figure 2-2 shows the approximate
amounts of current associated with various
physiologic effects, ranging from minimal per-
ception (0.5-1 mA) to severe burns and physi-
cal injury (6-10A). Because current flow in a
limb leads to involuntary muscle contraction

through direct depolarization of muscle fibers,
a victim of electric shock may not be able to
let go of the source of the current when it
exceeds about 10-20mA. The threshold for
induction of ventricular fibrillation is approxi-
mately 100 mA. The externally applied current
spreads out as it passes through the body, so
that the fraction passing through the heart
is small, less than 0.1% in most situations
depending on entry and exit points.

In hospitals, one of the two required con-
tacts between an external source or ground and
the body may be an intracardiac catheter. If
current enters or leaves through this device,
essentially the entire current flows through
the myocardium. In this case, the threshold
for inducing ventricular fibrillation is far less
than for externally applied current. In humans,
this threshold is estimated to be approxi-
mately 50 pA, but experiments in dogs have
shown that as little as 20 A is sufficient.?
Furthermore, the results of a recent study
have suggested that the threshold for induc-
tion of cardiovascular collapse (which is less
than the threshold for inducing ventricular fib-
rillation) is the more relevant quantity, and this
threshold is only 20 wA.? The threshold may be
significantly lower in persons with preexisting
heart disease.

Key Points

e Electric currents below 0.5-1 mA cannot
be perceived.

e Currents over 20mA lead to involuntary
muscle contraction, making it impossible
to let go of the source of current.

e Externally applied currents over 100 mA
may cause ventricular fibrillation.

e Currents as small as 20-50 LA entering
the heart through an intracardiac catheter
may cause ventricular fibrillation.

Factors Reducing Risk of Electric
Shock

The risk of electric shock or electrocution
from appliances is reduced by several factors,
including the following:

1. Leakage currents that are available from
most electric appliances are relatively
small.

2. People using appliances are often not
connected to ground.
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Figure 2-2. Effects of 60 Hz AC electric current flow of various magnitudes produced by a 1-second external contact
with the body. (From Cromwell, L., F. J. Weibell, and E. A. Pfeiffer.1980. Biomedical instrumentation and measurements,
2nd ed., 434. Englewood Cliffs, NJ: Prentice-Hall. By permission of the publisher.)

3. Contacts with the source of leakage significantly greater because of the following
current and with ground usually have  factors:

high resistance, for example, dry, intact
skin.

4. Healthy, alert people can withdraw from
a source of current in most cases.

5. The hearts of healthy people require sig-
nificant electric currents to induce ven-
tricular fibrillation.

Factors Increasing Risk of Electric
Shock in Hospitals

The risk of electric shock or electrocution
from appliances in hospitalized patients is

1. Leakage currents that may be avail-

able from appliances are relatively large
because patients may be attached to
many instruments (thus providing mul-
tiple current sources), conducting flu-
ids may get into instruments through
spillage or leakage, and instruments may
be used by many persons or used in
many locations (or both), thus increasing
the chance of fault caused by misuse or
wear. In the operating room, instruments
such as electrosurgical units may present
special risks to the patient if proper
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precautions for electric safety are not
followed.*>

2. Through attached electric instruments,
patients are often grounded or they
may easily contact grounded objects, for
example, metal parts of beds, lamps,
and instrument cases.

3. Contacts with the source of leakage cur-
rent and with ground are often of low
resistance because connections to mon-
itoring devices purposely minimize skin
resistance (e.g., electrodes applied with
conducting paste) or bypass it altogether
(e.g., indwelling catheters). Furthermore,
patients with conductive intracardiac
catheters, such as pacemaker leads and
saline-filled catheters, have a direct low-
resistance pathway to the heart. Because
only tiny currents flowing in such a path
may induce lethal ventricular fibrillation,
such patients are called “electrically sus-
ceptible.”

4. Weakened or comatose patients cannot
withdraw from a source of current.

5. Patients” hearts may be more suscepti-
ble (through disease) to electric current—
induced ventricular fibrillation.

Key Points

e The risk of electric shock from appliances
is reduced by factors such as low leak-
age current, high resistance of contact
with leakage current source, and ability to
withdraw from source of current.

e Factors increasing the risk of electric
shock include patient attachment to mul-
tiple instruments, contact with grounded
objects, low-resistance contacts such as
indwelling catheters, and patients with
cardiac disease or those unable to with-
draw from current source.

LEAKAGE CURRENT
Origin

One of the most important parameters in elec-
trical safety is leakage current. This is an easy
parameter to measure on biomedical instru-
ments but is often misunderstood because
there are multiple kinds of leakage current and
the maximal value allowed for leakage current

varies by the class of the instrument and local
governmental regulations. Leakage current in
an electric apparatus may originate in several
ways, including the following:

1. There is always a finite internal cir-
cuit resistance between the power line
(hot wire) and the instrument chassis,
known as instrument ground; this may
be decreased by faults in the wiring or
by breakdown of insulation. A resistance
as large as 5 MQ still allows 24 pA to
flow between the “hot” conductor and
ground, which may be enough to induce
ventricular fibrillation in an “electrically
susceptible” patient.

2. The capacitance between the “hot” con-
ductor and the chassis resulting from
internal circuitry or external cabling may
provide a relatively low-impedance path-
way for alternating current. A capacitance
as small as 440 picofarad (pF) still allows
20 A to flow between the “hot” conduc-
tor and ground.

3. The inductive coupling between power-
line circuits and other circuit loops, such
as ground loops when there are multi-
ple ground connections to the patient,
can induce ground-path current flow
as well. In addition to the leakage
currents available from equipment-to-
patient ground connections, leakage cur-
rents may be introduced by similar mech-
anisms into other leads or connections to
the patient.

Methods by Which Leakage
Current Reaches Patients

Leakage currents may reach patients when
contact is made either directly or through
another person to exposed metal parts or to
the chassis of electric equipment. Leakage
currents may also reach patients through a
direct connection of the chassis (equipment
ground) to the patient; in the past such a
direct patient ground connection was made
to reduce noise in recording of physiologic
signals. Finally, leakage currents may reach
patients through resistive or capacitive (or pos-
sibly inductive) coupling to leads other than the
patient ground.
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Methods to Reduce Leakage
Current Reaching Patients

Many methods are used in modern hospital
electric distribution systems and in biomedi-
cal instruments to decrease the risk of elec-
tric shock by reducing the available leakage
currents, including the following:

1. The chassis and all exposed metal parts of
electric appliances are grounded through
a separate ground wire, through the
round pin of electric plugs. Any leak-
age currents that would otherwise flow
to a subject in contact with the chas-
sis are instead shunted through this low-
resistance pathway to ground. Because
the leakage currents in properly func-
tioning equipment are small, the ground
wire in the building’s power distribution
system usually carries very little current,
unlike the neutral wire, which carries the
full operating current. Hence, the poten-
tial drop between the equipment chassis
and the earth ground connection located
at the electric distribution panel of the
building is minimal, and the equipment
ground potential remains very close to the
earth ground potential (Fig. 2-3).

2. Hospital rooms that have exposed metal
parts, for example, window frames, bath-
room plumbing, shelving, and door frames,
may also connect these to earth ground
through the same grounding system used
for electric outlets. All such grounded

Hot J_
— Leakage —»
Neutral Electronics l
L Ground I Chassis
= — — — —

Figure 2-3. The power cord ground wire conducts leak-
age current from an electric apparatus chassis to earth
ground. (From Seaba, P. 1980. Electrical safety. Amer-
ican Journal of EEG Technology 20:1-13. By permis-
sion of the American Society of Electroneurodiagnostic
Technologies.)
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Figure 2-4. Excessive leakage current from a floor pol-
isher flows through the building wiring to an EEG machine
and an ECG monitor attached to the patient through dif-
ferent wall plugs. This ground loop was created by the use
of two outlets physically distant from one other, producing
a difference in the equipment ground potentials between
the two outlets. (From Seaba, P. 1980. Electrical safety.
American Journal of EEG Technology 20:1-13. By per-
mission of the American Society of Electroneurodiagnostic
Technologies.)

points in one room should be connected
to a single ground wire, an equipotential
grounding system. Also, all biomedical
equipment connected to a patient should
draw power from the same group of out-
lets to avoid large ground loops (Fig. 2—4).

3. When necessary, isolation transformers
may be used to eliminate the neutral-
to-ground connection entirely, thereby
reducing the risk of shock when a patient
connected to a biomedical instrument
comes in contact with an earth ground
(Fig. 2-5). However, isolation transform-
ers do not eliminate entirely the risk of
shock, because they may have significant
leakage currents.

4. Appliances can be constructed with non-
metallic cases to minimize the chances
of patients contacting the equipment
chassis.

5. Appliances should have short line cords,
and the use of extension cords should
be avoided to minimize capacitive and
resistive leakage currents between the hot
and the ground wires. Note that each
foot length of cord unavoidably intro-
duces about 1 A of leakage current into
the ground connection.

6. Direct connections of patients to earth
ground should be avoided. In particu-
lar, inadvertent electric paths between
ground and patients that bypass the
normally high skin resistance (especially
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Figure 2-5. An isolation transformer used to reduce equipment leakage current. The equipment is connected to the
secondary coil of the transformer, which is electrically isolated from the power line hot and neutral conductors. (From
Cromwell, L., F. J. Weibell, E. A. Pfeiffer, and L. B. Usselman. 1973. Biomedical instrumentation and measurements, 387.
Englewood Cliffs, NJ: Prentice-Hall. By permission of the publisher.)

paths provided by intracardiac catheters)
should be avoided by using nonconduc-
tive materials.

. Current that may flow through all con-

nections between a patient and the equip-
ment, both signal and ground, should be
limited to no more than 50 LA (10 pA
for “electrically susceptible” patients, i.e.,
Type CF) through the use of current
limiters or inductive or optical cou-
pling devices. Alternatively, when practi-
cal, battery-powered equipment that has
no direct connection to line voltage or to
ground can be used.

Key Points

Leakage currents reach a patient through

o Contact with equipment metal chassis

o Connection of equipment ground to
patient

© Resistive or capacitive couphng to
patient leads.

e Reduce leakage currents to a patient by

[¢]

O O O

Battery-powered equipment

Avoid connection of patient to ground
Short line cords (no extension cords)
Ground all equipment metal chassis
through a separate ground wire
Connect all equipment to same group of
outlets

Equipotential grounding system

Limit current flow to patient to less than
10 LA

Isolation transformer.

ELECTRIC SAFETY PRINCIPLES
AND IMPLEMENTATION

Equipment Grounding

Proper grounding of electric equipment (i.e.,
providing a low-resistance pathway from the
equipment chassis to an earth ground) is
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usually accomplished through the grounding
wire in the line cord that connects to the
round pin in the plug and thence to the
building’s electric grounding system. Failure
of this ground connection may occur in sev-
eral ways. There can be a failure of attach-
ment of the grounding wire in the line cord
to the equipment chassis, a break in continu-
ity of the grounding wire within the cord, or
a failure of connection of the grounding wire
to the grounding pin. Also, the grounding pin
may make poor contact with the wall recepta-
cle because of a reduction in contact tension
caused by mechanical wear. The grounding pin
can also be deliberately bypassed using a so-
called cheater (3-prong to 2-prong) adapter.
Defects also can occur in building wiring,
such as an improper or omitted connection of
the wall receptacle’s grounding terminal to a
ground wire or an interruption of the ground
connection somewhere in the building’s wiring.
This is particularly likely if metal conduit,
rather than a wire, provides the ground con-
nection since conduit is subject to corrosion
and loss of mechanical contact. Particularly in
newly constructed or remodeled rooms and
buildings, it is advisable to visually inspect and
to electrically test the ground connection in
all wall receptacles. Because the ground con-
nection is only for electric safety purposes, the
lack of it in no way affects operation of the
electric equipment and, therefore, will remain
undetected if not specifically checked.

Key Points

e Grounding of electric equipment is accom-
plished by the grounding wire in the line
cord and in the building wiring.

e Failures of grounding can occur at any
step along the path from the equipment
chassis to the earth ground.

Tests for Equipment Grounding
and Leakage Current

Each hospital, laboratory, or clinic should
establish an electric safety program that
includes selecting equipment that meets
appropriate safety standards, testing new
equipment after purchase to verify that
standards are met, inspecting and retesting
equipment periodically thereafter to ensure

that damage through use and misuse does not
compromise safety, educating all those who
use the equipment (especially technicians) in
electric safety principles, and ensuring that
certain basic minimal safety tests are per-
formed each time a biomedical apparatus is
plugged in, turned on, and connected to a
patient.

Tests that should be performed on building
wiring at the time of installation include the
following:

1. Visually inspect the wiring of all wall
receptacles to ensure that it is correct.

2. Measure the resistance between each wall
receptacle ground (and other grounded
objects in the room) and a ground
known to be adequate, such as a cold
water pipe or an independent ground-
ing bus. This resistance should be less
than 0.1 Q.

3. Measure the contact tension provided by
the wall receptacle, that is, the force
required to withdraw the ground pin of a
test plug from the receptacle. This should
be at least 10 ounces.

4. Test all outlets when first installed and
periodically thereafter with an approved
electrical tester that measures polarity
and ground resistance.

These tests, except the first, should also
be performed periodically, for example, every
6-12 months, and the receptacles whose con-
tact tension has degraded below 10 ounces
should be replaced. Tests that should be per-
formed on each biomedical instrument at the
time of purchase and periodically thereafter,
for example, every 6-12 months, include the
following:

1. Visually inspect the line cord and plug for
signs of damage, wear, or breakage.

2. Measure the resistance between the
ground pin of the plug and the instrument
chassis. This should be less than 0.1 €.

3. Measure the chassis-to-earth ground
(enclosure) leakage current using certi-
fied leakage meter. This measurement
should be made with the equipment’s
grounding pin disconnected (to ensure
safety even if the building grounding
system is faulty) and under four sep-
arate conditions. This should include
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both normal and reverse polarity of the  Rules for Electric Safety
hot and neutral wires (to ensure safety
even if the wall receptacle is erro-
neously wired with opposite polarity)

In addition to a program of periodic testing
and inspection, electric safety requires that all
and with the equipment power switch persons using electric equipment in the labora-
“on” and “off.” In all four conditions, tory or hospital are familiar with the following
this current should not exceed 100 WA rules:

for normal operation (Type B, BF, CF
applied parts) and 500 A for single fault
conditions.®

. Measure the leakage current from each
terminal that connects to a patient,
including the patient ground to earth
ground, under the same four conditions
(patient leakage from applied part to
earth ground). This is the maximal leak-
age current that the equipment can sup-
ply to a patient who is grounded through
a second connection. For use with “elec-
trically susceptible” patients, this cur-
rent should not exceed 100 pA (Type B,
BF applied parts) and 10pnA (Type CF
applied parts) for normal operation and
500 pA (Type B, BF applied parts) and
50 pA (Type CF applied parts) for single
fault conditions.b

. Measure the leakage current from the
power-line hot wire to each terminal
that connects to a patient, including the
patient ground, under the same four con-
ditions (patient leakage via F-type applied
part caused by external voltage on the
applied part). This is the maximal current
that can be absorbed by the equipment
from a patient who accidentally comes in
contact with a 120V power line. For use
with “electrically susceptible” patients,
this current should not exceed 100pA
(Type B, BF applied parts) and 10 pA
(Type CF applied parts) for normal oper-
ation and 500 pA (Type B, BF applied
parts) and 50 pA (Type CF applied parts)
for single fault conditions.®

Key Points

e Each hospital, laboratory, or clinic should
establish an electric safety program that
includes selecting equipment that meets
appropriate safety standards and testing
new equipment after purchase to verify
that standards are met.

These tests should also be performed peri-
odically, for example, every 6-12 months.

1. Do not ever directly ground patients
or allow patients to come into contact
with grounded objects while connected
to a biomedical instrument. If an
instrument does not meet UL 60601-
1, EN/IEC 60601-1 Medical Electrical
Equipment—Part 1 General Require-
ments for Safety and Essential Perform-
ance, then patient—ground connections
should be made to only one instrument
at a time.’

2. Ensure that every electric device or

appliance, for example, lamps, electric
beds, electric shavers, and radios, that
a patient might accidentally come in
contact with is connected to an ade-
quate earth ground, such as through use
of an approved three-prong or double-
insulated grounded plug.

3. Use only safe, properly designed, and

pretested electric equipment. All bio-
medical devices directly connected to
patients must have isolation or current-
limiting circuits if they are to be used
with “electrically susceptible” patients.
Allline-powered equipment should have
three-prong grounded plugs. In general,
patients should not be allowed to bring
their own electric appliances from home
for use in a hospital room.

4. Ensure that all electric equipment in use

has had a safety inspection done recently
(within 6-12 months), as indicated by a
dated electrical safety inspection tag or
sticker.

5. Connect all patient-connected equip-

ment to outlets in the same area or
cluster to avoid large ground loops.

6. Never use an extension cord on patient-

connected equipment because this adds
leakage current through its internal
capacitance and resistance and, thus,
provides another chance for ground
connection failure. In the operating
room or situations with direct cardiac
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connection, equipment should be tested
before every use.

7. Cover all electric connections to intrac-
ardiac catheters with insulation to
eliminate electric continuity between
external devices or ground and the
catheter whenever possible.

8. Have a defibrillator available at all build-
ing locations where patients have cardiac
catheters in place.

9. Do not ignore the occurrence of any
electric shocks, however minor; investi-
gate their causes. Thoroughly test any
equipment that may have been involved
before putting it back into service. Also,
do not ignore any abnormal 60 Hz inter-
ference or artifact in an electrophysio-
logic recording; this finding may indicate
that some device is leaking current into
the patient.

10. Follow certain safety procedures, includ-
ing routine safety checks, each time an
electric device is to be connected to a
patient.

Electric Safety Procedures for
Technicians

The following procedures should be followed
by technicians while performing an electro-
physiologic test requiring line-powered equip-
ment on a patient, especially portable studies
performed in a patient’s room:

1. Check the physical condition of the
equipment. Is there any evidence of lig-
uid spills, cord wear, or damage? Is the
plug bent or broken? Is the equipment
labeled with a current electric safety
inspection sticker?

2. Inspect the patient area for any two-
wire ungrounded appliances. Have them
unplugged and removed.

3. Inquire about any other instruments
attached to the patient. Are they labeled
with a current electric safety inspection
sticker?

4. Choose an outlet in the same area or
cluster used by other patient-connected
devices. Before plugging in the equip-
ment, check the contact tension of the
chosen receptacle with a simple device

that should be carried with all portable
equipment.

5. Turn on the instrument and calibrate it
before connecting it to the patient. Major
electric problems may show up during
calibration; furthermore, electric surges
occur as the instrument is turned on and
leakage currents may be higher while it is
starting up.

6. Disconnect the patient from the instru-
ment before turning it off or on.

ELECTRIC STIMULATION SAFETY

In addition to the issues of electrical safety
of all biomedical equipment discussed above
that relate to the electrical supply voltage
and leakage currents, clinical neurophysiology
studies such as evoked potentials, nerve con-
duction studies, and transcranial electrical and
magnetic stimulation studies, as well as ther-
apeutic devices such as nerve, spinal cord,
cortical or deep brain stimulators, involve stim-
ulating neural tissue with electrical currents
(or strong magnetic fields), which introduces
additional safety considerations related to tis-
sue damage from stimulation and effects on
nearby implanted electrical devices such as
pacemakers.

Stimulating Near Pacemakers and
Other Implanted Electrical
Devices

Peripheral nerve stimulation has been in use
for decades without risk or harm. Patients with
pacemakers or implanted cardiac defibrillators
are sometimes referred for nerve conduction
studies and needle EMG. Potential risks, such
as induction of ventricular or atrial fibrilla-
tion, alteration of pacing mode, or cardiac tis-
sue damage from the electrical current, may
result in limitation of performance of studies in
these patients. However, in a small study of 10
patients with pacemakers or implanted cardiac
defibrillators who underwent nerve conduc-
tion studies with stimulation at common sites,
no abnormalities in the devices occurred and
the electrical impulses generated during the
studies were never detected by the sensing
amplifier.®
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Transcranial Electrical and
Magnetic Stimulation

Stimulation of brain, spinal cord, peripheral
nerve, and muscle is being used increas-
ingly for both diagnostic and therapeutic pur-
poses. Stimulators are isolated from ground
and routinely allow less than 300V or 100 mA.
Most stimulation is done with constant current
rather than constant voltage to better assure
similar local current flows, despite varying tis-
sue impedance. Transcranial electric stimula-
tion may be as high as 800V to the scalp;
the high impedance of the skull results in
only small current flow reaching the brain.
While current flow through neural tissue is
low in all of these applications, safety consid-
erations remain important.9 Direct stimulation
of the cortex for localization of motor cor-
tex and other eloquent brain regions uses at
most short trains of brief pulses that have been
shown in animal models to have no deleterious
effects.'” More recent chronic deep brain stim-
ulation therapy uses much longer, rapid trains
of stimuli, but with very low current densities."
Transcranial magnetic stimulation is widely
used in Europe for diagnosis of demyelinating
diseases with no safety issues other than insti-
tutional requirements.'”” Transcranial electric
stimulation with trains of three to five pulses at
up to 800V has also been found to be safe and
effective with only rare, minor complications
such as scalp burns or masseter contraction."

Therapeutic Cortical and Deep
Brain Stimulation

Deep brain stimulators have been used to
treat a variety of movement disorders including
essential tremor, Parkinsons Disease, and
dystonia."*'® Such stimulators typically apply
100-200 Hz extracellular electrical stimulation
to target brain areas such as thalamus, sub-
thalamic nucleus, or globus pallidus. There
have also been research trials of deep brain
stimulation and cortical stimulation for treat-
ment of epilepsy. The stimulator itself is a
pacemaker-like, battery-powered pulse gen-
erator implanted subcutaneously with wires
connecting to the implanted electrodes. The
output of the pulse generator can be
programmed by a clinician. The stimulation

voltage, pulse duration (pulse width), and fre-
quency can be adjusted within limits to achieve
optimal effectiveness in treating symptoms
with minimal side effects.

There are two recognized types of tissue
response to implanted electrodes: (1) A passive
tissue response can result from surgical trauma
and the mechanical and chemical properties
of the implant. (2) An active tissue response
results from electrochemical reaction products
formed at the tissue—electrode interface and
from physiologic changes associated with neu-
ral activity induced by stimulation. The man-
ner and degree to which neural injury occurs
depends on both the stimulation parameters
and the neural substrate being stimulated.

There is an interface between the metal
stimulating electrodes and the ionic conduc-
tor of the body, which has an impedance Z(V)
that is in general nonlinear (dependent on
the voltage across the interface, V). Since the
circuit used to deliver the electrical stimu-
lus is a constant-voltage device, a changing
impedance of the electrode-tissue interface
leads to changes in the magnitude and time
course of the current that flows through the tis-
sue, which is the primary determinate of the
effects of electrical stimulation on neurons.'®

Tissue damage may result from products
of electrochemical reactions at the electrode—
tissue interface. These reactions depend upon
the potential of the electrode and the time
course of the stimulus pulse. Electrode geom-
etry and area may also be important, since the
current density on a metal electrode passing
current in an ionic conductor is nonuniform.

In addition to electrochemical mechanisms,
physiologic mechanisms involving synchronous
activation of populations of neurons also con-
tribute to neural damage. Physiologic changes
associated with neural excitation are correlated
with the charge rather than the charge density
(charge divided by electrode area). Thus, both
charge and charge density must be limited to
avoid tissue damage.'” For cortical stimulation,
another concern is the threshold for kindling of
brain tissue, which is the development of spon-
taneous epileptic seizures due to long-term
synaptic potentiation and other mechanisms.
Kindling is usually thought to occur only if an
after-discharge is seen as a result of electri-
cal stimulation, since in experimental animals
no kindling is seen with subthreshold stimuli
(those that do not produce after-discharges).
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Stimulation frequency may also have an
effect on tissue damage, since stimulus fre-
quency determines how often the activated
neurons fire, and it is possible that cellular
respiration cannot keep up with the increased
demands of neuronal ionic pumps for ATP dur-
ing high frequency firing. Thus, higher stim-
ulation frequencies may be associated with
a lower charge threshold for neural dam-
age. Deep brain stimulation uses comparatively
high (100-200 Hz) frequencies.

Key Points

e Electric stimulation of neural tissue at
the currents needed for activation is safe
if kept away from pacemakers and other
implanted electrical devices.

e Care must be taken to prevent local tissue

injury.

SUMMARY

This chapter reviews the principles of electric
safety that are relevant to clinical neurophys-
iologic studies. Knowledge of these principles
is necessary both for those involved in evalu-
ating and purchasing test instruments and for
those involved in maintaining and using them.
All those who order, perform, interpret, or
supervise electrophysiologic testing share the
legal responsibility for patient safety, including

electric safety.
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potentials may be either active or passive.
Active sources are ionic channels that open or
close in response to changes in transmembrane
potential, neurotransmitter binding, intracel-
lular calcium, or second messengers, allowing
small currents to flow into or out of the cell
body, dendrite, axon, or muscle fiber. Passive
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sources are areas of neuronal membrane that
permit current flow into or out of the cell
by passive leakage or capacitive effects. These
current sources or sinks (active or passive) lead
to widespread extracellular currents flowing in
the conducting medium throughout the body,
called a volume conductor. The transfer of
electric potentials to a site a distance away from
the generator is called volume conduction.
Volume conductors may be homogeneous,
such as a cylinder containing an electrolyte
solution; however, in clinical neurophysiology
the body acts as a nonhomogeneous volume
conductor.

Some of the currents in the volume conduc-
tor reach the skin surface, where the current
causes a potential difference across the space
between two recording electrodes. This differ-
ence in potential can be detected and amplified
by a differential amplifier. The source of the
electrical potentials, the type of volume con-
ductor, the propagation of current through the
volume conductor, relationship between the
recording electrode montages, and distances
of the electrodes from the electrical generator
all have an effect on the potentials recorded
in clinical neurophysiology. Volume conduction
theory describes the spread of electrical cur-
rent throughout the body and plays an impor-
tant role in the responses recorded in clinical
neurophysiology.

Key Points

e Currents generated by sources in the body
flow in the conducting medium (volume
conductor) to reach electrodes.

e Current flow causes potential differences
between electrodes which can be ampli-
fied and recorded (Ohm’s law).

SOURCES OF ELECTRICAL
POTENTIALS

Cortically Generated Potentials in
Volume Conductors

The potential generated by a population of
neurons is equal to the sum of the potentials
generated by the individual neurons. Cerebral
cortical neurons have extensive dendritic trees

in which multiple synapses may be active
simultaneously and in which multiple regions
of active membrane are capable of generat-
ing action potentials. In this case, the poten-
tials generated by each neuron are a sum of
the potentials generated by multiple active
and passive areas of membrane. Only if the
responsible neuronal generators are arranged
regularly and activated more or less syn-
chronously is sufficient summation obtained to
allow recording of potentials at a considerable
distance from the generators.

In the cerebral cortex, the generator of spon-
taneous electroencephalographic (EEG) activ-
ity, the pyramidal neurons are arranged in a
regular manner, with the main axes of the
dendritic trees parallel to one another and per-
pendicular to the cortical surface. Thousands
of these cortical pyramidal neurons are acti-
vated more or less simultaneously by synapses
made by a single axon or small groups of axons,
producing significant extracellular current flow.
Under these circumstances, the longitudinal
components of current flow from different
neurons add together, and the transverse com-
ponents of flow cancel out, producing a laminar
current along the main axes of the neurons.
Depending on whether the activated synapse is
excitatory or inhibitory, the direction of current
flow across the cell membrane is either inward
or outward. The synaptic transmembrane cur-
rent flow is accompanied by an opposite out-
ward or inward current flow at another location
along the dendritic tree, called passive source
or sink, which produces a dipole, as described
in the following section. An excitatory postsy-
naptic potential (EPSP) occurs when positive
ions flow intracellularly, called inward current
flow, and an inhibitory postsynaptic potential
(IPSP) occurs when negative ions flow intra-
cellularly, called outward current flow. Thus,
the local extracellular potential produced by an
EPSP is negative and that produced by an IPSP
is positive.

The orientation of the dipole created by
synaptic activity in the cerebral cortex depends
on both the type of synaptic activity, whether
an EPSP or IPSP, and the location of the
synapses, whether superficial or deep. An
EPSP located superficially in the cerebral cor-
tex, that is, along the distal branches of the
pyramidal cells, produces a dipole with a
superficial negative and a deep positive pole.



A deep EPSP, for example, caused by a synapse
near the cell body or on the basal dendrites,
produces a dipole with a superficial positive
and a deep negative pole.! The IPSPs and
EPSPs located at similar depths in the cerebral
cortex produce dipoles oriented opposite to
one another (Fig. 3-1). A deep IPSP produces
an extracellular potential field similar to that of
a superficial EPSP.

At a macroscopic level, the potential field
generated by synchronous activation of many
cortical pyramidal cells behaves like that of
a dipole layer. This has been called an open
feld configuration, in contrast to the fields
generated by neurons with dendritic arboriza-
tions that are distributed radially around the
cell body and called closed fields. Closed-field
potentials are equivalent to the field produced
by a set of radially oriented dipoles at the sur-
face of a sphere; such a field is negligible at a
distance because both the radial and tangential
components of current flow cancel each other
in this configuration.

Because the dendrites of cortical pyramidal
cells are perpendicular to the cortical, or pial,

Figure 3-1. Patterns of current flow near a neuron
caused by synaptic activation. E, Current flow caused by
activation of an excitatory apical dendritic synapse depo-
larizes the cell membrane, producing a current sink. The
extracellular potential, shown on the left, has a negative
polarity at the synapse. I, Current flow caused by activation
of an inhibitory synapse near the cell body hyperpolar-
izes the cell membrane, producing a current source. The
extracellular potential, shown on the right, has a positive
polarity at the synapse. (From Lopes da Silva, F., and
A. van Rotterdam. 1993. Biophysical aspects of EEG and
magnetoencephalogram generation. In Electroencephalog-
raphy: Basic principles, clinical applications, and related
fields, ed. E. Niedermeyer, and F. Lopes da Silva, 3rd ed.,
78-91. Baltimore: Williams & Wilkins. By permission of
the publisher.)
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surface, many dipole-like sources of EEG
and evoked potential waveforms are radial in
direction, that is, they are perpendicular to the
surface of the scalp. These generators typi-
cally reside at the apex of cortical gyri. How-
ever, cortical generators located in the walls of
sulci—where the cortical surface is perpendic-
ular to the scalp surface—may create potential
fields that correspond to a tangentially ori-
ented dipole. A classic example of this is the
potential field of the centrotemporal spike dis-
charges often seen in benign rolandic epilepsy

of childhood.

Key Points

e Currents generated by sources in the body
flow in the conducting medium (volume
conductor) to reach electrodes.

e Potentials generated by a population of
neurons are the sum of the potentials
generated by individual neurons.

e Regular arrangement and synchronous
activation of many neurons are required
for recording potentials at a distance.

e In EEG and cerebral evoked potentials,
the summated EPSPs and IPSPs from
cerebral cortical neurons are the source of
the electrical recordings.

e Parallel pyramidal cells activated simulta-
neously in cerebral cortex allow effective
summation of EPSPs and IPSPs.

e These cortical sources assume the config-
uration of a dipole layer with the dipoles
perpendicular to the pial surface.

e Radial dipoles are formed by activation
of PSPs in gyral cortex, and tangential
dipoles by PSPs in cortex in sulci.

Peripherally Generated Potentials
in Volume Conductors

Spontaneous activity may arise from any cen-
tral or peripheral neuromuscular structure.
Voluntary potentials are initiated in the cor-
tex and bring about voluntary movement by
traveling to muscle via the corticospinal tracts,
motor neurons in the ventral horn of the
spinal cord, and peripheral motor nerves to the
muscles. The synchrony and size of fibers in
spontaneous activity and voluntary activation is
sufficient to allow clinical recording of these
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potentials only in muscle by recording individ-
ual muscle fiber potentials or the muscle fibers
in a motor unit with a needle electrode (motor
unit potential).

Peripheral evoked potentials are initiated
by stimulation of peripheral motor and sen-
sory nerves or of the motor cortex. Potentials
from motor cortex stimulation travel peripher-
ally to anterior horn cells and muscles. They
can be recorded from the spinal cord (as motor
evoked potentials), peripheral nerve, and mus-
cle (as compound muscle action potentials).
Peripherally activated sensory potentials travel
peripherally to sensory nerve endings and
centrally to the cortex via the dorsal roots
and the dorsal columns of the spinal cord.
Summated sensory evoked potentials can be
recorded in peripheral nerve (sensory nerve
action potentials, SNAPs), spinal cord, and
cortex (as somatosensory evoked potentials,
SEPs).

The peripheral and spinal cord motor and
sensory fibers serve to carry information from
one area of the nervous system to another. The
potentials in these structures are, therefore, all
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traveling potentials that have unique properties
in volume conductors with distinctly different
appearances based on their location relative to
the recording electrodes. The nerve and mus-
cle fiber action potentials are typically recorded
from the overlying skin as close as possible
to the generating or propagating source; how-
ever, the recording electrodes are often located
some distance away from the nerve or muscle
generator with current passing through inter-
vening tissue before reaching the recording
electrodes.

Fibers in peripheral nerve and muscle can
be recorded individually, but most commonly
are recorded from the synchronous volley of
action potentials in multiple, closely grouped,
parallel fibers that produce the nerve and mus-
cle action potentials recorded clinically. The
waveforms from these groups of parallel fibers
generate a nerve action potential. A traveling
nerve action potential in a peripheral nerve
can be represented by two dipoles placed end-
to-end. Figure 3-2 shows the current flow
and potential fields surrounding a nerve action
potential.
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Figure 3-2. Nerve action potential recorded from a nerve on a volume conductor. A, The volume conductor in cross
section showing isolated stimulation of the nerve in an oil bath. B, Nerve (n) recorded between testing electrode (t.e.)
moved to different locations on the volume conductor and reference electrode. C, Current flow (lines with arrows) and
potential fields (numbered lines) showing the decreasing positive and negative voltage at increasing distance from the
nerve. (From Lorente de No R. 1947. A study of nerve physiology, Vol. 2, 384-477. New York: The Rockefeller Institute

for Medical Research. By permission of the publisher.)
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Brachialis

Figure 3-3. Schematic diagram of the cross section of the upper arm showing the major nerves and muscles and the
humerus. A, Median nerve action potentials with stimulation at the wrist were recorded from 24 locations with six surface
recordings around the arm and from a needle electrode inserted to three depths at the six points. B, Cross section of the
potential fields derived the recorded median nerve action potentials at the 24 points. Note the marked distortion of the
potential by the humerus.

The configuration and size of these poten-
tials depends on the relationship of the record-
ing electrode to the generator and may be
seen as positive waveforms, biphasic wave-
forms, or triphasic waveforms when recorded
from peripheral nerve, muscle, or dorsal col-
umn axons.

Stimulate:

Median nerve Ulnar nerve

Radial nerve

e e [ —

Volume conduction of nerve action poten-
tials is shown in Figures 3-3 and 3-4.
Figure 3-3A illustrates the distribution of the
potential field surrounding a median nerve
action potential in the upper arm. The distri-
bution of isopotential lines constructed from
these recordings shows the distortion of the
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Figure 3—4. Surface recordings of the median, ulnar and radial SNAP from the skin at five sites around the upper arm.
Recordings all at the same amplifier sensitivity. Note that while the potential can be recorded around the arm, there is a
rapid fall off in amplitude away from the nerve.
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potential field by the humerus (Fig. 3-3B). The
spread of nerve action potentials across the skin
overlying the upper arm nerves is shown in
Figure 3—4.

Key Points

e Peripheral EMG, motor and sensory
nerve action potentials, and motor-evoked
potentials are the summated activity of
parallel bundles of individual nerve or
muscle fibers.

e Sensory evoked potentials at the cortex
are the summated EPSPs and IPSPs from
cerebral cortical neurons.

e Potentials recorded from muscle may be
o Voluntary motor unit potentials (MUPs)
o Spontaneous potentials in muscle (e.g.,

fibrillation potentials)
o Evoked compound muscle action poten-
tials (CMAPs).

e Potentials from nerve are
o Sensory nerve action potentials (SNAPs)
o Nerve action potentials (NAPs).

CURRENT SOURCES:
MONOPOLES, DIPOLES, AND
QUADRUPOLES

Every electrical potential has a source of cur-
rent. A single source or sink of current is
referred to as a monopole. The magnitude of
the current density decreases with distance
away from the current source and can be mea-
sured along equipotential lines. Each equipo-
tential line represents a constant potential
along the course of the line. In a monopole
the equipotential lines form circles around the
current source or sink, and the magnitude of
current falls off inversely with distance from
the source (Fig. 3-5A).

In the nervous system, adjacent current
monopoles of opposite polarity constitute a
current dipole (Fig. 3-5B). In a dipole, cur-
rent flows from the positive to the negative
pole, and sets of potential lines are gener-
ated away from the dipole. Similar to the
monopole, the magnitude of current falls off
inversely with distance from the source. This
is a more realistic generator than an isolated
monopole because the current emanating from

the source can flow through the medium to
the sink where it is absorbed. In respect to
the potentials they produce at distant record-
ing sites, many neuronal current generators
may be well described in terms of a cur-
rent dipole. For example, as noted above, the
main contributors to spontaneous EEG activity
are the excitatory and inhibitory postsynap-
tic potentials in the dendritic trees of corti-
cal pyramidal neurons. The arrangement of
synapses on the dendritic trees produces a
current source and sink separated by a sig-
nificant distance, and this constitutes an elec-
tric dipole. The characteristic organization of
the cortical pyramidal neurons, that is, ori-
ented parallel to each other and perpendicular
to the cortical surface, allows the potentials
from many such dipole sources to summate
effectively.

The potentials of such dipoles fall off
inversely with the square of the distance
from the source. The lines of current flow
around a dipole form curved paths (Fig. 3-5B).
The equipotential surfaces are perpendi-
cular to the lines of current flow and
have a figure-8 configuration around the
dipole.* The zero potential surface is a plane
halfway between the two poles of the dipole
(Fig. 3-5B).

Two adjacent current dipoles of opposite
orientation placed end-to-end effectively act
as two end-to-end dipoles or quadrupole
(Fig. 3-5C). The potential of a quadrupole
falls off inversely with the cube of the dis-
tance from the source, and the equipotential
surfaces around the quadrupole have a clover-
leaf configuration (Fig. 3-5C). A quadrupole
is a fair approximation of the potential gener-
ated by an action potential propagating along
an axon: The axonal membrane has a neg-
ative polarity outside and a positive polarity
inside at the peak of the action potential. How-
ever, on either side of this peak, the mem-
brane is positive outside and negative inside
(Fig. 3-2).

In the simplest form of a volume conduc-
tor, a homogeneous medium without bound-
aries in which generators and recording
electrodes are embedded, the recorded poten-
tial can be calculated from the configura-
tion of source currents. The formulas used
to calculate the potential are listed in the
Appendix.



Volume Conduction 39

1.0

Figure 3-5. Equipotential lines in a volume conductor for different current source distributions: A, A point source or
monopole; B, a dipole; C, a quadrupole (two oppositely directed dipoles); similar to the equipotential lines around an
action potential propagating along an axon. The arrows represent lines of current flow. The distribution of the potential
field in the volume conductor is shown in millimeters on the horizontal and vertical scales. (From Stein, R. B. ed. 1980.
Nerve and muscle: membranes, cells, and systems. New York: Plenum Press. By permission of the publisher.)

Key Points

e A single current source (monopole) in a
conductor creates a potential that varies
inversely with distance from source.

e A current dipole’s potential varies inversely
as square of distance from source and
depends on the angle from the dipole axis.

e A quadrupole (two adjacent, end-to-
end dipoles) has a potential that varies
inversely with the cube of distance from
source.

Spatial Distributions of Potentials

The spatial distributions of potentials vary with
the source. The sharpness of a potential from

a monopole source increases with decreas-
ing distance (Fig. 3-6). The configuration of
a dipole potential depends on the reference
electrode location, distant or closely spaced
(bipolar), and on the orientation of the elec-
trodes relative to the dipole (perpendicular or
parallel).

A dipole recorded relative to a distant ref-
erence at points along a line perpendicular to
the dipole axis is a single peak whose sharp-
ness increases with decreasing distance from
the source (Fig. 3-7A). This situation applies to
scalp potentials produced by a radially oriented
cortical dipole generator. For example, a radi-
ally oriented cortical dipole is seen frequently
in EEG recordings because of the radial orien-
tation of the cortical pyramidal neurons.
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—0.5+ Figure 3-6. Potentials recorded along a line located at
various distances from a current source (1, 2, and 5 cm), as
a function of position along the line: A, a current monopole,
B, adipole, and C, an action potential source. (From Stein,
1.0 1 s R. B. ed. 1980. Nerve and muscle: Membranes, cells, and
-10 5 10 systems. New York: Plenum Press. By permission of the
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Figure 3-7. Potentials recorded along a line located at various distances from a current dipole (solid curve, 1 cm; dashed
curve, 2 cm; dotted curve, 3 cm) as a function of position along the line. A, Referential recording, with the line perpendicular
to dipole axis; B, bipolar recording for line perpendicular to dipole axis; C, referential recording, with the line parallel to
dipole axis; D, bipolar recording for line parallel to dipole axis.
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For the same dipole source with bipolar
recording, the potential differences at points
along a line perpendicular to the dipole axis
may also be plotted as a function of distance
along the line. The potential obtained with this
recording is biphasic, with increasing sharp-
ness with decreasing distance (Fig. 3-7B).

For a dipole source, the potential recorded
relative to a distant reference at points along
a line parallel (tangential) to the dipole
axis is biphasic, and its sharpness increases
with decreasing distance from the source
(Figs. 3-6B and 3-7C). This occurs with a tan-
gentially oriented cortical dipole generator that
is often present when the cortical generator
region is deep in a sulcus or fissure in which the
cortical surface is perpendicular to the scalp
surface, for example, the spikes with benign
rolandic epilepsy of childhood.

For a dipole source with bipolar recording,
the potential difference at points parallel to the
dipole axis is a triphasic potential whose sharp-
ness increases with decreasing distance from
the source (Fig. 3-7D).

The potential with a quadrupole source
recorded relative to a distant reference along
a line parallel to the quadrupole axis is
triphasic; its sharpness increases with decreas-
ing distance from the source (Fig. 3-6C).
This situation approximates an action potential
propagating along an axon parallel to the line
of the recording electrodes.

Key Points

e Spatial distributions of potentials gener-
ated by different sources can be displayed
by plotting potential against distance.

e Waveform configurations in a volume con-
ductor depend on location of the refer-
ence electrode, orientation of the elec-
trodes to the generator, and distance of
the electrodes from the generator as sum-
marized in the following table:
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VOLUME CONDUCTION
THEORY: ELECTRIC PROPERTIES
IN VOLUME CONDUCTORS

In general, a volume conductor such as the
body can be characterized by its conductiv-
ity (or resistivity) and its capacitive properties
(dielectric constant), which may vary from tis-
sue to tissue. This may be modeled by divid-
ing the entire volume conductor into many
small regions, each of which is assumed to
be homogeneous, that is, the conductivity and
capacitance are the same throughout.

Effect of Volume Conductor
Resistive—Capacitive Properties
on EEG

The capacitive properties of the volume con-
ductor can be ignored at the frequencies of
interest in EEG recordings. Thus only a con-
ductivity value for each region, together with
the geometry of the region, is needed to char-
acterize the volume conductor. In the nonca-
pacitive (purely resistive) volume conductor,
EEG potentials are always in phase, or syn-
chronous, with the current sources, and the
conductive properties of the medium are inde-
pendent of frequency.

Effect of Volume Conductor
Resistive-Capacitive Properties on
Nerve Conduction Studies and
Needle EMG

In contrast to the capacitive properties of the
volume conductor during EEG recordings, in
peripheral recordings in a resistive—capacitive
medium, volume conduction is frequency
dependent. The result is that the source cur-
rents and recorded potentials are out of phase,

Reference Orientation to dipole Waveform configuration Nearer generator
A Distant Perpendicular Single peak Sharper peak
B Bipolar Perpendicular Biphasic Sharper peak
C Distant Parallel Biphasic Sharper peak
D Bipolar Parallel Triphasic Sharper peak
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Figure 3-8. Median nerve action potentials with stimu-
lation at the wrist and an ipsilateral knee reference are
recorded medially over the course of the median nerve
and laterally, opposite the median nerve. Latency of the
components of the action potential over the nerve is signif-
icantly shorter than that recorded on the opposite side of
the arm.
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Figure 3-9. Compound muscle action potentials

recorded from the extensor digitorum brevis muscle at
the knee and ankle with peroneal nerve stimulation at
the ankle and knee. The additional positivity seen at the
knee is contributed by activation of anterior compartment
muscles at a distance, such as the extensor hallucis longus.

which can result in erroneous latency mea-
surements of propagating nerve action poten-
tials with distant references (Fig. 3-8). The
latency recorded at a distance from the nerve
is shorter than that recorded at the same level
over the nerve. A more common issue is the
presence of an initial positivity on a muscle
action potential generated by a segment of
muscle at a distance from the recording site
(Fig. 3-9).

Distant Recordings in Volume
Conductors

In clinical neurophysiology, the electrical cur-
rent arising from neurons, axons, or muscle
fibers are recorded with recording electrodes
placed at different sites on the body. Two
electrodes record the potential differences that
are generated from the neural structures. In

some instances, the recording electrodes are
placed in close proximity to the electrical gen-
erator; however, in many instances the gener-
ator is located at a longer distance away from
the recording electrodes. While two recording
electrodes on an equipotential line of a cur-
rent source will record no potential difference,
in most recordings the two electrodes will be
on different isopotential lines and a potential
difference will be recorded.

Figure 3-10. A, Muscle fiber action potential recorded
from a frog muscle fiber in a volume conductor at three dis-
tances (. = micro) from the fiber (from Haakenson. 1951.
Acta Physica Slovaca 39:291-312). B, Schematic diagram
of the spatial current gradients in a volume conductor that
result in the change in muscle fiber action potential with
distance from the fiber (a, electrode pair with a high spa-
tial gradient; b, electrode pair with an intermediate spatial
gradient; ¢, electrode pair with a low spatial gradient) with
an exponential reduction in both amplitude and rise time
from the initial positive peak to the negative peak due to
filtering of fast frequency components.



When differences in a potential are large
between two adjacent points, a high spatial
gradient (or high rate of change of a potential)
is present. In regions where the spatial gradient
from the source is high at the site of record-
ing, the potential is called a near-field potential.
In contrast, when the potential is recorded far
from the current source, the spatial gradient is
low, and these recorded potentials are known
as far-field potentials.

When using a bipolar recording montage,
potentials near the generator and each record-
ing electrode located on equipotential lines
with a larger spatial gradient between the two
will be recorded as a large response, because
large potential differences will be recorded. In
contrast, if using a bipolar recording montage
where both electrodes are far from the gener-
ator source, both electrodes will be recording
current along isopotential lines with a low spa-
tial gradient and, therefore, a low amplitude
response will be recorded.

Volume conduction theoretically allows the
potentials from motor units to be recorded
anywhere in the body. For practical purposes,
it means that they can be recorded at some
distance from the generator. The effect of
spatial gradients are shown schematically in
Figure 3-10B and on a muscle fiber action
potential in Figure 3-10A. The capacitance of
the intervening tissue results in filtering of the
fast frequencies and distortion of the signal as
shown in Figure 3-11.

Key Points

e A volume conductor has properties of
conductivity (or resistivity) and capacitive
(dielectric constant) properties.

e Different body regions have different con-
ductivities and dielectric constants which
influence volume conduction.

e In EEG recordings capacitive properties
can be ignored, so that each region need
be characterized only by conductivity.

e The frequency dependence for volume
conduction in a resistive—capacitive medium
alters peripheral recordings significantly.

o Nerve conduction latency measure-
ment becomes erroneous when recorded
at a distance from the generator.

o Nerve and muscle action potential
amplitudes decrease rapidly as distance
from the generator increases.
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Figure 3-11. Motor unit potential recordings at short
increments along a recording needle electrode. A, Iden-
tical amplification of all waveforms. B, Amplification
increased along the needle (as shown by the 500-pV
bracket). C, Change in rise time at a fast sweep speed
(compare the 5-mV response superimposed on all of the
smaller responses). The amplitude decreases markedly at
short distances from the site of the muscle fibers, but can
be recorded two millimeters away. At these sites not only
is the amplitude markedly reduced by resistance, but also
the rise time is slowed by tissue capacitance.

o Rise time slows as distance from the
generator increases.

o Nerve and muscle action potentials
recorded at a distance from the gener-
ator are positive.

APPLICATIONS OF VOLUME
CONDUCTION PRINCIPLES

SEP and Brain stem Auditory
Evoked Potential Applications

SEPs are action potentials elicited along the
peripheral and central somatosensory pathways
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that are induced by stimulation of the sensory
fibers of a peripheral nerve. Different types
of potentials are recorded: action potentials
that propagate along the peripheral nerve and
spinal cord, and current that is generated at the
sensory ganglion within the brain stem or tha-
lamus which eventually reaches the somatosen-
sory cortex. SEPs may be recorded at different
points along the sensory conduction pathway,
such as along the peripheral nerve at the knee
or elbow, along the lumbar or cervical spine,
and at the scalp.

EFFECT OF VOLUME
CONDUCTION ON POTENTIAL
COMPONENTS DUE TO
PROPAGATING GENERATORS

When recording from various electrodes
placed at different locations along the path of
a complex propagating generator, such as an
action potential source, the time at which the
propagating potential is seen at each location is
different because of the finite velocity of prop-
agation of the generator. (Note that volume
conduction of electric potentials from the gen-
erator to the recording electrode is essentially
instantaneous, because electric disturbances
propagate at the speed of light in a conduct-
ing medium.). These differences in time of
recording the electrode is what is typically
seen and analyzed during SEP recordings with
a standard recording montage from different
sites along the conduction pathway (Fig. 3-12).
SEPs at the cervical segments of the spinal
cord are combinations of the synchronous,
traveling potentials in nerve fiber bundles as
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Figure 3-12. Median SEP recorded from the cervical
spinal cord (Cv—Fz). The origins of these typical peaks
are P9 from the brachial plexus; P11 from the dorsal
root entry zone; and P13/14 from dorsal horn and dorsal
column/medial lemniscus.

described above, and localized potentials gen-
erated by groups of neurons in the dorsal
horn of the spinal cord. The configuration of
these potentials depends on the location of the
recording electrodes.

STATIONARY POTENTIALS
PRODUCED BY PROPAGATING
GENERATORS

However, when a propagating generator
passes through an interface between volume-
conducting regions of different sizes or
conductivities, a potential can be induced
simultaneously at all recording electrodes dur-
ing the time at which the generator is crossing
the boundaries between regions with differing
properties.® Such a potential, which does not
appear at different times in different recording
locations, has been referred to as a station-
ary potential. This effect may be observed in
SNAPs and SEP recordings when recording at
a single site as a consequence of the change in
geometry of the volume conductor as a propa-
gating nerve impulse travels from a limb to the
trunk (Fig. 3-13). The artifactual occurrence
of stationary potentials seen at the interface of
differently sized volume conducting regions is
illustrated.

The same effect may also influence the mor-
phology of a brain stem auditory evoked poten-
tial (BAEP) recording because of changes in
volume conductor properties along the central
auditory pathways caused by the complicated
anatomy of the posterior fossa. These station-
ary potentials can be seen only in derivations in
which the first and second electrodes between
which the potential is measured are on oppo-
site sides of the boundary between the regions
with differing sizes or conductivities; generally,
this occurs only when recording with respect to
a relatively distant reference electrode.’

Key Points

e Propagating action potentials are recorded
from various locations at different times
due to finite propagation velocity.

e A stationary potential occurs when a prop-
agating action potential passes an inter-
face between regions of different sizes
or conductivities, generally when record-
ing with respect to a relatively distant
reference.



e SEPs are complex waveforms made up of
combinations of traveling waves in fiber
pathways and cell groups in the spinal cord
or cortex.

e Evoked potentials from spinal cord are
SEPs.

Effect of Volume Conduction on
Electroencephalography (EEG)
Applications

In recording spontaneous scalp EEG activity
or the late components of the somatosensory
and visual evoked potential that are recorded
from scalp electrodes, it is desirable to measure
the potentials at each scalp electrode posi-
tion with respect to a distant, totally inactive
reference electrode. In fact, it is not possi-
ble to find an inactive reference. Even if a
physically distant reference position were cho-
sen, as on a limb, volume conduction between
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the head and the distant position would make
the reference active; that is, the reference
electrode would be electrically equivalent to
a reference at the neck (still relatively close
to intracranial generators), with a slight addi-
tional resistance that is negligible in its effect
because of the very large input resistance of the
EEG amplifier (Fig. 3-14). In addition, such
a distant reference would have unacceptable
characteristics in that very large artifacts, for
example, those produced by the electrocardio-
gram, movement, and muscle, would probably
be seen in the recording.

Properties of the volume-conducting medium
between intracranial generators and scalp elec-
trodes can have a major effect on the recorded
potentials. When the poorly conducting skull
is breached by openings, for example, natu-
rally occurring openings such as the orbits or
external auditory meatus or iatrogenic open-
ings such as craniotomy defects, long current
paths through the opening may cause appre-
ciable electric potentials to be recorded in
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Figure 3-13. Traveling and stationary evoked potentials. A, Recording electrode sites from upper arm and shoulder with
median nerve stimulation. B, Median nerve traveling action potentials evoked at the wrist and recorded along the arm
and across the shoulder with bipolar (closely spaced electrodes). C, Elbow reference recordings showing fixed latencies
stationary potentials at the shoulder. D, Action potential propagation from a smaller to a larger volume conductor region
(two joined cylinders of unequal diameter but equal conductivities), illustrating the theoretical source of the stationary

potential.
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Figure 3-14. The futility of using a distant reference for scalp EEG recording. The right arm reference (A) is electrically
equivalent to a neck reference (B), except for a slight additional resistance in series. AMP, amplifier. (From Nunez, P. L.
ed. 1981. Electric fields of the brain: The neurophysics of EEG. New York: Oxford University Press. By permission of the

publisher.)

\

/

1+
I+
2’

"3

Figure 3-15. The effect of skull openings on scalp-
recorded potentials; the large skull resistivity—80 times
that of scalp or brain—leads to long current paths through
skull openings that may cause appreciable potentials to be
recorded far from the generators. (From Nunez, P. L. ed.
1981. Electric fields of the brain: The neurophysics of EEG.
New York: Oxford University Press. By permission of the
publisher.)

areas that are, in fact, far from the genera-
tors (Fig. 3-15). Amplitude asymmetries, that
is, differences between homologous regions on
the opposite side of the head, are the most
commonly observed effects of skull defects,

with higher amplitudes occurring on the side
of the opening. A regional increase in the
thickness of the conducting medium between
intracranial generators and overlying elec-
trodes may lead to a significant focal attenu-
ation of electric activity, as in the case of a
subdural hematoma or a collection of fluid. For
extracranial generators such as the eyes, which
have a constant electric dipole movement that
induces changing electric potentials when they
move, the effect of skull openings is reversed;
that is, the amplitude of potentials caused by
these generators is usually attenuated in the
region of a large skull defect.

Key Points

e There is no totally inactive reference for
EEG; a distant body reference is electri-
cally equivalent to a neck reference.

e Naturally occurring or surgical skull open-
ings affect volume-conducted potentials,
causing amplitude asymmetries.

Dipole Source Localization in EEG

In many clinical neurophysiologic studies, par-
ticularly EEG and evoked potential studies,
conducted for clinical or research purposes,
localization of the generators of a particular



waveform or activity is of paramount impor-
tance. Volume conductor theory, as discussed
in this chapter, provides a way to calculate the
surface potential distribution that would result
from a known configuration of intracranial gen-
erators, the forward problem. However, it is
also desirable to have a way to determine the
type, location, strength, and orientation of all
of the generators of a given scalp surface-
recorded waveform or activity, the inverse
problem. Unfortunately, for any given potential
distribution recorded from the scalp surface,
the number of possible configurations of gen-
erators that could equally produce that distri-
bution well is infinite; in general, the inverse
problem does not have a unique solution. If
the problem can be constrained by indepen-
dent anatomical or physiologic data, however,
then a solution to the inverse problem may
be possible.” For example, if there is reason
to believe that a particular EEG waveform
or evoked potential peak is generated by a
localized intracranial source that may be well
represented as a single electric dipole, then a
model of the volume conductor properties of
the head, such as the three-sphere model dis-
cussed above under Multiplanar and Multiple
Sphere Models (see Appendix) can be coupled
with an appropriate mathematical algorithm
to find the location, orientation, and strength
of the single dipole whose predicted scalp-
potential distribution best fits the observed
scalp potential.®”

The inherent uncertainties in the geom-
etry and electric properties of the volume
conductor limit the accuracy with which dipole
localization based on scalp-recorded poten-
tials can be performed. A new technique for
improving source localization derives from the
magnetic field that any electrical current gen-
erates. Thus, intracranial current sources gen-
erate magnetic fields that, with appropriate
sensing devices, may be detected at various
locations outside the head. These magnetic
fields, unlike scalp-recorded potentials, are
unaffected by the intervening medium, and
calculations of source locations from magnetic
field maps thus may be performed without
a need for complex and possibly inaccurate
volume conduction models. With a sensitive
magnetic detector, for example, a magnetome-
ter or magnetic gradiometer (Fig. 3-16), and
a special type of high-gain, low-noise ampli-
fier, specifically, a superconducting quantum
interference device, or SQUID, it is possible
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Figure 3-16. A
device consists of a magnetic field gradiometer (two coils
with opposite polarities connected in series) and a SQUID
amplifier. (From Nunez, P. L. ed. 1981. Electric fields of
the brain: The neurophysics of EEG. New York: Oxford
University Press. By permission of the publisher.)

magnetoencephalographic  recording

to record the magnetic equivalent of the EEG
or evoked potentials known as the magnetoen-
cephalogram (MEG) or the evoked magnetic
felds (EMFs). This technique has been applied
to research as well as clinical applications,
and has allowed intracranial generators to be
localized accurately and noninvasively.*"* Clin-
ical applications include localizing the seizure
focus by determining the generators of inter-
ictal spikes and focal slow waves in patients
with intractable partial epilepsy who are being
considered for epilepsy surgery and using
somatosensory magnetic evoked fields to accu-
rately locate the somatosensory cortex as part
of the planning process for a surgical proce-
dure, for example, resection of a brain tumor.
Middle- and long-latency auditory magnetic
evoked fields have also been used to accurately
locate auditory and speech reception cortical
regions and to noninvasively lateralize cortical
language function.

Key Points

¢ Finding the location, strength, and orien-
tation of all generators of scalp-recorded
waveforms is the “inverse problem.”

e The “inverse problem” has no unique
solution for an arbitrary number and con-
figuration of generators.

e Attempts to solve the “inverse problem”
often depend on assuming there is just one
(or a few) dipole generators.

® Magnetoencephalographic recordings may
be more suitable than EEG for solving the
“inverse problem.”
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Nerve Conduction Study
Applications

Volume conduction has an important effect
on the responses recorded during nerve con-
duction studies. In motor conduction studies,
the typical recording montage of G1 over the
motor endplate and G2 over the muscle ten-
don allows for recording of an initially nega-
tive (upward deflection from baseline) wave-
form with a maximal amplitude. A biphasic,
negative-positive waveform is recorded. When
a triphasic waveform with an initial positivity is
recorded during motor nerve conduction stud-
ies, the initial positive waveform component is
generated from muscle fiber action potentials
that have an endplate region at some distance
away from the G1 recording electrode. These
distant muscle fiber action potentials propagate
through the conducting medium to the record-
ing electrode and produce a positive deflec-
tion. This initial positivity may be the result
of the G1 electrode placed at the wrong site
(off of the endplate zone) on the muscle being
recorded from. In this case, the initial positiv-
ity will be present with stimulation at any site
along the nerve (Fig. 3-17).

Alternatively, the initial positivity may be
generated from a muscle distant from that
being recorded, either from a physiologic phe-
nomenon or due to overstimulation during the
nerve conduction study (NCS) with stimulus
spread to another nerve. The latter situation
is commonly seen with peroneal motor con-
duction studies, recording from the extensor
digitorum brevis, in which stimulation at the
knee causes depolarization of the anterior com-
partment muscles of the leg (such as the ante-
rior tibialis), which is recorded from the distant
electrodes over the foot (Fig. 3-9). It is also
often seen in situations where there is severe
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Figure 3-17. Initial positivity recorded on a median
motor conduction study due to active electrode location off
the site of generation (end plate region).

atrophy of the muscle being recorded from,
where some stimulation of a neighboring nerve
produces a recordable response. An example of
this is in severe carpal tunnel syndrome, when
the ulnar nerve is inadvertently stimulated and
the response from ulnar muscles are readily
recorded over the thenar eminence.

Other morphologic features of the wave-
forms also result from volume conduction. As
mentioned previously, the G2 electrode is not
truly “inactive.” The G2 electrode, even when
placed over the digit, contributes to the com-
pound muscle action potential, particularly in
the ulnar and tibial motor nerve conduction
studies.

Sensory nerve conduction studies may pro-
duce biphasic (negative-positive) or triphasic
(positive-negative-positive) waveforms. Tripha-
sic (initially positive) waveforms are com-
mon with sensory nerve conductions since,
in contrast to motor NCS where the record-
ing electrodes are placed immediately over
the site of action potential generation, the
action potential is always generated at a dis-
tance from the G1 recording electrode and
propagates toward and then away from the
electrodes.

Key Points

e When a triphasic waveform with an ini-
tial positivity is recorded during motor
nerve conduction studies, the initial pos-
itive waveform component is generated
from muscle fiber action potentials that
have an endplate region at some distance
away from the G1 recording electrode.

e An initial positivity on motor NCS may be
generated from a muscle distant from that
being recorded, either from a physiologic
phenomenon or due to overstimulation
during the NCS with stimulus spread to
another nerve.

e The G2 electrode contributes to the com-
pound muscle action potential, particu-
larly in the ulnar and tibial motor nerve
conduction studies.

e Triphasic, initially positive waveforms are
common with sensory nerve conductions,
since the action potential is always gener-
ated at a distance from the G1 recording
electrode and propagates toward and then
away from the electrodes.



Needle EMG Applications

Volume conduction plays a role in the
recording of EMG waveforms. The source
of all EMG waveforms are the action poten-
tials of individual muscle fibers. As previ-
ously discussed, these action potentials can
be considered quadrupoles that propagate
along the muscle fiber. These action potentials
are recorded as a triphasic (positive-negative-
positive) potential as the current sources of
the potential travel past a stationary recording
electrode. Since the spatial gradient and cur-
rent density are higher nearer the generator, a
triphasic muscle fiber action potential will have
(1) a higher amplitude due to the recording of
higher density of current charge, (2) a more
rapid rise time in the peak of the potentials
due to the higher density of equipotential lines
and (3) more rapid rate of change in the cur-
rent density as the propagating action potential
passes, with proximity of the recording needle
electrode to the generator (Fig. 3-11).

The volume conduction concepts also help
to explain how the motor unit potentials differ
in morphology when recorded with a concen-
tric needle electrode compared to a monopolar
electrode. With a concentric needle electrode,
the “active” and “reference” recording sites are
very close to each other and, as a result, cur-
rent that is generated at a distance from the
electrode (such as action potentials of distant
muscle fibers in the motor unit) is recorded at
the point where the spatial gradient is low and
therefore the difference in current recorded
at each site is minimal, essentially canceling
out a recorded potential. In contrast, recording
the same motor unit potential recorded with
a monopolar needle electrode, in which the
“active” recording site is much closer to the
generator compared to the “reference” elec-
trode (which is usually placed at a distance
on the skin), will show a greater difference in
the electrical potentials generated from distant
muscle fibers. This results in higher amplitude
and longer duration motor unit potentials when
recorded with a monopolar electrode.

Key Points

e Muscle fiber action potentials recorded
during needle EMG are recorded as a
triphasic (positive-negative-positive) poten-
tial as the current sources of the potential
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travel past a stationary recording elec-
trode.

e With a concentric needle electrode, the
“active” and “reference” recording sites
are very close to each other and, as a
result, the recorded difference in current
that is generated at a distance from the
electrode (from distant fibers) is minimal.

e Motor unit potentials recorded with a
monopolar needle electrode, in which the
“active” recording site is much closer to
the generator compared to the “refer-
ence” electrode, are of higher amplitude
and longer duration than those recorded
with a concentric needle electrode.

SUMMARY

This chapter reviews the principles of vol-
ume conduction as applied to the potentials
recorded in clinical neurophysiologic studies.
Knowledge of these principles is necessary for
proper interpretation of EEG, EMG, NCS,
SEP, VEP, and BAEP recordings in order to
extract information concerning the function
and location of the neural structures that gen-
erate the recorded activity or waveforms.
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APPENDIX

Calculating Potentials in Infinite
Homogeneous Media

The simplest form of a volume conductor is a homoge-
neous medium without boundaries in which generators
and recording electrodes are embedded. In this situa-
tion, the recorded potential can be calculated from the
configuration of the source currents.

MONOPOLE, DIPOLE, AND
QUADRUPOLE SOURCES

A single source, or sink, of current is referred to as a
monopole. The potential relative to a distant reference at
distance r from a monopole source in an infinite homo-
geneous medium of conductivity o (resistivity p = /o) is
given by

I
V=
4or

The potential relative to a distant reference measured at
distance r from a dipole source in an infinite homogeneous
medium of conductivity s is given by V = Id(cos 6)/4 onr?,
where I is the magnitude of the dipole current source,
d is the pole separation, and @ is the angle between the
dipole axis and the line from the dipole to the measure-
ment point (Fig. 3-18A); this formula is valid only for
r>> d. Thus, the potential of a dipole falls off inversely
with the square of the distance from the source. The
lines of current flow around a dipole form curved paths
(Fig. 3-5B). The equipotential surfaces are perpendicular
to the lines of current flow and have a figure-8 configu-
ration around the dipole.? The zero potential surface is a
plane halfway between the two poles of the dipole, because
on this plane § = 90° and cos 6 = 0 (Fig. 3-18B).

Two adjacent current dipoles of opposite orientation
placed end-to-end constitute a current quadrupole. The
potential of a quadrupole falls off inversely with the cube
of the distance from the source, and the equipotential
surfaces around the quadrupole have a “cloverleaf” con-
figuration. A quadrupole is a fair approximation of the

Figure 3-18. A current dipole. A, Coordinate system
showing definition of r and d. B, Lines of current flow
(solid) and equipotential lines (dashed) in a volume con-
ductor. (From Nunez, P. L. ed. 1981. Electric fields of
the brain: The neurophysics of EEG. New York: Oxford
University Press. By permission of the publisher.)

potential generated by an action potential propagating
along an axon: the axonal membrane has a negative polar-
ity outside and a positive polarity inside at the peak of the
action potential. However, on either side of this peak, the
membrane is positive outside and negative inside. Nerve
action potentials have positive sources ahead of and behind
the depolarization, and a central negative sink (the area of
nerve depolarization).

Potentials in Nonhomogeneous
Media

In contrast to the volume conduction in a simple, homo-
geneous conducting medium, when a monopolar source is
located in two hemi-infinite regions of differing conduc-
tivity with a planar interface between them, the lines of
current flow change at the interface. This occurs because
the current density (current per unit area) flowing in the
direction parallel to the interface is less in the region of
higher conductivity. Consequently, if the source is located
in the region of lower conductivity, the lines of current
flow bend outward as they enter the region of higher con-
ductivity. If the source is located in the region of higher
conductivity, the lines of current flow bend inward as they
enter the region of lower conductivity.

There are a number of inhomogeneities in the body,
such as interfaces between limbs or body regions and inter-
faces between the body and the external environment.
Sources located a short distance under the skin surface, for
example, superficial nerve action potentials or EEG activ-
ity from cortical sources 2-3 cm deep, can be approximated
as a plane with a volume conductor of high conductivity on
one side of the region and of air on the other side with
essentially zero conductivity on the other side. No current
flow penetrates from the high conductivity region to the
zero conductivity region, and the lines of current flow are



completely reflected at the interface. Consequently, poten-
tials measured at the interface, that is, surface-recorded
potentials, caused by underlying generators are twice as
large as they would be for the same generators in an infi-
nite homogeneous medium. Some extracellular currents
from a generator in a volume conductor reach the skin sur-
face, where the current causes a potential drop across the
space between two electrodes (Ohm’s law). This potential
difference can be measured by a recording system with a
differential amplifier.

Homogeneous Sphere Model

For sources located in the head, such as cortical and sub-
cortical generators of EEG and evoked potentials, a spheri-
cal volume conductor model is a reasonable approximation
to the actual geometry. The simplest model assumes a uni-
form conductivity within a sphere with a dipole source
located at the center of the sphere. At points near the cen-
ter of the sphere the potential is the same as that expected
in an infinite homogeneous medium, but at the surface of
the sphere the lines of current flow are confined to the
spherical volume and the current density is greater. Thus,
scalp surface recordings are three times greater in ampli-
tude than intracerebral recordings. Brain stem generator of
short latency auditory evoked potential peaks are amplified
in that manner.

Multiplanar and Multiple Sphere
Models

An air-body interface surface is only one of the inho-
mogeneities that affects volume conduction. For EEG
and scalp-recorded evoked potentials, the other inhomo-
geneities of importance are the differing conductivities of
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brain, cerebrospinal fluid (CSF), skull, and scalp. Both
multiplanar and multiple sphere models have been used
to investigate the effects of these regions.

For dipole sources located in the cerebral cortex and
for subdural recording electrodes, a model using two pla-
nar interfaces (brain—-CSF and CSF—skull) can be used.
This model predicts that the measured potentials would be
approximately equal to those that would be recorded in an
infinite homogeneous medium. For cortical dipole sources
with scalp surface-recording electrodes, a model using five
regions (brain, CSF, skull, scalp, and air) and four planar
interfaces predicts that the measured potentials would be
approximately equal to one-fourth of those that would be
recorded in an infinite homogeneous medium. This may
be compared with the factor-of-2 augmentation of poten-
tials predicted by the single planar interface model; the
predicted relative attenuation (by a factor of 8) is caused
mainly by the effects of the poorly conducting skull, whose
conductivity is only about 1/80 that of brain or scalp. The
effect of the skull may be diminished markedly in subjects
who have a skull defect, for example, because of previous
surgery. The EEG activity in the vicinity of such a defect
may be several times greater in amplitude than the EEG
activity in surrounding regions where the skull is intact.

For deep dipole sources such as BAEP generators,
a multiple sphere model with four regions (brain, skull,
scalp, and air), three spherical interfaces, and a dipole in
the center is appropriate. For scalp surface-recording elec-
trodes, this model predicts that the measured potentials
would be approximately equal to twice those that would be
recorded in an infinite homogeneous medium. This may be
compared with the factor-of-3 augmentation of potentials
predicted by the homogeneous sphere model; the pre-
dicted relative attenuation (by a factor of 2/3) caused by
the poorly conducting skull is not nearly as great for deep
sources as it is for superficial, or cortical, generators.12
The effect of skull defects on potentials from deep
sources is correspondingly less than that from superficial
sources.
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Chapter 4

Digital Signal Processing

Terrence D. Lagerlund

DIGITAL COMPUTERS IN
CLINICAL NEUROPHYSIOLOGY

Introduction

Digital Clinical Neurophysiology

Digital Electroencephalography

Construction Of Digital Systems

DIGITIZATION
Principles
Analog-to-Digital Conversion

COMMON USES OF DIGITAL
PROCESSING

AVERAGING

Evoked Potentials and Nerve
Conduction Studies

DIGITAL COMPUTERS IN
CLINICAL NEUROPHYSIOLOGY

Introduction

Digital computers can perform types of signal
processing not readily available with ana-
log devices such as ordinary electric cir-
cuits. Because of their large storage capaci-
ties and rapid, random-access retrieval, they
can make the process of obtaining, storing,
retrieving, and viewing clinical neurophysiol-
ogy data easier. Also, because of their sophis-
ticated computational abilities, they may aid
in extracting from waveforms information that

Repetitive Transient Waveforms
Movement-Associated Potentials

DIGITAL FILTERING
Types of Digital Filters
Characteristics of Digital Filters

TIME AND FREQUENCY
DOMAIN ANALYSIS

Interval Analysis

Autocorrelation Analysis

Fourier (Spectral) Analysis

Statistical Analysis

Pattern Recognition

SUMMARY

is not readily obtainable with visual analysis
alone. Furthermore, they are well suited for
quantification of key features of waveforms.
This may be useful in accurate clinical diag-
nosis of electroencephalographic (EEG), elec-
tromyographic (EMG), and evoked potential
studies, and it also lends itself to serial com-
parisons between studies performed on the
same subject at different times or between
two groups of subjects in scientific investi-
gations. Digital computers may also partially
automate the interpretation of clinical neuro-
physiology studies. This chapter discusses the
uses of digital signal processing and storage
that are common to many types of physiologic
studies.
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Key Points

e Digital computers can make it easier to
obtain, store, retrieve, and view clinical
neurophysiology data.

e They can be used to extract information
not readily obtainable with visual analysis
alone.

e They can quantify key features of wave-
forms.

e They can facilitate serial comparisons
between studies on the same subject at
different times.

e They can paritially automate the int-
erpretation of clinical neurophysiology
studies.

Digital Clinical Neurophysiology

In recent years, digital instruments have largely
replaced analog instruments. The advantages
of digital over the analog recordings that had
been used for the early work in each of the
fields of clinical neurophysiology derive from
the unique capabilities of digital recording
technology. These capabilities include:'

Convenient storage and retrieval of records
Montage reformatting

Filter, sensitivity, and time base changes
Reliability of interpretation

Rapid location of events and features of
interest

Annotating recordings

e Quantitative analysis of background activ-
ity and transients

The disadvantages of digital instruments include
the following:

e Cost—Digital instruments may be more
expensive, particularly in the long term,
because with the rapid evolution of
computer technology, digital instruments
become obsolete more rapidly than their
analog counterparts did.

e Maintenance—Repair of digital instru-
ments requires more knowledge than is
required for analog machines, and trouble-
shooting is more complex. Maintenance
personnel must be knowledgeable about
computers and computer software as well
as hardware. Digital instruments may be
less fault-tolerant, and equipment failures

may be more catastrophic with digital sys-
tems, with possible loss of an entire study
because of system failure.

e Incompatible data formats—In marked
contrast to the relatively standard data
formats used in the personal computer
industry that facilitate sharing of data, dig-
ital instruments use data formats that are
proprietary to each manufacturer, and in
general, studies recorded on the instru-
ments of one manufacturer cannot be read
on those of another. This limits the ability
to share studies between laboratories. To
surmount this difficulty, some companies
now offer reader programs for personal
computers that are capable of reading
the data formats used by many different
manufacturers, but these programs are an
additional expense.

e Obsolescence of data formats—As digi-
tal systems evolve and new models are
released, recording formats may change
over time even with the same manufac-
turer; thus, eventually, it may be impos-
sible to use current systems to review
studies acquired on older instruments.

However, the advantages of digital recording
outweigh the disadvantages, and all fields of
clinical neurophysiology are moving steadily
toward digital technology. The greatest impact
of digital recordings has been in EEG, as dis-
cussed in the following section.

Digital Electroencephalography

Although the accuracy of visual reproduction
of the EEG waveforms on digital EEG instru-
ments was limited in the past by the resolu-
tion of the screen display, this limitation has
been largely overcome by the ready availabil-
ity of personal computer graphics cards and
monitors with resolutions of 1280x 1024 pixels
or higher. Furthermore, digital EEG may be
combined with digital video recording for the
evaluation of patients with seizures or spells.
With the combination of EEG and video, the
EEG can be correlated with clinical behav-
ior during transient spells or seizures. More-
over, by recording both the EEG and video
in a digital format, events of interest can be
located quickly during prolonged recordings
and the video can be displayed nearly instanta-
neously, compared to analog video recordings



that require time-consuming tape searches for
the segment of interest. Also, digital recording
of video significantly facilitates the editing and
copying of video segments.

Applications of the unique capabilities of
digital recording technology are illustrated in
the following discussion of digital EEG:'

e Linear display—In contrast to pen-based
analog recordings on paper, in which
the movement of the pen along the
arc of a circle (rather than perpendicu-
lar to the direction of paper movement)
causes a nonlinear distortion of waveform
morphology when high-amplitude pen
excursions occur, a digital display accu-
rately represents the waveform morphol-
ogy independently of signal amplitude.

e Convenient storage and retrieval of
records—Multiple digital recordings (typ-
ically hundreds of EEG studies) may be
kept online for quick retrieval, and larger
numbers of older recordings (thousands
of studies) may be archived on digital
media (such as CD-ROM, DVD-ROM, or
BD-ROM) that require very little storage
space and from which they may be readily
retrieved when needed. This significantly
reduces storage space requirements com-
pared with analog recordings on paper
and eliminates the need for microfilm-
ing paper recordings. With standard com-
puter networks, recordings (including dig-
ital video, when applicable) may be
viewed on appropriately configured per-
sonal computers located at sites remote
from the instruments used for recording
without a need to physically transport the
record. Wide area networks allow records
to be accessed at essentially unlimited dis-
tance from the recording location, and
currently available high-speed network
connections to homes allow reading of
emergency and after-hours recordings in
the reviewer’s home.

e Montage reformatting—On digital instru-
ments, the EEG montage is selected at
the time the EEG is reviewed, rather
than at the time of recording. Digital
instruments record all data using a ref-
erential montage with a single common
reference electrode (such as C, or an
average ear reference). All other mon-
tages then can be reconstructed by sim-
ple arithmetic operations on the recorded
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referential data. In addition to the routine
bipolar and referential montages, special
montages such as a common average ref-
erence or a laplacian (source) montage
may be used.

Filter, sensitivity, and time base changes—
In a similar fashion, the high- and low-
frequency filters and notch filter, the ver-
tical display scale (sensitivity), and the
horizontal display scale (time base) are
selected at the time the EEG is reviewed,
rather than at the time of recording.
Reliability of interpretation—A recent
study comparing the accuracy of interpre-
tation of digital vs. analog EEG record-
ings demonstrated a clear advantage of
digital EEG review,> which most likely
is related to the ability to view the
same EEG segment using several dif-
ferent montages, filters, and sensitivities.
In this study, two experienced board-
certified electroencephalographers each
read 89 pediatric EEGs recorded dig-
itally. The studies were read either in
conventional analog paper format, using
a digital display but without use of dig-
ital tools such as montage reformatting,
digital filtering, time base or sensitiv-
ity adjustment at review time, or using
all the features of a digital system. The
inter-reader agreement (kappa) was calcu-
lated for each reading condition. Kappa
values of 0-0.39 represent poor agree-
ment, 0.40-0.59 fair agreement, 0.60-0.74
good agreement, and 0.75-1.00 excellent
agreement. As shown in Table 4-1, the
inter-reader agreement in classification of
records as normal vs. abnormal and focal
vs. nonfocal was best when interpretation
was done using digital tools.

Rapid location of events and features
of interest—Typical digital EEG instru-
ments allow rapid paging or scrolling
through the record in the forward or
reverse direction as well as skipping
directly to specific times or specific events
(marked by the technologist or another
person reviewing the EEG).

Annotating recordings—During the recor-
ding, technologists may enter textual com-
ments about the recording conditions or
the patient’s behavior; these replace the
comments that would be written on a
paper record. Also, the reviewer may mark
entire “pages” of the EEG record or mark
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Table 4-1
of EEG Records

Inter-Reader Agreement (kappa) in Classification

Reading condition

Normal vs. abnormal

Focal vs. nonfocal

Paper (analog) 0.69 0.46
Digital without reformatting 0.61 0.5
Digital with reformatting 0.81 0.65
individual waveforms or features and label DIGITIZATION
these with text descriptions.
® Quantitative analysis of background activ-  pin ciples

ity and transients—This may include
interval analysis, autocorrelation analysis,
spectral analysis, statistical analysis, and
pattern recognition (such as automatic
spike or seizure detection) as well as
cross-correlation and cross-spectral anal-
yses, interpolation, topographic displays,
multivariate statistical methods, cortical
projection techniques, and source local-
ization.

Construction Of Digital Systems

A digital (computerized) system for acquisi-
tion, storage, and display of physiologic wave-
forms has the following key components:

Electrodes

Amplifiers and filters

Analog-to-digital converters

Solid-state digital memory

Digital processor (central processing unit)
Magnetic or optical disk (or tape) storage
Screen or printer for waveform display

The electrodes, amplifiers, and filters in a digi-
tal system are essentially identical to those in an
all-analog system. The amplified signal for each
channel is sent to an analog-to-digital converter
(ADC), which converts it by the process of
digitization to digital form and stores it in solid-
state memory. A digital processor is capable of
moving digital data around in memory and pro-
cessing or manipulating it; it may also send data
to a magnetic or optical disk or tape storage
media for permanent storage, or it may gen-
erate displays of waveforms and related textual
annotations on a screen or printer.

Electric signals derived from an electrode or
some other type of transducer may be used
to represent electric or nonelectric physiologic
quantities (such as potential in microvolts, cur-
rent in milliamperes, pressure in millimeters of
mercury, or oxygen saturation in percentage)
in one of two ways. An analog signal takes on
any potential (voltage) within a specific range
(e.g., =3 to 3V). The potential generally is
directly proportional to the physiologic quan-
tity represented by the signal; therefore, that
potential is an analog of the physiologic quan-
tity. Analog signals are generally continuous
in the sense that the potential varies continu-
ously as a function of time. In contrast, a single
digital signal may take on only one of two pos-
sible potentials (e.g., 0 or 3V); such a signal
may represent one of two possible states (on
or off; yes or no) or one of two possible dig-
its (0 or 1) and is said to represent one bit
(binary digit) of information. Multiple digital
signals may be used to represent a physiologic
quantity as a binary number (a series of Os and
1s forming a quantity in a base 2 number sys-
tem; that is, the rightmost digit has a value of
2°=1, the second digit from the right has a
value of 2' =2, the third digit has a value of
2% =4, etc.). Digital signals are discrete and dis-
continuous (i.e., they have only two possible
states), and the nearly instantaneous transition
from one state to another is made only at spe-
cific times. This is the only format in which
digital computers can store and process infor-
mation, and it is most suited to performing
complex and accurate arithmetic operations
(e.g., adding, subtracting, multiplying, divid-
ing) or logical operations (logical conjunction,
disjunction, negation). Analog representations
are more suited for human interpretation; for



example, a waveform display generally uses
vertical displacement as an analog to the phys-
iologic quantity, such as the potential being
displayed, and horizontal displacement as an
analog to elapsed time.

Key Points

e An analog signal takes on any potential
(voltage); the potential is directly propor-
tional to the quantity measured.

Analog signals are continuous (vary con-
tinuously as a function of time).

A digital signal takes on only one of two
possible potentials and represent one of
two possible states or digits 0 or 1.

Digital signals are discrete and discon-
tinuous (the transition from one state to
another is made only at specific times).

Analog-to-Digital Conversion

Digitization, or analog-to-digital conversion, is
the process by which analog signals are con-
verted to digital signals. It is the transfor-
mation of continuous potential changes in an
analog signal representing a physiologic quan-
tity to a sequence of discrete digital numbers
(binary integers). Digitization is performed by
a complex circuit known as an analog-to-digital
converter (ADC). There are two aspects to
digitization: quantization and sampling.

QUANTIZATION

Quantization describes the assignment of a
digital number to the instantaneous value of
the potential input to the ADC. A simple exam-
ple is shown in Figure 4-1, which shows a 4-bit
ADC, whose input is an analog signal in the
range 0-16V, and whose output is a 4-digit
binary number that can take on the values 0,
1,2, ..., 15. In this example, any input poten-
tial between 12 and 13V will result in the same
output (12); thus, the resolution of the ADC
(also known as the quantum size) is 1V. The
input range of the ADC is 0-16 V.

In general, the following three terms charac-
terize quantization:

® Quantum size (ADC resolution)—This
determines the minimum potential change
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that can be detected by the ADC and cor-
responds to a change of 1 in the least
significant bit (2°). A typical value might
be 1 mV (for the amplified signal reaching
the ADC).

e Number of bits in ADC (n)—This deter-
mines the range of digitized (output) val-
ues. For an ADC that can accept positive
or negative inputs, 1 bit is required for
sign (+ or —), and the fractional resolu-
tion is then 1 part in 2*~'. A typical value
might be 9-16 bits (corresponding to £1
part in 256 to 1 part in 32,768).

e Input range—This determines the max-
imum and minimum input potentials.
Input potentials above or below the max-
imum or minimum are called overflow
or underflow, respectively. A typical value
might be £2V.

4-bit ADC
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Figure 4-1. Scheme of a4-bit ADC. Inputs consist of the
continuous signal to be digitized (range 0-16 V) and a start
digitization pulse from a clock that is used to initiate digiti-
zation at appropriate times. Outputs consist of four digital
signals (+3 or 0V representing “1” and “07) that together
can encode a 4-bit integer (range 0-15).
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The three quantization parameters are related
by the formula:

Input Range = £ADC Resolution x (2"" — 1)

where n = number of bits. Note that the input
range of the ADC should match as closely
as possible the expected range of amplified
potentials. If the range of a signal exceeds
the ADC range, the ADC will either overflow
or underflow and the signal will be distorted
(clipped), but if the range of a signal is too
small compared with the ADC range, much
of the resolution of the ADC will be wasted
and the effective resolution may be insuffi-
cient, again distorting the signal significantly
(Fig. 4-2).

Key Points

e Quantization is the assignment of a digital
number to the instantaneous potential of
the signal.

(] Important parameters of quantization are
quantum size, number of bits, and input
range.

SAMPLING

In digitization, the conversion of the con-
tinuous analog signal to digital form is usu-
ally performed at discrete equidistant time

intervals. The following two terms characterize
sampling:

e Sampling interval—This determines the
temporal resolution of the digitizer. A typ-
ical value may range from 0.01ms (for
brain stem auditory evoked potentials) to
5ms or more (for EEG).

e Sampling frequency—This is the recip-
rocal of the sampling interval and is
measured in hertz (Hz) (s7').

In addition to determining the temporal reso-
lution of the digitizer, the sampling {requency
determines the maximum frequency in the
signal to be digitized that can be adequately
represented. The sampling theorem (Nyquist
theorem) states that if a signal contains com-
ponent frequencies ranging from 0 to fy, then
the minimum sampling {requency that can be
used for the digitized data to adequately rep-
resent the frequency content of the original
signal is 2fy, where fy is the Nyquist frequency.
The Nyquist frequency can be calculated from
the sampling interval as fx = 1/(2 x sampling
interval). For example, if fy = 50 Hz, then the
sampling frequency must be at least 100 Hz
(sampling interval of 0.01 second or less). This
sampling frequency is the minimum necessary
to avoid gross distortion of the input signal;
a larger sampling frequency (by a factor of
3-5) may be necessary in many applications to

Figure 4-2. Effect of quantization parameters, that is, ADC resolution and input range, on the fidelity with which an
analog signal can be represented digitally. In A, the signal exceeds the input range, so that its digital representation (D) is
clipped. In B, the signal uses more than 50% of the input range and is relatively well represented (E). In C, the signal uses
less than 15% of the input range and, because of the limited resolution of the ADC, it is poorly represented (F). (From
Spehlmann, R. 1985. Evoked potential primer: Visual, auditory, and somatosensory evoked potentials in clinical diagnosis,
35-52. Boston: Butterworth Publishers. By permission of the publisher.)



achieve adequate resolution of fine details in
the waveforms being digitized.

Sampling rates for clinical neurophysiologi-
cal recordings are:

EMG-1,000,000 Hz (1.0 pus sampling interval)
BAER-100,000 Hz (10 ps sampling interval)
EEG-200 Hz (5ms)

Key Points

e Conversion of an analog signal to digital
is performed at discrete equidistant time
intervals (sampling).

e The Nyquist frequency is the maximum
frequency present in the signal.

e The sampling theorem states that the min-
imum sampling frequency is twice the
Nyquist frequency.

ALIASING

Sampling at a frequency lower than 2fx pro-
duces aliasing. Aliasing is distortion of a signal
caused by folding of frequency components in
the signal higher than fy onto lower frequen-
cies. For example, a sine wave of 75Hz, if
sampled at 100 Hz, will appear in the digitized
data as a sine wave of {requency 25Hz, not
75 Hz. Aliasing must always be avoided or else
the digitized data will be a gross misrepresen-
tion of the true signal. In practice, aliasing is
avoided by filtering the input signal before dig-
itization to remove all frequencies above the
Nyquist frequency (Fig. 4-3).

’
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For example, if the sampling interval in
use is 5ms, the Nyquist frequency is 100 Hz.
A 70-Hz low-pass filter with 6 dB per octave
slope would attenuate frequencies of 100 Hz
to 0.57 of their original amplitude, which may
not be enough. A 50-Hz low-pass filter with
12dB per octave slope would attenuate fre-
quencies of 100 Hz to 0.2 times their original
amplitude, which may be enough to prevent
significant contamination of the digitized sig-
nal by aliased frequency components, provided
that the amplitude of the faster components in
the original signal is relatively small.

Key Points

e Sampling at a frequency lower than twice
the Nyquist frequency produces aliasing
(distortion of the signal).

e Aliasing is avoided by filtering the signal
prior to digitization to remove frequencies
above the Nyquist frequency.

COMMON USES OF DIGITAL
PROCESSING

One common use of digital signal process-
ing in clinical neurophysiology is signal aver-
aging, particularly in evoked potential and
sensory nerve conduction studies. Averaging
may also be applied to repetitive transient
waveforms and event-related potentials (such
as movement-associated potentials). A second

c
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Figure 4-3. Effect of sampling interval and aliasing on the fidelity with which an analog signal can be represented dig-
itally. In A, the sampling frequency is 14 times that of the signal frequency and the signal is well represented (D). In B,
the sampling frequency is only six times the signal frequency, and the representation is less accurate but still acceptable
(E). In C, the sampling frequency is only 1.5 times the signal frequency, and thus less than the Nyquist frequency; the
consequent aliasing causes the digital representation (F) to be entirely misleading in that it appears to have a frequency
that is approximately half the true frequency. (From Spehlmann, R. 1985. Evoked potential primer: Visual, auditory, and
somatosensory evoked potentials in clinical diagnosis, 44. Boston: Butterworth Publishers. By permission of the publisher.)
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major use of digital signal processing is for dig-
ital filtering. Less common but still important
uses are in time—frequency analysis, includ-
ing interval and Fourier (spectral) analysis,
autocorrelation analysis, statistical analysis, and
automated pattern recognition. Other uses
tend to be more specialized to particular types
of clinical neurophysiologic studies; some of
these are discussed elsewhere in this book.

Key Points

e Signal averaging is performed in evoked
potential studies and averaging of repeti-
tive transient waveforms.

e Digital filtering can be useful for many
types of clinical neurophysiology studies.

e Spectral analysis, autocorrelation, statisti-
cal analysis, and pattern recognition are
other uses of digital processing.

AVERAGING

Evoked Potentials and Nerve
Conduction Studies

Digital averaging devices for nerve conduc-
tion studies and evoked potentials are used
routinely in clinical neurophysiology. Their
function is similar regardless of the type of

signal averaged, although for different types
of studies the epoch length for averaging dif-
fers significantly. Epoch lengths of 200-500 ms
are typical for visual and long-latency auditory
evoked potentials. Epoch lengths of 30-100 ms
are typical for middle-latency auditory evoked
potentials and for nerve conduction studies.
Epoch lengths of 10-20 ms are typical for brain
stem auditory evoked potentials and electro-
cochleograms.

The basic operation of an averager is shown
in Figure 4-4. After each stimulus, the input
signal is digitized at several discrete sam-
pling times within a fixed-length epoch that
begins at the time of the stimulus. Digitized
values of potential at each discrete sample
time, each characterized by its latency (time
after the stimulus), are averaged for many
stimuli; the resulting averaged signal may be
displayed on a screen or printed on paper.
The stimulus-dependent portions of the signal
(the evoked potential or nerve action poten-
tial) are similar in amplitude and latency in
each epoch averaged and appear in the aver-
aged result, whereas the stimulus-independent
(random) portions of the signal (noise and
background neuronal activity among others)
differ substantially from epoch to epoch and
are suppressed by averaging. The suppression
factor, which often is called the signal-to-noise
ratio, for truly random signals is \/n, where

Analog Digital
Stimulus 4
AR £ RS — Response 1
S A/D
Conversion
VAN === — Response 2
Bins
Ll Epoch 1 R1 + HZ
0 100 200 ms .
L i

D/A
Conversion

N T

2

’e R1 +H2...+Rn
n

Figure 4-4. Operation of an averager. Analog signals recorded after each stimulus are digitized by an ADC during a fixed-
length time window, or epoch that begins at the time of the stimulus. The resulting digital representations are totaled and
divided by the number of epochs averaged. The digital result can be displayed by an analog device such as an oscilloscope
after conversion from digital to analog form. (From Spehlmann, R. 1985. Evoked potential primer: Visual, auditory, and
somatosensory evoked potentials in clinical diagnosis, 37. Boston: Butterworth Publishers. By permission of the publisher.)



n is the number of epochs averaged.® For
example, achieving a signal-to-noise ratio of 20
requires averaging 400 epochs. The required
signal-to-noise ratio and, hence, the number
of epochs depend on the type of signal being
averaged and the amount of background activ-
ity or noise. For example, typical brain stem
auditory evoked potentials are about 0.5 WV in
amplitude, whereas background EEG activity

A SNAP Input

|
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may be 50 WV or more, requiring a signal—to—
noise ratio of 100 (10,000 epochs averaged).
In contrast, sensory nerve action potentials are
typically 10 WV or more in amplitude, with
noise that is comparable, requiring a signal-to-
noise ratio of only 2-3 (4-9 epochs averaged).
It is important to remember that there is a limit
to the degree of improvement of the recorded
waveform with averaging (Fig. 4-5).

|5;.1V

20 ms
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Figure 4-5. Averaged median sensory nerve action potential (SNAP) at three levels with increasing sample number (note
comparison of input signals with actual potential). A, Input signal to be averaged and the averaged SNAPs at the wrist
and elbow. B, Increasing level of contraction obscures the forearm waveform with low level contraction and makes it
unrecognizable at moderate levels, despite 6000 averages. Even larger numbers of averages at moderate contraction, did not
bring out the forearm waveform. C, The patient is flexing the elbow at a low level of activation showing improvement in
averages in the forearm and elbow with increasing numbers of averages.
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A number of methods of averaging will
enhance the quality and reliability of the
recording:

e Multiple runs to assure reproducibility of
waveforms

Filtering before averaging

Artifact rejection by amplitude criteria
Preamplifier block by extremely high volt-
ages such as cautery in surgery

Stimulator trigger by known artifact
source, such as ECG

Key Points

e Epoch length for averaging differs among
different types of evoked potentials and
nerve conduction studies.

e Digitized values of potential at different
times (latencies) after the stimulus are
averaged for many stimuli.

e Stimulus-dependent portions of the signal
appear in the averaged result; stimulus-
independent portions (noise) do not.

e The degree of noise suppression depends
on the number of stimuli (epochs)
averaged.

Repetitive Transient Waveforms

Repetitive transient waveforms that are not
stimulus-related may also be averaged, such as
epileptic spikes in an EEG or iterative EMG
discharges. The epoch for averaging in this
case is a time “window” around the waveform;
for example, from a specified time before to
a specified time after the peak of the wave-
form. The waveforms to be averaged and the
reference times defining the “windows” around
them may be determined manually by posi-
tioning a cursor over the peak of each suc-
cessive waveform to be averaged or automat-
ically using sophisticated transient detection
programs capable of identifying all waveforms
of interest and locating their peaks and onsets.
After the epochs have been defined, averag-
ing proceeds in the same way as for evoked
potentials.

Key Points

® Averaging of repetitive transient wave-
forms use an epoch representing a time
“window” around the waveform.

e The reference time defining the epoch is
usually the peak of the waveform deter-
mined manually or by software.

Movement-Associated Potentials

Movement-associated potentials—one class of
event-related potentials—are a cerebral activ-
ity associated with, and generally preceding,
a movement (voluntary or involuntary). They
are obtained by simultaneously recording sev-
eral EEG channels and one or more EMG
channels—the latter to determine the time
of occurrence and other characteristics of the
movement. An EMG channel may act as a
“trigger” for the averager, but the epoch for
averaging usually begins before the onset of the
muscle activity as recorded by the EMG chan-
nel and may extend up to or beyond the time of
the muscle activity. Hence, this type of averag-
ing is often called back averaging. It requires
somewhat more sophisticated processing than
ordinary forward averaging, because the signal
being averaged must be digitized continuously
and stored in memory so that when a “trigger”
occurs, digitized data for the previous 0.5-1
second may be included in the average.

Key Points

e Cerebral activity associated with a move-
ment (movement-associated potentials) is
obtained by averaging EEG.

e An EMG channel may act as a “trigger” for
the averager.

e The epoch for averaging begins before the
muscle activity as recorded by the EMG
channel (back averaging).

DIGITAL FILTERING

Types of Digital Filters

A digital filter is a computer program or
algorithm that can remove unwanted frequency
components from a signal.* Just as for analog
filters, they may be classified as low-pass, high-
pass, band-pass, or notch filters. Most digital
filters function by forming a linear combina-
tion (weighted average) of signal amplitudes at
the current time and various past times. The



two types of commonly used digital filters are
the finite impulse response (FIR) filter and the
infinite impulse response (IIR) filter. The FIR
filter output is a linear combination only of the
input signal at the current time and past times.
This type of filter has a property such that its
output necessarily becomes zero within a finite
amount of time after the input signal goes to
zero. The IIR filter output is a linear combina-
tion of both the input signal at the current time
and past times (feed-forward data flow) and
the output signal at past times (feedback data
flow). This type of filter has the property that its
output may persist indefinitely in the absence
of any further input, because the output sig-
nal itself is fed back into the filter. IIR filters
can be unstable and also have the undesirable
property of noise buildup, because noise terms
created by arithmetic round-off errors are fed
back into the filter and amplified. For these
reasons, FIR filters are easier to design. How-
ever, IIR filters often require less computation
than FIR for comparable sharpness in their fre-
quency responses and, hence, are often used
for filtering signals in “real time.”

Key Points

e Digital filters include low-pass, high-pass,
band-pass, or notch.

e Two common types of digital filters are
finite impulse response (FIR) and infinite
impulse response (IIR).

e FIR filters use a linear combination of the
input signal at multiple time points.

o IR filters use a linear combination of
the input signal and the output (filtered)
signal at multiple time points.

Characteristics of Digital Filters

Digital filters have several characteristics that
distinguish them from analog filters.

e They can be constructed and modified
easily because they are software programs
rather than hardware devices.

e They can easily be designed to have rel-
atively sharp frequency cutoffs if desired;
for example, much sharper than the typ-
ical 6dB per octave roll-off of an analog

filter.

Digital Signal Processing 63

e They need not introduce any time delay
(phase shift) in the signal, as invari-
ably happens with ordinary analog filters;
thus, time relationships between differ-
ent channels can be preserved even if
different filters are used for each.’

An example of a segment of EEG contami-
nated by muscle artifact as it appears before
and after application of a digital filter is shown
in Figure 4-6.

TIME AND FREQUENCY
DOMAIN ANALYSIS

Interval Analysis

Interval analysis is a method of determining
the frequency or repetition rate of waveforms,
which is similar to what is done by visual
inspection. It is based on measuring the distri-
bution of intervals between either zero or other
level crossings or between maxima and minima
of a signal.® A zero crossing occurs when the
potential in a channel changes from positive
to negative or vice versa (Fig. 4-7A). A level
crossing (used less often than a zero crossing)
occurs when the potential in a channel changes
from greater than to less than a given value
(e.g., 50 uV) or vice versa. The number of zero
crossings or other level crossings per unit time
is related to the dominant frequency of the
signal (Figs. 4-7D and 4-7E). For example, a
sinusoidal signal that crosses zero 120 times
every second has a frequency of %(120) =
60 Hz.

Key Points

e Interval analysis finds the frequency of
waveforms by measuring the distribution
of intervals between zero crossings.

e Level crossings are sometimes used instead
of zero crossings.

Autocorrelation Analysis

Autocorrelation analysis may be used to recog-
nize the dominant rhythmic activity in a signal
and to determine its frequency. It is based
on computing the degree of interdependence
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Figure 4-6. Example of digital signal filtering. An electroencephalogram contaminated, A, by scalp EMG artifact was
filtered, B, using a low-pass digital filter. C, The frequency spectra of the unfiltered signals show the large high-frequency
(20 Hz) muscle activity components in the last two channels before filtering (From Gotman, J., J. R. Ives, and P. Gloor.
1981. Frequency content of EEG and EMG at seizure onset: Possibility of removal of EMG artifact by digital filtering.
Electroencephalography and Clinical Neurophysiology 52:626-39. By permission of Elsevier Science Ireland.)

(correlation) between successive values of a
signal. A signal that is truly random, such as
white noise, will have no correlation between
successive values. In contrast, a signal with
rhythmic components has an autocorrelation
significantly different from zero. The auto-
correlation function (ACF) is defined as the
correlation between a signal and that same sig-
nal delayed by time ¢, expressed as a function
of t. The ACF at ¢t = 0 is always 1, that is,
100% correlation. For a periodic signal (one
with rhythmic components), it is an oscillating
function of ¢ with a frequency like that of the
dominant rhythmic component in the original
signal (Fig. 4-7C).

Key Points

e Autocorrelation analysis can find the fre-
quency of the dominant rhythmic activity
in a signal.

e It involves computing the correlation of
successive values of a signal to the same
signal delayed by a time ¢.

® The autocorrelation is an oscillating func-
tion of ¢ with a frequency like that of

the dominant rhythmic component in the
signal.

Fourier (Spectral) Analysis

Fourier analysis is the representation of a
periodic function as a Fourier series—a sum
of trigonometric functions, that is, sines and
cosines. A Fourier series may be used to
approximate any periodic function. The greater
the number of terms in the series, the greater
the accuracy of the approximation will be. The
Fourier transform is a mathematical method to
analyze a periodic function into a sum of a large
number of cosine and sine waves with frequen-
cies of f, 2f, 3f, 4f, etc., where f is the lowest,
or fundamental, frequency in the function ana-
lyzed, and 2f, 3f, etc., are harmonics. The input
of the Fourier transform is the periodic func-
tion, or signal, to be analyzed. The output is
the amplitude of each sine and cosine wave in
the series.

In working with discrete data, that is, a sig-
nal sampled at equal time intervals 0, T, 2T,
3T,..., (N —1)T, a discrete Fourier transform
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Figure 4-7. Ex: unples of several types of signal analysis: A, an EEG signal; B, its power spectrum; C, its autocorrelation
function; D, the distribution density function of intervals between any two successive zero crossings; and E, the distribution
density function of the intervals between successive zero crossings at which the signal changes in the same dnecuon that is,
from positive to negative or vice versa. (From Lopes da Silva, F. H 1987. C omputerlzed EEC dnalvsm A tutorial overview.
In A textbook of clinical neurophysiology, ed. A. M. Halliday, S. R. Butler, and R. Paul, 61-102. Chichester, England: John

Wiley & Sons. By permission of John Wiley & Sons.)

is used. In this case, the fundamental fre-
quency can be shown to be f = 1/NT. The input
of the discrete Fourier transform is the N dig-
itized values representing the signal at times
0, T, 2T, ..., (N — 1)T, where T is the sam-
pling interval. The output is the amplitudes of
N/2 — 1 sine waves at frequencies f, 2f, ...,
(N/2 — 1)f and of N/2 + 1 cosine waves at {re-
quencies 0, f, 2f, ..., (N/2)f. Note that there
is no “data reduction”; the number of input

>

values (N) equals the number of output values.

By convention, both the cosine and sine
waves of a given frequency are often lumped
together into one quantity describing the
amount of that frequency present in the signal.
This quantity is called the spectral intensity
or power, and a plot of this as a function of
frequency is the power spectrum (Fig. 4-7B).
The intensity, or power, is the square of the
amplitude. The phase (phase angle) for any
given frequency describes how much of that
frequency is in the form of a cosine wave
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and how much is a sine wave. The following
formulas relate these quantities; here, C is
cosine wave amplitude and S is sine wave
amplitude:

Intensity I = A’=C*+§*
Amplitude A = VI=/C+ 82

S
Phase ¢ = Arctan (E)

Note : ¢ = 0° for pure cosine wave
¢ = 90° for pure sine wave

Key Points

e Fourier (spectral) analysis analyzes a peri-
odic function into a sum of a large number
of cosine and sine waves.

e Applied to discrete (digitized) data, the
Fourier transform gives the frequency
content (spectrum) of the signal.

e Power (intensity) is the square of signal
amplitude; phase represents the relative
amount of cosine and sine waves.

e The power spectrum is a plot of spectral
intensity against {frequency.

Statistical Analysis

Statistical analysis of a digitized signal may be
a useful data reduction technique. In effect, it
treats digitized values at successive time points
as independent values of a random variable.
In this technique, one may plot the amplitude
distribution—the number of digitized samples
of the signal having a given amplitude value
vs. the amplitude itself—and visually inspect
the shape of the distribution. Alternatively, one
may calculate the moments of the probability
distribution of signal amplitudes, including the
following:*

First central moment, mean voltage m, (cen-
ter of distribution)

Second central moment, variance my and
standard deviation o = /m.2 (width of
distribution)

Third central moment m; and skewness
B =my/(my)*? (asymmetry of distribution)

Fourth central moment m, and kurtosis
excess B, =my/(my)* (peakedness or flat-
ness of distribution).

Key Points

e Statistical signal analysis involves finding
the amplitude distribution (number of
samples having a given amplitude).

e The statistical moments of the distribution
can be calculated.

Pattern Recognition

Pattern recognition algorithms are designed
to detect a specific waveform in a signal that
has characteristic features, such as a motor
unit potential in an EMG or a sharp wave in
an EEG. The characteristic features may be
defined in the time domain (e.g., durations,
slopes, and curvature of waveforms), in the
frequency domain (after filtering signal), or in
both. One common approach in developing
a pattern recognition algorithm is as follows:
(1) Define a set of candidate features and a
method to calculate them; (2) Calculate the
chosen features for a visually selected collec-
tion of waveforms of the type to be detected,
the learning set, and for a collection of sim-
ilar waveforms determined not to be of the
required type, the controls; and (3) Determine
by statistical analysis whether it is possible
to reliably separate the two groups of wave-
forms on the basis of the calculated features.
For example, one could calculate the rising
and falling slope of candidate sharp waves,
compute these slopes for true epileptic sharp
waves and for other transients such as mus-
cle artifacts or nonepileptic sharp transients in
background activity, and determine whether a
certain range of slopes characterizes the true
sharp waves. These techniques have been used
with some success to detect spikes and sharp
waves, spike-and-wave bursts, sleep spindles
and K-complexes, and seizure discharges in
EEG recordings” and to detect motor unit
potentials, fibrillation potentials, and other iter-
ative discharges in EMG recordings.

Key Points

e Pattern recognition algorithms detect
waveforms that have characteristic fea-
tures.



e Features may be defined in the time
domain, the frequency domain, or
both.

e The algorithm is trained on a learning
set of chosen features and controls, then
applied to arbitrary signals.

e Spike and sharp wave detection and
seizure detection algorithms are examples
with common clinical use.

SUMMARY

This chapter reviews the principles of digi-
tization, the design of digitally based instru-
ments for clinical neurophysiology, and several
common uses of digital processing, including
averaging, digital filtering, and some types of
time-domain and frequency-domain analysis.
An understanding of these principles is nec-
essary to select and use digitally based instru-
ments appropriately and to understand their
unique features.
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Chapter 5

Basics of Neurophysiology

Jasper R. Daube and Squire M. Stead

INTRODUCTION

CELL MEMBRANE
Transmembrane lon Gradients
Active Transport

Equilibrium Potential

lon Channels
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Revision of “Transient Disorders and Neu-
rophysiology.” Chapter 5 in Medical Neuro-
sciences. (Ed. E. E. Benarroch, B. F. West-
moreland, J. R. Daube, T. J. Reagan, and B.
A. Sandok.) Lippincott Williams & Wilkins
1999—with permission.

INTRODUCTION

To become proficient in the practice of clinical
neurophysiology, one should have an under-
standing of the basic principles underlying the

Excitability
Propagation
Patterns of Activity

SYNAPTIC TRANSMISSION

Biosynthesis, Storage, Release, and
Reuptake of Neurochemical
Transmitters

Postsynaptic Effects of
Neurochemical Transmitters

Classic Neurotransmission

Neuromodulation

Electrical Synapses

CLINICAL CORRELATIONS
Pathophysiologic Mechanisms
Energy Failure

lon Channel Blockade

SUMMARY

activity of excitable cells. The following discus-
sion applies to both myocytes and neurons.

CELL MEMBRANE

Transmembrane lon Gradients

The plasma membrane is a phospholipid lipid
bilayer with the polar phosphate (hydrophilic)
heads abutting the extracellular matrix and
cytoplasm. The nonpolar lipid (hydrophobic)

69
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Table 5-1 Relative lonic Concentrations in Mammalian Neurons

Sodium Potassium Chloride Calcium
Internal concentration Low High Low Low
External concentration High Low High High
Resting permeability Low High Moderate Low

tails constitute the middle of the bilayer.
Embedded in the lipid bilayer are protein
macromolecules, including ion channels, lig-
and receptors, and ionic pumps, that are in
contact with both the extracellular fluid and the
cytoplasm. The lipid bilayer is relatively imper-
meable to water soluble molecules, including
ions such as sodium (Na®), potassium (K¥),
chloride (C17), and calcium (Ca?*). These ions
are involved in electrophysiologic activity and
signal transmission (Table 5-1). The concen-
trations of sodium, chloride, and calcium are
higher extracellularly, and the concentrations
of potassium and impermeable anions, largely
protein molecules (A~), are higher intracel-
lularly (Fig. 5-1). Maintenance of transmem-
brane ion concentration depends on the bal-
ance between (I) passive diffusion of ions
across ion channels, or “pores,” of the mem-
brane, driven by their concentration gradient

and (2) active, energy adenosine triphosphate
(ATP)-dependent transport of ions against
their concentration gradient, via ATP-driven
ion pumps.

In the central nervous system, astrocytes
provide a buffer system to prevent excessive
accumulation of extracellular potassium ions.

Active Transport

Nerve and muscle cells obtain energy from glu-
cose and oxygen via the glycolytic pathways, the
Krebs cycle, and the electron transport system.
These pathways provide the energy for normal
cell function in the form of ATP. ATP is partly
consumed in generating the resting poten-
tial by a mechanism in the membrane, which
moves potassium in and sodium out of the
cell, with slightly more sodium being moved

Vp,=-60 to =75 mV

A~ (25) A- (162) Eion (MV)

K* (3-5) K+ (140) Ex+=-100

Na* (150) Nar (30) Enar = +40
Ccr (8)

Cl-(130) Ca2* (107 M) Eor=-75

Ca?* (12) Egap+ = +124

Figure 5-1. Transmembrane ion concentrations, equilibrium potential, and resting membrane potential. The semiper-
meable cell membrane determines a differential distribution of ions in the intracellular and extracellular compartments.
Sodium and chloride predominate extracellularly, and potassium and nondiffusible (A™) ions predominate intracellularly.
Transmembrane ion composition is maintained by the activity of ATP-dependent pumps, particularly sodium/potassium
adenosine tri-phosphatase (ATPase). The different transmembrane concentrations of diffusible ions determine the equilib-
rium potential of each ion (Eiqy,). The contribution of each ion to the membrane potential depends on the permeability of
the membrane for that particular ion. Increased permeability to an ion brings the membrane potential toward the equilib-
rium potential of that ion. At rest, the membrane is predominantly, but not exclusively, permeable to potassium. There is
continuous leakage of potassium out of the cell and of sodium into the cell, driven by both their concentration gradient and
electrical gradient. The ion gradient is restituted by the activity of sodium/potassium ATPase, which is electrogenic (as it
exchanges two potassium for three sodium ions) and contributes to the maintenance of the resting potential.



than potassium. This movement is referred to
as active transport, and the system through
which it occurs is the sodium pump. The
sodium pump moves sodium out of the cell and
potassium into the cell against their concentra-
tion gradients. Chloride moves out of the cell
passively with sodium.

Equilibrium Potential

The diffusible ions (sodium, potassium, and
chloride, but not calcium) tend to move across
the cell membrane according to their concen-
tration gradients. The molecular motion of ions
is a source of energy known as the diffusion
pressure. For example, the intracellular con-
centration of potassium is 30 times higher than
the extracellular concentration, [K,"]; there-
fore, potassium tends to diffuse from intracel-
lular to extracellular fluid. The opposite occurs
with sodium. As ions diffuse across the cell
membrane, a separation of charges develops
because the nondiffusible negatively charged
intracellular ions (principally proteins) have a
charge opposite that of the diffusible ions. Two
regions that accumulate different charges have
an electrical potential difference. The volt-
age that develops as a diffusible ion moves
across the membrane and produces an elec-
trical pressure that opposes the movement of
the ion. The net ionic movement continues
until the electrical pressure equals the diffu-
sion pressure. At this time, the system is in
equilibrium.

At equilibrium, random ionic movement
continues, but no net movement of ions occurs.
The electrical potential that develops across
the membrane at equilibrium is called the
equilibrium potential, and this potential is dif-
ferent for each ion. The equilibrium poten-
tial of an ion (E,,) is the voltage difference
across the membrane that exactly offsets the
diffusion pressure of an ion to move down its
concentration gradient. Therefore, the equilib-
rium potential is proportional to the difference
between the concentration of the ion in the
extracellular fluid and the concentration in the
intracellular fluid. An algebraic representation
of the equilibrium potential can be derived
because the physical determinants of the diffu-
sion pressure and electrical pressure expressed
are known. The final equation is the Nernst
equation.
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Electrical pressure is defined by
W.=FE, x 7 x F

in which W, = electrical pressure (work requi-
red to move an ion against a voltage); E,, =
absolute membrane potential; Z; =valence
(sign and number of charges on the ion);
F=Faraday (amount of charge per mole of
electrons, in Coulombs).

Diffusion pressure is defined by

Wi =R x T x (In[C.]/In[C;])

in which W, = diffusion pressure (work requi-
red to move an ion against a concentration
gradient); R = universal gas constant (energy
per degree per mole); T = absolute tempera-
ture; In = natural logarithm; [C.] = extracellu-
lar ion concentration; [C;] = intracellular ion
concentration.
At equilibrium

W, =W,
and therefore
E, = (R x T)/(In[C.]/In[C])
By rearrangement, the equilibrium potential is
E, = (R xT)/(Z x F)) x In([C.]/[Ci])

This equation is known as the Nernst equation
and is an important relationship that defines
the equilibrium potential, E,,, across the cell
membrane for any ion in terms of its concen-
tration on the two sides of a membrane. By
substituting for the constants at room temper-
ature, converting to a base 10 logarithm, and
converting to millivolts, we get a useful form of
the equation:

E, = (61.5mV/Z)log,([C.]/[C.])

We may use these equations to calculate the
equilibrium potential for any ion if we know the
concentrations of that ion on the two sides of
the membrane. The Nernst potential assumes
100% permeability of the selected ion. Lower
ionic conductances decrease the magnitude of
this potential. In the resting state, the approx-
imate neuronal equilibrium potentials of the
major ions are K* = —100mV, Nat =4+40mV,
Cl'=-75mV, Ca’* = + 124 mV (Fig. 5-1).



72 Clinical Neurophysiology

The contribution of a given ion to the actual
voltage developed across the membrane with
unequal concentrations of that ion depends
not only on its concentration gradient but also
on the permeability (P) of the membrane to
that ion. Permeability is the ease with which
an ion diffuses across the membrane and is a
reflection of the probability that the membrane
channel that conducts the ion will open. For
example, an ion with a high concentration gra-
dient that has very low permeability (e.g., cal-
cium) does not contribute to the resting mem-
brane potential. If a membrane is permeable
to multiple ions that are present in differing
concentrations on either side of the membrane,
the resultant membrane potential is a function
of the concentrations of each of the ions and of
their relative permeabilities (Fig. 5-2).

The Goldman equation combines these fac-
tors for the major ions that influence the mem-
brane potential in nerve and muscle cells. Such
calculations, on the basis of the actual ionic
concentrations and ionic permeabilities, agree
with measurements of these values in living
cells. These equations also show that a change
in either ionic permeability or ionic concen-
trations can alter membrane potential. If the
concentration gradient of an ion is reduced,
there will be a lower equilibrium potential for
that ion. If the resting membrane potential
is determined by the equilibrium potential of
that ion, the resting potential will decrease.
In contrast, if the permeability for an ion
is increased by opening of channels for that
ion, the membrane potential will approach the

equilibrium potential of that ion, and it may
increase or decrease, depending on whether
the membrane potential is above or below the
equilibrium potential.

The movements of ions that occur with
normal cellular activity are not sufficient
to produce significant concentration changes;
therefore, membrane potential fluctuations are
normally due to permeability changes caused
by channel opening and closing. Increased per-
meability (i.e., opening of the channel) to a
particular ion brings the membrane potential
toward the equilibrium potential of that ion.
In an electrical model of the membrane, the
concentration ratios of the different ions are
represented by their respective equilibrium
potentials (Ey,, Ex, Eq); their ionic permeabil-
ities are represented by their respective con-
ductances (Table 5-2). The conductance (the
reciprocal of the resistance) for a particular ion
is the sum of the conductances of all the open
channels permeable to that ion. The move-
ment of ions across the membrane is expressed
as an ion current. By Ohm’s law, this cur-
rent depends on two factors: the conductance
of the ion and the driving force for the ion.
The driving force is the difference between
the membrane potential and the equilibrium
potential of that ion.

lon Channels

TIon channels are intrinsic membrane proteins
that form hydrophilic pores (aqueous pathways)

lon lon lon
channels pumps concentrations
Membra_n_e Transmembrane
permeability ion gradients

N

/

Membrane potential

Figure 5-2. Variables that determine the membrane potential. Transmembrane ion gradients determine the equilibrium
potential of a particular ion. The transmembrane gradients depend on the activity of ATP-driven ion pumps and the buffer-
ing effects of the astrocytes on extracellular fluid composition. Membrane permeability to a particular ion depends on
the opening of specific ion channels. This opening can be triggered by voltage (voltage-gated channels), neurotransmitters
(ligand-gated channels), or intracellular chemicals such as calcium, ATP, or cyclic nucleotides (chemically gated channels).
Increased membrane permeability to a given ion (the opening of the ion channel) brings the membrane potential toward

the equilibrium potential of this ion.
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Table 5-2 Characteristics of Different Membrane Potentials

Local potentials

Generator Synaptic Electrotonic
Characteristic potential potential potential Action potential
Graded and —+ + + —
localized
All-or-none spread - - - +
Active membrane Na*, K™ Nat, Ca’t, K, None Nat, KT,
channel Cl- sometimes Ca?t
Initiated by Sensory Neurotransmitter Generator, Electrotonic
stimulus synaptic, or potential
action
potentials

through the lipid bilayer membrane. They
allow the passive flow of selected ions across
the membrane on the basis of the electro-
chemical gradients of the ion and the physical
properties of the ion channel. Most channels
belong to one of several families of homologous
proteins with great heterogeneity in amino acid
composition. They are defined on the basis
of their ion selectivity, conductance, gating,
kinetics, and pharmacology.

In general, the transmembrane portion of
the protein forms the “pore,” and the specific
amino acids in the region of the pore deter-
mine ion selectivity, conductance, and voltage
sensitivity of the channel. Amino acids in the
extracellular or intracellular portion (or both)
of the protein channel determine the gating
mechanism and the kinetics of inactivation. Ion
channels vary in their selectivity; some are per-
meable to cations (sodium, potassium, and cal-
cium) and others to anions (primarily chloride).
The open state predominates in the resting
membrane for a few channels; these are mostly
the potassium channels responsible for the
resting membrane potential (see below). Most
ion channels are gated; that is, they open in
response to specific stimuli. According to their
gating stimuli, ion channels can be subdivided
into (1) voltage-gated channels, which respond
to changes in membrane potential; (2) ligand-
gated channels, which respond to the binding
of a neurotransmitter to the channel molec-
ular complex; and (3) chemically gated chan-
nels, which respond to intracellular molecules
such as ATP, ions (particularly calcium), and
cyclic nucleotides. Important examples of
chemically gated channels include the cyclic

nucleotide-gated channels found in many sen-
sory receptors (e.g., photoreceptors in the
retina).

Mechanoreceptors are activated by mechan-
ical distortion of the cell membrane and
are sometimes referred to as stretch-activated
channels. Gating stimuli may interact in some
channels. For example, the ion permeabil-
ity of some ligand-gated channels is affected
by membrane voltage or intracellular factors
(or both). Voltage-gated channels are critical
for neuronal function. They control excitabil-
ity, spontaneous neuronal activity, generation
and conduction of action potentials, and neu-
rotransmitter release. Sensitivity to voltage is
due to a voltage sensor at the pore. A region
of the pore acts as a selectivity filter, which
regulates ion permeability according to the
size and molecular structure of the ion. The
range of voltage for activation and the rate
of activation (opening) and inactivation (clos-
ing) are important variables in voltage-gated
channels.

Voltage-gated cation channels are responsi-
ble for the maintenance of neuronal excitabil-
ity, generation of action potentials, and
neurotransmitter release (Table 5-3). They are
members of a family of proteins with a com-
mon basic structure consisting of a principal
subunit and one or more auxiliary subunits.
The amino acid composition of a subunit deter-
mines ion selectivity, voltage sensitivity, and
inactivation kinetics of the channel. Voltage-
gated sodium channels are critical for the gen-
eration and transmission of information in the
nervous system by action potentials. In neu-
rons, sodium channels are concentrated in the
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Table 5-3 Examples of lon Channels

lon channel Equilibrium potential

Location

Function

Voltage-gated

Na™ +35
K+ —-90
CaZt +200
Chemically gated —75
Cl~ (GABA)

Cation channel 0
(L-glutamate,

acetylcholine)

Nodes of Ranvier
Entire unmyelinated

Initiation and
conduction of action

axon potential

Axon hillock

Diffuse along Repolarization of
internode action potential

Diffuse in neurons Decrease neuronal

excitability and
discharge
Dendrite Slow depolarization
Soma Burst firing
Oscillatory firing
Axon terminal Neurotransmitter
release
Dendrite Synaptic inhibition
Soma
Dendrite Synaptic excitation

Note: GABA, y-aminobutyric acid.

initial segment of the axon (the site of gen-
eration of action potentials) and in the nodes
of Ranvier (involved in rapid conduction of
action potentials). In muscle, these channels
participate in excitation—contraction coupling.
There are several varieties of voltage-gated
calcium channels, and they have different
distributions, physiology, pharmacology, and
functions (Table 5—4). Calcium influx occurs
not only through voltage-gated channels but
also through ligand-gated and cyclic nucleotide-
gated channels. Calcium ions are important
in the regulation of numerous processes in
neurons, including modulation of neuronal
firing pattern, neurotransmitter release, sig-
nal transduction, enzyme activation, intracel-
lular transport, intermediate metabolism, and

gene expression. Intracellular calcium is also
necessary for muscle contraction and glan-
dular secretion. These functions depend on
levels of calcium in the cytosol that are deter-
mined by the calcium influx through vari-
ous channels, release from intracellular stores
(particularly the sarcoplasmic reticulum), and
counterbalancing active mechanisms of reup-
take and extrusion.

Large numbers of voltage-gated potassium
channels determine much of the pattern of
activity generated by neurons. They are pri-
marily responsible for the resting membrane
potential, repolarization of the action potential,
and control of the probability of generation
of repetitive action potentials. Ligand-gated
channels open in response to the binding

Table 5-4 Voltage-Gated Calcium Channels

Channel type Location Function
T Apical dendrites Modal bursting or tonic firing
L Soma, dendritic shafts, and spines Slow action potentials
Skeletal muscle Excitation—contraction coupling
N Synaptic terminals Neurotransmitter release
P/Q Synaptic terminals Neurotransmitter release

Dendritic shafts and spines

Persistent depolarization
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Figure 5-3. The plasma membrane consists of a phospholipid bilayer that provides a barrier to the passage of water-
soluble molecules, including ions. Passage of ions across the membrane depends on the presence of transmembrane
proteins, including ion channels and ion pumps. Ion channels provide an aqueous pore for the passage of ions across
the membrane, according to their concentration gradients. The opening of an ion channel, or pore, may be triggered, or
gated, by several stimuli, such as voltage (voltage-gated channel) or neurotransmitters (ligand-gated channel). In the exam-
ple shown here, a neurotransmitter (such as glutamate) binds to a specific ligand-gated cation channel, and this produces
a change in the spatial configuration of the channel protein, allowing the pore to open and the cation to pass through the
membrane. Changes in the amino acid composition of the ion channel protein affects its ion selectivity, gating mechanism,
and kinetics of channel opening (activation) and closing (inactivation).

of neurotransmitters (Fig. 5-3). They include
(1) nonselective cation channels permeable to
sodium, potassium, and, in some cases, cal-
cium; and (2) anion channels permeable to
chloride. These channels are discussed in rela-
tion to synaptic transmission.

Key Points

e Permeability of membrane ion channels
and activity of ATP-driven ion pumps
determine ion concentration gradients
across the membrane.

e Ton channels are transmembrane proteins
that form a pore for the passive movement
of ions.

e Different ion channels provide selective
permeability to different ions.

e Ton channels are opened by a voltage
change or neurotransmitter binding.

e Most of the rapid communication signals
in the nervous system are handled by
voltage-gated ion channels.

e An ion’s equilibrium potential is the elec-
trical potential that exactly balances the
opposing concentration gradient-driven
movement of an ion across the membrane.

e Diffusion of an ion across the mem-
brane (permeability) depends on the ion
channel.

e Tons with greater permeability have a
greater influence on the membrane
potential.

e Opening an ion channel moves the mem-
brane potential toward that ion’s equilib-
rium potential.

Neuronal Excitability

Neuronal excitability is defined as the abil-
ity of the neuron to generate and transmit
action potentials. It depends on the mem-
brane potential, which determines the gating of
the sodium channels. The membrane potential
depends on the transmembrane ion concentra-
tion (which determines the equilibrium poten-
tial) and ion permeability. Increased perme-
ability to an ion moves the membrane potential
toward the equilibrium potential of that ion.
In the absence of a stimulus, the membrane
potential of the neuron, or resting membrane
potential, is dominated by its permeability to
potassium, whose channels are open; there-
fore, this potential varies between —60 and
—80mV. Because the threshold for opening
voltage-gated sodium channels that are needed
to trigger and propagate action potentials is
approximately —50 to —55mV, any change
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Table 5-5

lonic Basis of Local Potentials

lon

Equilibrium
potential, mV

Effect of increased
permeability on
membrane potential

Examples of local
potentials

Na*t +40 Depolarization
Ca’t +200 Depolarization
K+ —-90 Hyperpolarization
Cl~- -75 Hyperpolarization,

depolarization, or no
change

Generator potentials
Excitatory postsynaptic
potential

Excitatory postsynaptic
potential

Inhibitory postsynaptic
potential

Inhibitory postsynaptic
potential

of the membrane potential in this direction
will increase the probability of triggering an
action potential. An increase in membrane
permeability to sodium or calcium increases
excitability, and an increase in permeability
to potassium or chloride decreases excitability
(Table 5-5).

RESTING POTENTIAL

The resting potential is the absolute difference
in electrical potential between the inside and
the outside of an inactive neuron, axon, or mus-
cle fiber. If an electrical connection is made
between the inside and the outside of a neu-
ron, the cell acts as a battery and an electrical
current will flow. The potential is generally
between —60 and —80mV, with the inside of
the cell negative with respect to the outside.
The resting potential can be measured directly
by using a microelectrode. The tip of such an
electrode must be less than 1 wm in diameter
to be inserted into a nerve or muscle cell. By
connecting the microelectrode to an appropri-
ate amplifier, the membrane potential can be
recorded and displayed. The machine registers
the potential difference between the two elec-
trical inputs, which is displayed as a vertical
deflection of a spot of light that moves contin-
uously from left to right across the screen. A
negative membrane potential is registered as a
downward deflection; thus, when a microelec-
trode enters a neuron or muscle fiber, the oscil-
loscope beam moves down to a new position.
The resting membrane potential is the trans-
membrane voltage at which there is no net

flow of current across the membrane. Its value
determines spontaneous neuronal activity and
neuronal activity in response to extrinsic input.
Because the resting potential is the absolute
difference in potential between the inside and
the outside of the cell, it represents trans-
membrane polarity. A decrease in the value
of the resting membrane potential means less
negativity inside the cell and the membrane
potential moves toward zero; this constitutes
depolarization. When the membrane poten-
tial becomes more negative than the value
of the resting potential, the potential moves
away from zero; this is hyperpolarization. The
resting membrane potential depends on two
factors:

1. Leak ion channels open at rest with mar-
kedly different permeabilities to sodium
and potassium, making the cell mem-
brane a semipermeable membrane.

2. Energy-dependent pumps, particularly
the sodium/potassium pump.

At rest, there is a continuous “leak” of potas-
sium outward and of sodium inward across the
membrane. Cells at rest have a permeability
to sodium ions that ranges from 1% to 10%
of their permeability to potassium. Thus, in
the absence of synaptic activity, the membrane
potential is dominated by its high permeabil-
ity to potassium, and the membrane potential
is drawn toward the equilibrium potential of
this ion (90 mV). However, the membrane at
rest is also permeable to sodium and chloride,
so that the membrane potential is also pulled
toward the equilibrium potential of these ions.



The resting potential varies among different
types of neurons, but it is typically —60 to
—80mV. The continuous leaking of potassium
outward and sodium inward is balanced by the
activity of the sodium/potassium pump.

Steady State

Potassium diffuses through the membrane
most readily because potassium channels are

Semipermeable
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more open and potassium conductance is
much higher than that of other ions. Therefore,
potassium is the largest source of separation
of positive and negative charges (voltage) as
it diffuses out and leaves the large anions
behind. This is illustrated schematically in
Figure 5-4. Small amounts of sodium entering
the cells, driven by both electrical and chem-
ical forces, tend to depolarize the membrane.
As a result, potassium is no longer in equilib-
rium and leaves the cell. Thus, the cell is not in

Voltmeter

Protein salt
solution

Salt water

Outside

o@o

Inside

@H

@sz

.@ll

membrane
A Initial state
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B Redistribution by
diffusion alone
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Figure 5—4. A theoretical model of the generation of a membrane potential by diffusion across a semipermeable mem-
brane. A, Equal amounts of anions and cations are dissolved on each side of the membrane, producing no voltage gradient.

The membrane is permeable to all ions except large anions (A~

). B, K*, Nat, and CI~ redistribute themselves solely by

diffusion; this results in a charge separation, with greater negativity inside. C, Electrical pressure due to charge separation
and diffusion pressure due to concentration differences are balanced at the resting membrane potential.
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equilibrium but in a steady state dependent on
metabolic energy. In this steady state, the small
outward potassium leak must be exactly equal
in magnitude to the rate at which potassium is
transported into the cell. The same is true also
for sodium. In this condition, the net move-
ment of each ion across the membrane is zero,
an exact description of the resting membrane
potential.

Sodium Pump

The sodium pump (Na/K ATPase) maintains
the intracellular concentrations of sodium
and potassium despite their constant leaking
through the membrane. The sodium/potassium
pump transports three sodium ions out of
the cell for every two potassium ions carried
into the cell. Because the pump is not elec-
trically neutral, it contributes directly to the
resting potential; that is, it is electrogenic.
The contribution of the sodium/potassium
pump steady state to the resting potential
is approximately 11 mV. The cell membrane
at rest is permeable also to chloride ions.
In most membranes, chloride reaches equi-
librium simply by adjustment of its inter-
nal concentration to maintain electroneutrality,
without affecting the steady state membrane
potential.

Role of Extracellular Calcium

The external surface of the cell membrane
contains a high density of negative charges
because of the presence of glycoprotein
residues. This produces a local negative poten-
tial that contributes to the resting membrane
potential. Divalent ions, such as extracellu-
lar calcium, alter the transmembrane potential
by neutralizing this local, negative surface
potential. Neutralizing the surface poten-
tial increases the contribution of the trans-
membrane potential to the resting potential,
and this increases the threshold for opening
voltage-gated sodium channels. This explains
the stabilizing effect of extracellular cal-
cium on membrane excitability and the pres-
ence of increased spontaneous activity (tetany)
that occurs in patients with hypocalcemia or
alkalosis.

Role of Glial Cells

Astrocytes are important in controlling the
extracellular concentration of potassium. Astro-
cytes are highly permeable to potassium and
are interconnected with each other by gap
junctions. When the extracellular concentra-
tion of potassium increases because of neu-
ronal activity, astrocytes incorporate potassium
and transfer it from one cell to another through
gap junctions. This prevents the extracellular
accumulation of potassium and maintains neu-
ronal excitability. This is referred to as spatial
buffering of extracellular potassium.

Key Points

e At the resting potential there is no net
flow of current between the inside and the
outside of a cell.

e Hyperpolarization moves the resting
potential away from zero; depolarization
moves it toward zero.

e The high permeability of the membrane
to potassium is the primary determinant
of the resting potential.

e Outward leakage of potassium and inward
leakage of sodium at rest are balanced
by the reverse action of the sodium/
potassium pump.

e Calcium stabilizes the membrane.

o Glial cells buffer the extracellular concen-
tration of potassium.

LOCAL POTENTIALS

In a normal nerve cell or muscle cell with
adequate sources of oxygen and glucose, the
resting potential is maintained at a stable, rel-
atively unchanging level. However, the resting
potential readily changes in response to stimuli.
The membrane potential can change from the
resting state in only two ways. It can become
either more negative inside, hyperpolarization,
or less negative inside, depolarization. Even if
the membrane potential reverses, so that the
inside becomes positive with respect to the
outside, it is still referred to as depolarization,
because the potential is less negative than the
resting potential.

The changes in the membrane potential that
occur with anoxia or a change in the concentra-
tion of the ions on either side of the membrane



are relatively long lasting (minutes to hours).
In contrast, rapid changes (seconds or less)
can occur in response to electrical, mechanical,
or chemical stimuli. These changes occur as a
result of current flow through the membrane.
Transient currents in living tissues are due to
the movement of charged ions and can flow
through the membrane as a result of an applied
voltage or of a change in membrane conduc-
tance. A local potential is a transient depolar-
izing or hyperpolarizing shift of the membrane
potential in a localized area of the cell. Local
potentials result from the current flow due to
localized change in ion channels that alter the
permeability to one or more ions. Ion channel
opening or closing may result from:

1. Synaptic potential from a chemical agent
acting on the channel.

2. Receptor potential from a stimulus acting
on a sensory receptor channel.

3. Electrotonic potential from an eternally

applied voltage.

Synaptic potentials are the response to infor-
mation carried by a neurotransmitter released
by an adjacent neuron. Receptor potentials are
the response to external stimuli. Electrotonic
potentials participate in the transfer of infor-
mation throughout a cell by action potentials.

lonic Basis

Local potentials result from the flow of current
through the membrane with a change in chan-
nels that are open or closed in response to a
chemical agent, mechanical deformation, or an
applied voltage. Neurotransmitters and neuro-
modulators produce synaptic potentials by one
of six mechanisms:

1. Opening of potassium channels increases
potassium conductance, resulting in hyper-
polarization, a relatively slow process.

2. Opening of sodium channels increases
sodium conductance, resulting in depo-
larization, a relatively fast process.

3. Opening of both potassium and sodium
channels increases the conductance of
both ions, resulting in a depolarization
but to a lesser degree than in item 2
above.
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4. Opening of chloride channels increases
chloride conductance, resulting in rapid
stabilization or hyperpolarization of the
membrane voltage.

5. Closing of potassium channels, resulting
in a slow depolarization.

6. Opening of calcium channels, resulting in
a slow depolarization.

Generator potentials occur primarily by open-
ing of both sodium and potassium channels and
increasing conductance of both ions. This pro-
duces depolarization. Generator potentials also
occur in response to specific molecules that
activate olfactory receptors and to photic stim-
uli that activate photoreceptors in the retina of
the eye. Electrotonic potentials occur in one of
two ways:

1. Opening of sodium channels by a current
arising from a voltage in an adjacent area
of membrane. This produces depolariza-
tion.

2. Opening or closing of several different
ion channels by an externally applied volt-
age. Application of a negative voltage to
the outside of the membrane causes out-
ward current flow and depolarization of
the membrane. Application of a positive
voltage to the outside of the membrane
causes inward current flow and hyperpo-
larization of the membrane. When a volt-
age is applied to the outside of the axonal
membrane, the negative pole is com-
monly referred to as the cathode and the
positive pole as the anode. The current
flow at the cathode depolarizes, whereas
that at the anode hyperpolarizes a mem-
brane. This is because the negative charge
at the cathode is extracellular and hence
decreases the transmembrane potential,
conversely for the anode.

Characteristics of Local Potentials

All local potentials have certain characteristics
in common (Table 5-6). Importantly, the local
potential is a graded potential; that is, its ampli-
tude is proportional to the size of the stimulus
(Fig. 5-5). Measurement of a local potential
uses the resting potential as its baseline. If
the membrane’s resting potential is depolarized
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Table 5-6 Comparison of Local Potentials and Action Potentials

Characteristic

Local potentials

Action potentials

Example

Duration, ms
Amplitude, mV
Tonic mechanism

Generator
Synaptic
Electrotonic
5-100

0.1-10

Local changes in

Nerve impulse

1-10
70-110
Transient increase in

permeability to Nat, K*, permeability to Na™,

Ca’*, or CI- followed by increase in

permeability to K*

Threshold No Yes

Spatial and temporal Yes No (all-or-none)

summation

Refractory period No Yes

Propagation Passive and decremental Active and
nondecremental

from —80 to —70 mV during the local poten-
tial, the local potential has an amplitude of
10 mV. This potential change is one of decreas-
ing negativity (or of depolarization), but it
could also be one of increasing negativity (or of

hyperpolarization). Because the local potential
is a graded response proportional to the size
of the stimulus, the occurrence of a second
stimulus before the first one subsides results
in a larger local potential. Therefore, local

(mV)

Membrane potential

0 2 4 (ms)
. D
5% 5
5 ° 0
o e SRR .
3 A

Figure 5-5. Local potentials. These potentials are shown as an upward deflection if they are a depolarization and as a
downward deflection if they are a hyperpolarization. Resting potential is 70 mV. At time zero, electrical currents of varied
polarities and voltages are applied to the membrane (bottom). A is an anodal current; B, C, and D are cathodal currents. A
produces a transient hyperpolarization; B, C, and D produce a transient depolarization that is graded and proportional to
the size of the stimulus. All of these are local potentials. D produces an action potential, E.



potentials can be summated. They are sum-
mated algebraically, so that similar potentials
are additive and hyperpolarizing and depolar-
izing potentials tend to cancel out each other.
Summated potentials may reach threshold and
produce an action potential when single poten-
tials individually are subthreshold. When a
stimulus is applied in a localized area of the
membrane, the change in membrane potential
has both a temporal and a spatial distribution.
A study of the temporal course of the local
potential (Fig. 5-6) shows that the increase in
the potential is not instantaneous, but develops
over a few milliseconds. After the stimulus
ends, the potential subsides over a few
milliseconds as well. Therefore, local potentials
have a temporal course that outlasts the stim-
ulus. The occurrence of a second stimulus at
the same site shortly after the first produces
another local potential, which summates with
the residual of the earlier one that has not yet
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subsided (Fig. 5-6). This summation of local
potentials occurring near each other in time
is called temporal summation (Fig. 5-6B). Dif-
ferent synaptic potentials have different time
courses. Most synaptic potentials range from
10 to 15ms in duration; however, some are
very brief, lasting less than 1ms, but others
may last several seconds or several minutes.
Longer duration synaptic potentials have a
greater chance for temporal summation. By
means of temporal summation, the cell can
integrate signals that arrive at different times.
Study of the spatial distribution of local
potentials reveals another of their character-
istics. As their name implies, they remain
localized in the region where the stimulus is
applied; they do not spread throughout the
entire cell. However, the locally applied stim-
ulus, because of local current flow, has an
effect on the nearby membrane. The potential
change is not sharply confined to the area of
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Figure 5-6. Summation of local potentials in a neuron. A, Spatial summation occurs when increasing numbers of nerve
terminals release more neurotransmitter to produce larger EPSPs. B, Temporal summation occurs when a single terminal

discharges repetitively more rapidly to produce larger EPSPs.
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Figure 5-7. Local potentials and triggering of the action potential. Three types of local potentials are (1) receptor (or
generator) potential, triggered by the action of a sensory stimulus on a sensory receptor; (2) synaptic potential, triggered by
the action of a neurotransmitter; and (3) electrotonic potential, which consists of the passive movement of charges according
to the cable properties of a membrane. Both the generator and synaptic potentials give rise to electrotonic potentials, which
depolarize the membrane to threshold for triggering an action potential. The action potential is a regenerating depolarizing
stimulus that, via electrotonic potentials, propagates over a distance without decrement in its amplitude.

the stimulus but falls off over a finite distance
along the membrane, usually a few millimeters.

The application of a simultaneous second
stimulus near the first (but not at the same
site) results in summation of the potentials in
the border zones; this is called spatial sum-
mation (Fig. 5-6A). Thus, the membrane of
the cell can act as an integrator of stimuli that
arrive from different sources and impinge on
areas of membrane near one another. Spatial
summation and temporal summation are
important mechanisms in the processing of
information by single neurons; when sum-
mated local potentials reach threshold, they
initiate an action potential (Fig. 5-7). If a cur-
rent or voltage is applied to a membrane for
more than a few milliseconds, the ion channels
revert to their resting state, changing ionic con-
ductances of the membrane in a direction to
restore the resting potential to baseline value.
This phenomenon is known as accommodation
(Fig. 5-8). Therefore, if an electrical stimulus
is increased slowly, accommodation can occur
and no change will be seen in the membrane
potential. The changes in conductance during

Accommodation
Membrane
potential
Stimulus ——l_—l__

On Off

Figure 5-8. Accommodation of the membrane potential
to applied stimulus of constant strength. Note the response
to sudden cessation of the stimulus when the stimulus is
turned off. The residual change in conductance produces
a transient change in resting potential. Thus, accommoda-
tion can result in a cell responding to the cessation of a
stimulus.

accommodation require several milliseconds,
both to develop and to subside. As a result, if
an electrical stimulus is applied gradually so
that accommodation prevents a change in the
membrane potential, no effect is observed.

Key Points

e Amplitude of depolarizing and hyperpo-
larizing local potentials depend on stimu-
lus intensity.

e Local changes in membrane potential can
be triggered by synaptic transmitters, volt-
age changes, or sensory stimuli.

e Local potentials summate spatially and
temporally.

ACTION POTENTIALS

Action potentials have several advantages for
the rapid transfer of information in the ner-
vous system. Because action potentials are
all-or-none (i.e., they are not graded responses;
they either occur or do not occur), they can
transfer information without loss over rela-
tively long distances. Their all-or-none fea-
ture also allows coding of information as fre-
quency rather than the less stable measure of
amplitude. Also, their threshold eliminates the
effects of small, random changes in membrane
potential.

Threshold

The membranes of neurons, axons, and muscle
cells have another characteristic that is basic to
their ability to transmit information from one



area to another—their excitability. If a mem-
brane is depolarized by a stimulus, there is a
point at which suddenly many sodium chan-
nels open. This point is known as the threshold
for excitation (Fig. 5-5). If the depolarization
does not reach threshold, the evoked activity is
a local potential. Threshold may be reached by
a single local potential or by summated local
potentials. When threshold is reached, there is
a sudden increase in the membrane’s perme-
ability to sodium. This change in conductance
results in the action potential.

lonic Basis of Action Potentials

In the resting state, many more p()tassium
channels are open, the conductance of sodium
is much less than that of potassium, and the
resting potential is near the equilibrium poten-
tial of potassium. At threshold, many sodium
channels open so that the conductance of
sodium suddenly becomes greater than that of
potassium, and the membrane potential shifts
toward the equilibrium potential of sodium,
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which is approximately +60mV. This depo-
larization locally reverses the polarity of the
membrane, the inside becoming positive with
respect to the outside. With the opening of
the sodium channels and increased sodium
conductance, there is a flow of current with
the inward movement of sodium ions. The
change in sodium conductance is usually tran-
sient, lasting only a few milliseconds, and is
followed by the opening of potassium chan-
nels, an increase in the potassium conductance,
and an outward movement of potassium ions.
These three changes overlap, and the poten-
tial of the membrane during these changes is
a function of the ratios of the conductances
(Fig. 5-9).

Sodium conductance increases several
thousand-fold early in the process, whereas
potassium conductance increases less, does so
later, and persists longer. The conductance
changes for these two ions result in ionic shifts
and current flows that are associated with a
membrane potential change: the action poten-
tial (Fig. 5-9). The action potential is a sud-
den, short duration, all-or-none change in the
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Figure 5-9. Conductance changes during action potential. A, Temporal sequence at a single site along an axon. Changes
in conductances (permeabilities) of sodium and potassium are plotted against time as they change with associated changes in
membrane potential. Note that sodium conductance changes several thousand-fold early in the process, whereas potassium
conductance changes only about 30-fold during later stages and persists longer than sodium conductance changes. B, Spatial
distribution of an action potential over a length of axon at a single instant.
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Figure 5-10. Components of an action potential with a resting potential of 70mV. A, Local electrotonic potential. B,
Threshold level. C, Spike. D, Negative (depolarizing) afterpotential. E, Positive (hyperpolarizing) afterpotential.

membrane potential that occurs if the mem-
brane potential reaches threshold (Table 5-5).
Its components are shown in Figure 5-10.
The initial portion of the membrane potential
change is the local potential. At threshold, the
rising phase of the action potential suddenly
changes because of the influx of positive ions.
In most nerve cells and skeletal muscle cells,
the inward current during the rising phase
of the action potential is carried by sodium
ions, because sodium conductance is markedly
increased. The action potential also could be
carried by calcium ions if the calcium conduc-
tance increased sufficiently, as occurs in some
dendrites.

Repolarization begins as sodium conduc-
tance decreases or potassium conductance
increases (usually both). The decreased flow
of sodium ions is followed by an efflux of
potassium ions. The rate of return of the
membrane potential to the baseline slows
after sodium conductance has returned to
baseline, producing a small residual on the
negative component of the action potential,
which is called the negative afterpotential. In
some myelinated axons, repolarization occurs
by a decrease in sodium conductance with
no change in potassium conductance. The
afterpotential is positive when the membrane
potential is recorded with a microelectrode
within the cell, but it is called negative
because it is negative when recorded with

an extracellular electrode. The increase in
potassium conductance persists and results
in a hyperpolarization after the spike com-
ponent of the action potential—the after-
hyperpolarization. The after-hyperpolarization
is due to continued efflux of potassium ions,
with a greater potential difference between the
inside and the outside of the cell than the
typical resting potential difference. The after-
hyperpolarization is positive when measured
with extracellular electrodes and therefore is
called a positive afterpotential. During the pos-
itive afterpotential, the membrane potential
is near the potassium equilibrium potential,
and is increased with increased activity of the
sodium pump. The amounts of sodium and
potassium that move across the membrane dur-
ing the action potential are small, buffered by
surrounding astrocytes, and do not change the
concentration enough to result in a change in
the resting potential. In addition, the sodium
that moves in during the action potential is
continually removed by the sodium pump dur-
ing the relatively long intervals between action
potentials.

Excitability
The excitability of a membrane is the ease

with which an action potential can be gener-
ated and is usually measured in terms of the
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Figure 5-11. Excitability changes during an action potential. The lower portion of the illustration shows the ease with
which another action potential can be elicited (change in threshold). During absolute and relative refractory periods, the
amplitude of the action potential evoked is low. Subsequently, it is normal.

voltage required to initiate an action poten-
tial. During increased sodium conductance,
the membrane cannot be stimulated to dis-
charge again. A second stimulus at this time
is without effect; therefore, action poten-
tials, unlike local potentials, cannot summate.
This period of unresponsiveness is the abso-
lute refractory period (Fig. 5-11). As sodium
conductance returns to normal, the mem-
brane again becomes excitable, but for a short
period, termed the relative refractory period, it
requires a larger stimulus to produce an action
potential. After the relative refractory period,
while the negative afterpotential is subsiding,
the membrane is partially depolarized, is closer
to threshold, and has an increased excitability.
This period is the supernormal period. Finally,
during the positive afterpotential, the mem-
brane is hyperpolarized, and stronger stimuli
are required. This period is the subnormal
period.

Up to now, the term threshold has been
used to refer to the membrane potential at
which sodium channels open and an action
potential is generated. The threshold of a
membrane remains relatively constant. If the
membrane potential becomes hyperpolarized,
it moves away from threshold, and the mem-
brane is less excitable. If the membrane poten-
tial moves closer to threshold, the membrane
becomes more excitable and will generate an
action potential with a smaller stimulus. If

the membrane potential is very near thresh-
old, the cell may fire spontaneously. If the
membrane potential remains more depolar-
ized than threshold, however, the membrane
cannot be stimulated to fire another action
potential (Fig. 5-12). The term threshold is
also used to describe the voltage required to
excite an action potential with an eternally
applied stimulus. When threshold is used in
this sense, an axon with an increased excitabil-
ity due to partial depolarization may be said
to have a lower threshold for stimulation, even
though the actual threshold is unchanged. The
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Figure 5-12. The effect of stimulation of a neuron at dif-
ferent resting potentials as recorded with a microelectrode.
A, The membrane is hyperpolarized, and a stimulus pro-
duces a subthreshold local potential. B, The membrane
is normally polarized at 65mV, and a stimulus produces
a local potential that reaches threshold and results in an
action potential. C, The membrane is depolarized beyond
threshold, and a stimulus produces only a small local
potential.
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first meaning of threshold is used when intra-
cellular recordings are considered, and the
second is used in reference to extracellular
stimulation and recording. The threshold of
the nerve membrane differs in different parts
of the neuron: it is high in the dendrite and
soma and lowest at the initial segment. Thus,
an action potential is usually generated in the
area of the axon hillock.

Propagation

Another important characteristic of action
potentials is their propagation. If an action
potential is initiated in an axon in the tip of the
finger, for instance, the potential spreads along
the entire length of that axon to synapse on
its second-order sensory neuron in the spinal
cord. This characteristic permits the nervous
system to transmit information from one area
to another. When an area of membrane is
depolarized during an action potential, ionic
currents flow (Fig. 5-13). In the area of depo-
larization, sodium ions carry positive charges
inward. There is also a longitudinal flow of cur-
rent both inside and outside the membrane.
This flow of positive charges (current) toward
nondepolarized regions internally and toward
depolarized regions externally tends to depo-
larize the membrane in the areas that sur-
round the region of the action potential. This
depolarization is an electrotonic potential. In
normal tissue, this depolarization is sufficient

to shift the membrane potential to thresh-
old and thereby generate an action potential
in the immediately adjacent membrane. Thus,
the action potential spreads away from its site
of initiation along an axon or muscle fiber.
Because of the refractory period, the poten-
tial cannot reverse and spread back into an area
just depolarized.

The rate of conduction of the action poten-
tial along the membrane depends on the
amount of longitudinal current flow and on
the amount of current needed to produce
depolarization in the adjacent membrane. The
longitudinal current flow can be increased by
increasing the diameter of an axon or mus-
cle fiber, because this increase reduces the
internal resistance, just as a larger electrical
wire has a lower electrical resistance. How-
ever, many axons in the central and peripheral
nervous systems have an increased conduc-
tion velocity because they are insulated with
a myelin sheath. A myelinated axon has its
membrane bared only at the nodes of Ranvier,
so that transmembrane current flow occurs
almost exclusively at the nodal area. When
the current flow opens enough sodium chan-
nels to reach threshold in the nodal area, it
results in many more sodium channels opening
and an influx of sodium ions with a genera-
tion of an action potential. The nodal area in
the mammalian nervous system is unique in
that it consists almost exclusively of sodium
channels, with an almost complete absence of
potassium channels. The potassium channels
are located at the paranodal regions (adjacent
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Figure 5-13. Current flow and voltage changes in an axon in the region of an action potential. The voltage changes along
the membrane are shown in the upper part of the figure and the spatial distribution of current flow is shown in the lower

part as arrows through the axon membrane.
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Figure 5-14. Saltatory conduction along an axon from left to right. A, The charge distribution along the axon is shown
with an action potential (depolarization) at the second node of Ranvier (Ns). Current flow spreads to the net node (N3). B,
Membrane current flow along the axon. C, The portion of the action potential found at each node is indicated by dotted

lines.

to the node), which are covered by myelin. The
action potential generated at the node con-
sists predominantly of inward sodium currents
with little outward potassium currents, and
repolarization is achieved by means of sodium
inactivation and leakage currents. An action
potential at one node of Ranvier produces suf-
ficient longitudinal current flow to depolarize
adjacent nodes to threshold, thereby propa-
gating the action potential along the nerve in
a skipping manner called saltatory conduction

(Fig. 5-14).

Key Points

® An action p()tential consists of two compo-
nents:

o Rapid membrane depolarization due to
opening of voltage-gated sodium chan-
nels.

o Repolarization due to delayed opening
of voltage-gated potassium channels.

e Excitability is the probability of triggering
an action potential.

® The density of voltage-gated sodium
potentials determines the threshold for
trlggerlng an action potentml

® Membrane depolarization (toward thresh-
old) increases excitability.

e A refractory period occurs with mem-
brane depolarization above threshold
and inactivation of voltage-gated sodium
channels.

Patterns of Activity

Information in the nervous system is coded
by the number and type of axons that are
active and by the firing pattern of action poten-
tials. This activity is initiated in peripheral
receptors or in neurons. Neuronal firing of
action potentials may occur spontaneously or
in response to external stimulation. Beating,
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or pacing, neurons fire repetitively at a con-
stant frequency; their intrinsic firing rate may
be increased or decreased by external stimula-
tion. Bursting neurons generate regular bursts
of action potentials separated by hyperpo-
larization of the membrane. Such neurons
are important for rhythmic behavior such as
breathing, walking, and chewing. Neurons that
fire in response to external stimulation may do
so in one of three ways:

1. A sustained response neuron shows
repeated action potentials with a constant
firing frequency that reflects the strength
of the stimulus.

2. A delayed response neuron fires action
potentials only after stimulation of suffi-
cient intensity.

3. An accommodation response neuron fires
only a single potential at the onset of
stimulation and remains silent thereafter.

Some neurons (e.g., in the thalamus) have the
ability to discharge either in rhythmic bursts
or with typical action potentials. The firing
pattern depends on the level of the resting
membrane potential. An important property
of this type of neuron is the presence of a
particular class of calcium channel, the T chan-
nel. This channel can be activated only if the
membrane potential is relatively hyperpolar-
ized (e.g., —80mV). Under this condition, a
stimulus opens the T channel and calcium
enters the cell and produces a small, brief
calcium-based depolarizing potential change
called the low-threshold calcium spike. This
calcium spike triggers the opening of sodium
channels, which produces a burst of repetitive
action potentials.

As calcium accumulates in the cell, it
opens a calcium-activated potassium chan-
nel that allows the efflux of potassium.
The resulting hyperpolarization (called after-
hyperpolarization) allows reactivation of the T
channel, entry of sodium, and recurrence of
the cycle. This sequence generates rhythmic
burst firing of the neuron. Thus, T channels are
an exception to the general rule of neuronal
excitability: hyperpolarization “deinactivates”
T channels and increases the likelihood that
the neuron will discharge in rhythmic bursts of
activity. Rhythmic burst firing in thalamic neu-
rons that project to the cerebral cortex impairs

the encoding of information by cortical neu-
rons and interferes with the transmission of
sensory information. Inactive states of the cere-
bral cortex occur during deep sleep and in
some types of seizures.

Key Points

e The action potential is an all-or-none sig-
nal that is transmitted without decrement
along an axon.

e The frequency of discharge of action
potentials is determined by the amplitude
of the stimulus.

e Action potential conduction velocity
depends on axon diameter and the myelin
sheath.

e Voltage-gated sodium channels are clus-
tered at the nodes of Ranvier in a myeli-
nated axon.

e Potassium channels are covered by the
myelin sheath.

SYNAPTIC TRANSMISSION

A synapse is a specialized contact zone where
one neuron communicates with another neu-
ron. The contact zone between a neuron and
a nonneural effector element (e.g., a muscle
fiber) is referred to as a neuron-effector junc-
tion. The two types of synapses are chemical
and electrical. The most common form of com-
munication in the nervous system is through
chemical synapses. A chemical synapse con-
sists of a presynaptic component (containing
synaptic vesicles), a postsynaptic component
(dendrite, soma, or axon), and an interven-
ing space called the synaptic cleft (Fig. 5-15).
Many of the drugs used in clinical medicine
have their pharmacologic site of action at the
synapse. The mechanism underlying chemical
synaptic transmission should make it appar-
ent that synaptic transmission has three unique
characteristics:

1. First, conduction at a synapse is delayed
because of the brief interval of time
required for the chemical events to occur.

2. Second, because the two sides of the
synapse are specialized to perform only
one function, transmission can occur in
only one direction across the synapse.



Thus, neurons are polarized in the direc-
tion of impulse transmission.

3. Third, because nerve impulses from many
sources impinge on single cells in the
central and peripheral nervous systems,
synaptic potentials summate both tempo-
rally and spatially.

The membrane of a cell is continually bom-
barded with neuromodulators and neuro-
transmitters, which produce either excitatory
postsynaptic potentials (EPSPs) or inhibitory
postsynaptic potentials (IPSPs) of varying
duration. When the membrane potential
reaches threshold, an action potential is gen-
erated. Thus, a single neuron can integrate
activity from many sources. A summary of the
electrical events in a single cell underlying the
transmission, integration, and conduction of
information is shown in Figure 5-16.
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Biosynthesis, Storage, Release,
and Reuptake of Neurochemical
Transmitters

Neurochemical transmitters include amino
acids, acetylcholine, monoamines (catechol-
amines, serotonin, and histamine), neuropep-
tides, and purines (ATP and adenosine). Amino
acids include L-glutamate, the most abundant
excitatory neurotransmitter in the central ner-
vous system, and y-aminobutyric acid (GABA),
the most abundant inhibitory neurotransmit-
ter. Both of these neurotransmitters are syn-
thesized from intermediate metabolites of the
Krebs cycle. Acetylcholine and monoamines
are synthesized by specific enzymes from pre-
cursors that are actively taken up by the
presynaptic terminal. Neuropeptides are syn-
thesized from messenger RNA in the cell
body and transported to the synaptic terminal.
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Figure 5-15. Synaptic transmission. A, In a resting synapse, both the presynaptic axon terminal and the postsynaptic
membrane are normally polarized. B, In an active synapse, an action potential invades the axon terminal (from left in
the diagram) and depolarizes it. Depolarization of the axon terminal of a presynaptic neuron results in the release of
neurotransmitter from the terminal. The neurotransmitter diffuses across the synaptic cleft and produces local current
flow and a synaptic potential in the postsynaptic membrane, which initiates the effector activity (neuronal transmission,
neurotransmitter release, hormonal secretion, or muscle contraction).
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Figure 5-16. Neuronal electrical activity from its initiation by excitatory postsynaptic potentials (EPSPs) to its transmis-

sion as an action potential to another area.

Neurochemical transmitters are stored in spe-
cial intracellular organelles called synaptic
vesicles. Small clear synaptic vesicles store the
classic neurotransmitters (amino acids, acetyl-
choline, monoamines), and large dense core
secretory granules store neuropeptides.

Neurotransmitter release is triggered by the
influx of calcium through voltage-gated chan-
nels that open in response to the arrival of
an action potential in the presynaptic termi-
nal. These channels are clustered in specific
regions of the presynaptic membrane called
active zones (Fig. 5-15B). The synaptic vesi-
cles are mobilized in the presynaptic terminal
and dock close to the active zones. In response
to the influx of calcium, the vesicle membrane
fuses with the presynaptic membrane, which
allows the release of the neurotransmitter into
the synaptic cleft; this process is called exo-
cytosis. The mobilization, docking, and fusion
of synaptic vesicles depend on the interactions
of various synaptic vesicle proteins with other
components of the presynaptic terminal.

A neuron can produce and release dif-
ferent neurotransmitters. Neurons frequently
contain a classic neurotransmitter (an amino
acid or acetylcholine) and one or more neu-
ropeptides. The neuron can release a variable
mixture of these neurotransmitters according
to its firing pattern, a process referred to as
frequency-dependent chemical coding. Classic
neurotransmitters can be released after a single
action potential; neuropeptides are released in
response to rapid, burst firing of a neuron. Two

other presynaptic mechanisms also regulate
neurotransmitter release:

1. The neurotransmitter inhibits its own
release, acting via presynaptic inhibitory
autoreceptors.

2. Inhibitory neurons (generally contain-
ing GABA) form axoaxonic synapses that
inhibit the release of neurotransmitter
from the postsynaptic axon, a process
called presynaptic inhibition (Fig. 5-17).

The synaptic action of neurotransmitters is
terminated by several mechanisms. Presynap-
tic reuptake, mediated by specific sodium-
dependent and ATP-dependent neurotrans-
mitter transporters, is the primary mechanism
of inactivation of glutamate, GABA, and
monoamines. Monoamines are metabolized
after reuptake by monoamine oxidases and
methyltransferases. Acetylcholine and neu-
ropeptides do not undergo reuptake but are
rapidly inactivated by enzymatic hydrolysis in
the synaptic cleft.

Postsynaptic Effects of
Neurochemical Transmitters

Postsynaptic effects are mediated by two
main classes of receptors: (I) Ligand-gated
receptors or ion channels mediate rapid
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changes in ionic conductance (ionotropic the electrical behavior of the neuron but also
effect) and (2) G-protein-coupled receptors may produce long-term effects, such as use-
produce slower changes in neuronal excitabil-  dependent modification of synaptic efficacy,
ity and metabolism (metabotropic effect) cytoskeletal changes during development and
(Table 5-7). These changes not only modify  repair, and control of genetic transcription.

Table 5-7 Comparison of Classic Neurotransmission and Neuromodulation

Classic neurotransmission

Neuromodulation

Function Rapid synaptic excitation or
inhibition

Receptor mechanism Ion channel receptors

Tonic mechanism Opening of either cation
channel (fast EPSP) or CI~
channel (fast IPSP)

Example L-Glutamate (ionotropic)
GABA (GABA,)

Acetylcholine (nicotinic)

Systems Relay systems, direct
Sensory
Motor

Modulation of neural
excitability
G-protein-coupled receptors
Opening or closing of
voltage-gated K or Ca*"
channels (slow IPSP and slow
EPSP)

L-Glutamate (metabotropic)
GABA (GABA,)
Acetylcholine (muscarinic)
Monamines

Neuropeptides

Adenosine

Diffuse systems, indirect
Internal regulation
Consciousness

Note: EPSR, excitatory postsynaptic potential; GABA, y-aminobutyric acid; IPSP, inhibitory postsynaptic potential.
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Table 5-8 Postsynaptic Potentials

Receptor lonic mechanism Effect Kinetics
Nicotinic Increased cation (Nat, Ca>") Excitatory Fast
Glutamate conductance

GABA, Increased Cl~ conductance Inhibitory Fast
Glycine

G-protein-coupled Decreased K™ conductance Excitatory Slow
receptors Increased K* conductance Inhibitory Slow

Classic Neurotransmission

Classic neurotransmission is used for fast, pre-
cise, point-to-point transmission of excitatory
or inhibitory signals. It involves rapid, brief
opening of ligand-gated ion channel recep-
tors. Neurotransmitters produce a transient
increase or decrease in ion channel conduc-
tance to the passive flow of a specific ion
current. These ionic currents produce local
changes in the membrane potential called
postsynaptic potentials. In most mammalian
neurons, the resting membrane potential is
approximately 60 to S80mV. The threshold
for opening voltage-gated sodium channels
that trigger an action potential is reached
when the postsynaptic potentials drive the
membrane potential to a value that is about

10mV less negative than the resting poten-
tial. Ton currents that increase the net positive
charge of the membrane produce depolariza-
tion EPSPs because they bring the membrane
potential toward the threshold for triggering
an action potential. In classic neurotransmis-
sion, fast EPSPs result from the opening of
cation channels (conducting sodium ions and,
in some cases, calcium ions). Ligand-gated
cation channel receptors that produce fast
EPSPs include nicotinic acetylcholine recep-
tors and several ionotropic glutamate recep-
tors. Ion currents that increase the net negative
charge of the membrane produce IPSPs. Fast
IPSPs are produced by the opening of chloride
channels. GABA (via GABA, receptors) and
glycine act via this mechanism (Table 5-8 and

Fig. 5-18).

Action
potential
Threshod - 4+ — — — — — — — — —
EPSP| EPSP
Resting
potential ipsp\l.-----~

Inhibitory

‘&\ endings (IPSP)
AT

Excitatory
endings (EPSP)

Figure 5-18. Postsynaptic inhibition in the neuron on the left occurs when the inhibitory and excitatory endings are active
simultaneously. On the right, a microelectrode recording shows two excitatory postsynaptic potentials (EPSPs) summating
to initiate an action potential. When there is a simultaneous occurrence of an inhibitory postsynaptic potential (IPSP),
depolarization is too low to reach threshold, and no action potential occurs.



Neuromodulation

Neurotransmitters acting through G-protein-
coupled receptors, second messengers, and
protein phosphorylation cascades control the
excitability and responsiveness of neurons
to rapid synaptic signals, a process called
neuromodulation. G-protein-coupled recep-
tors include metabotropic glutamate receptors,
GABA;, receptor, and receptors for cate-
cholamines, serotonin and histamine, neu-
ropeptides, and adenosine. Potassium channels
are an important target of neuromodulatory
signals. Potassium currents determine the pat-
tern of activity generated by neurons through
control of the resting membrane potential,
repolarization of the action potential, and prob-
ability of generation of repetitive action poten-
tials. The opening of potassium channels brings
the membrane potential toward the equilib-
rium potential of potassium (100mV) and
thus away from the threshold for triggering
an action potential. Closure of the potassium
channels moves the membrane potential away
from the equilibrium potential of potassium
and thus closer to the threshold.
Neuromodulation involves the production
of slow potentials. Activation of G-protein
receptors that lead to closure of potas-
sium channels produces slow depolarization
and increased neuronal excitability. G-protein
receptor mechanisms that increase potassium
permeability lead to membrane hyperpolar-
ization and reduce neuronal excitability. The
same neurotransmitter may act via differ-
ent receptor subtypes, each coupled to a
distinct transduction pathway. Also, differ-
ent neurotransmitters, via their respective
receptors, may activate a similar transduction

pathway.

Electrical Synapses

Although most synapses in the nervous system
use chemical transmitters, neurons with junc-
tions that contain channels extending from the
cytoplasm of the presynaptic neuron to that
of the postsynaptic neuron interact electrically.
In these electrical synapses, the bridging chan-
nels mediate ionic current flow from one cell
to the other. Transmission across the electri-
cal synapse is very rapid, without the synaptic
delay of chemical synapses. Electrical synapses
are also bidirectional, in contrast to chemical
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synapses, which transmit signals in only one
direction.

Key Points

e Presynaptic activities include

o Synthesis and storage of neurotransmit-
ters in synaptic vesicles

o Vesicle mobilization

o Exocytic release of neurotransmitter.

e Action potentials trigger the opening of
presynaptic, voltage-gated calcium chan-
nels and exocytosis of neurotransmitter.

e Fast excitatory or inhibitory postsynaptic
potentials are elicited by neurotransmitters
acting on ligand-gated chloride or cation
channels.

e Neuromodulation (changes in neuronal
excitability due to permeability changes
of voltage-gated potassium or calcium
channels) is brought about by neuro-
transmitters acting on G-protein-coupled
receptors.

CLINICAL CORRELATIONS

Pathophysiologic Mechanisms

The mechanisms responsible for neuronal
excitability, impulse conduction, and synap-
tic transmission in the central and peripheral
nervous system may be altered transiently to
produce either loss of activity or overactiv-
ity of neurons. A loss of activity results in a
clinical deficit of relatively short duration (sec-
onds to hours), whereas overactivity results
in extra movements or sensations. Both types
of transient alteration are usually reversible.
These transient disorders may be focal or
generalized (Table 5-9) and may be due
to different mechanisms (Table 5-10). Tran-
sient disorders reflect disturbances in neuronal
excitability due to abnormalities in membrane
potential.

Energy Failure

Energy metabolism is necessary for main-
tenance of the membrane potential by the
ATP-coupled sodium/potassium pump. Most
of the ATP produced in the nervous sys-
tem by aerobic metabolism of glucose is
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Table 5-9 Transient Disorders of Neuronal Function

Neuronal excitability

Focal disorder

Generalized disorder

Increased Focal seizure Generalized seizure
Tonic spasms Tetany
Muscle cramp
Paresthesia
Paroxysmal pain

Decreased Transient ischemic attack Syncope
Migraine Concussion
Transient mononeuropathy ~ Cataplexy

Periodic paralysis

Table 5-10 Mechanisms of
Transient Disorders

Energy failure
Hypoxia-ischemia
Hypoglycemia
Seizures
Spreading cortical depression
Trauma

Ton channel disorders
Mutation of channel protein (channelopathies)
Immune blockade
Drugs
Toxins

Electrolyte disorders

Demyelination

used to maintain the activity of the sodium
pump. Conditions such as hypoxia, ischemia,
hypoglycemia, or seizures affect the balance
between energy production and energy con-
sumption of neurons and cause energy failure
and thus impaired activity of sodium/potassium
ATPase.

If the active transport process stops, the
cell accumulates sodium and loses potassium
and the membrane potential progressively
decreases. This depolarization has two con-
sequences. First, there may be a transient
increase in neuronal excitability as the mem-
brane potential moves closer to threshold for
opening voltage-gated sodium channels and
triggering the action potential. This may pro-
duce a paroxysmal discharge of the neuron cell
body or axon. Second, if depolarization per-
sists, the sodium channel remains inactivated
and the neuron becomes inexcitable. This is
known as depolarization blockade and results
in a focal deficit, such as focal paralysis or
anesthesia, or a generalized deficit, such as

paralysis or loss of consciousness (Fig. 5-19).
The neuron also uses ATP to maintain ion gra-
dients that allow active presynaptic reuptake
of neurotransmitters, such as the excitatory
amino acid L-glutamate. Under conditions of
energy failure, glutamate accumulates in the
synapse and produces prolonged activation of
its postsynaptic receptors, leading to neuronal
depolarization and the accumulation of cal-
cium in the cytosol. Because the lack of ATP
also impairs active transport of calcium into
the endoplasmic reticulum or toward the extra-
cellular fluid, calcium accumulates. Essentially,
all forms of neuronal injury involve to vari-
ous extents

1. Accumulation of glutamate and activation
of glutamate receptors

2. Accumulation of cytosolic calcium and
activation of calcium-triggered cascades

3. Generation of free radicals

4. Mitochondrial failure

The consequences are functional and poten-
tially reversible (e.g., cell depolarization, pump
failure, and accumulation of intracellular
sodium). If the cause is not corrected, cal-
cium accumulates and triggers irreversible
changes, including destruction of cellular and
mitochondrial membranes, disorganization of
the cytoskeleton, and degradation of DNA by
nucleases, and these effects lead to cell death
by necrosis or apoptosis.

lon Channel Blockade

Voltage-gated sodium channels mediate the
initiation and conduction of action potentials.
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Figure 5-19. Effects of increasing severity of energy failure (and ATP depletion) on activity of ATP-driven pumps, ionic
concentrations in the intracellular and extracellular fluid, and neuronal electrical activity. With progressive failure of ATP-
driven pumps, potassium accumulates in the extracellular fluid, and sodium and calcium accumulate inside the neuron. This
produces progressive neuronal depolarization. With partial depolarization, the resting potential moves closer to the thresh-
old for triggering an action potential; this results in a transient increase in neuronal excitability, which may be manifested by
paresthesias or seizures. With further depolarization, the membrane potential is at a level that maintains inactivation of the
sodium channel, preventing further generation of action potentials and, thus, reducing neuronal excitability. This consti-
tutes a depolarization block, which manifests with transient and reversible deficits such as paralysis or loss of consciousness.
If the energy failure is severe and prolonged, the excessive accumulation of intracellular calcium triggers various enzymatic
cascades that lead eventually to neuronal death and irreversible loss of function.
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Figure 5-20. Abnormalities of synaptic transmission may occur (A). Types of transmission block include block of transmit-
ter release (block), block of transmitter binding to postsynaptic membrane (competitive inhibition), and binding of another
depolarizing agent to the membrane (depolarizing block). B, These types of abnormalities may occur at each neuronal
synapse shown.
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Voltage-gated calcium channels mediate neu-
rotransmitter release, and ligand-gated cation
(sodium and calcium) channels mediate excita-
tory postsynaptic potentials. All these channels
may be blocked by autoantibodies, drugs, or
toxins. Examples of the types of transmission
block are illustrated in Figure 5-20. There may
be presynaptic block of transmitter release,
or postsynaptic block by competitive or non-
competitive inhibition of postsynaptic recep-
tors, or by depolarizing substances. Blockade
of sodium channels at the node of Ranvier
slows conduction velocity or causes conduction
block; this produces a reversible focal deficit
(weakness or anesthesia). For example, the
blockade of sodium channels in sensory axons
by local anesthetic agents produces anesthesia,
and antibodies against ganglioside GM1 (asso-
ciated with sodium channels) in the nodes of
Ranvier of motor axons produce focal paraly-
sis. Autoantibodies may also block ion channels
involved in neuromuscular transmission and
produce reversible muscle fatigue or paralysis.

SUMMARY

The transmission of information in the nervous
system depends on the generation of a rest-
ing potential that acts as a reserve of energy
poised for release when the valve is turned
on. Tonic channels act as the valve, controlling
the energy in the ionic concentration gradi-
ent. The release of energy is seen either as
local graded potentials or as propagated action
potentials that arise when local potentials reach

threshold. Information is moved from one area
to another as action potentials conducted by
single cells. The information is integrated in
neurons by the interaction of local potentials
generated in response to the neurotransmitters
released from depolarized nerve terminals. In
this system, information can be coded either as
the rate of discharge in individual cells or axons
or as the number and combination of active
cells. Both of these are important mechanisms,
for although the activity of the nervous system
can be conveniently described in terms of the
electrical activity of single cells, the combined
activity of large numbers of cells and axons
determines the behavior of the organism.

Each type of alteration in neuronal or mus-
cle cell physiology can produce symptoms or
signs of short duration, transient disorders.
The particular findings in a patient depend
on which cells are altered. If the changes
are in neurons that subserve sensation, there
may be a loss of sensation or an abnormal
sensation such as tingling, loss of vision, or
“seeing stars.” In other systems, there might
be loss of strength, twitching in muscles,
loss of intellect, or abnormal behavior. In all
these cases, the physiologic alterations are
not specific and may be the result of any
one of a number of diseases. Transient dis-
orders do not permit a pathologic or etio-
logic diagnosis. Any type of disease (vascular,
neoplastic, inflammatory) may be associated
with transient changes. Therefore, the pathol-
ogy of a disorder cannot be deduced when
its temporal profile is solely that of transient
episodes.



Chapter 6

Electrophysiologic Generators in
Clinical Neurophysiology

Terrence D. Lagerlund

STRUCTURAL GENERATORS
Peripheral Nerves

Muscles

Sweat Glands

Spinal Cord

STRUCTURAL GENERATORS

The variety of clinical neurophysiologic studies
corresponds to a variety of structural gener-
ators in the body, including muscles, sweat
glands, peripheral nerves, and various com-
ponents of the central nervous system. Each
structural generator may have associated with
it several different types of physiologic poten-
tial. In some cases, the activity resulting from
different physiologic potentials can be easily
distinguished, but in many cases (particularly
sensory pathways in the central nervous system
assessed by evoked potential studies), com-
plete knowledge of the physiologic generator
underlying any recorded waveform is lacking.

Peripheral Nerves

Peripheral nerves consist of axons and sup-
porting structures, including myelin-producing

Brain Stem

Special Sensory Receptors
Optic and Auditory Pathways
Cerebral Cortex

SUMMARY

Schwann cells, connective tissue, and blood
vessels. They contain three types of axons.
Motor axons originate from neurons in the
spinal cord (spinal motor neurons) or brain
stem (cranial nerve motor neurons) and
synapse on muscle fibers. Sensory axons orig-
inate from neurons in the spinal dorsal root
ganglia or cranial nerve ganglia; these axons
terminate in skin, muscle, or other organs
in specialized sensory receptors, for example,
pacinian corpuscles or muscle spindles, or as
“bare” nerve terminals. Autonomic axons orig-
inate either in neurons of the spinal cord
or brain stem (preganglionic neurons) or in
neurons in autonomic ganglia (postganglionic
neurons located in the sympathetic trunk gan-
glia for many sympathetic neurons or in vis-
ceral ganglia near the end organ innervated
for all parasympathetic and some sympathetic
neurons). The sum of the propagating action
potentials of all stimulated sensory axons in a
motor or mixed nerve can be recorded as a
sensory nerve action potential during sensory
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nerve conduction studies (see Chapter 17).
These primarily involve the large diameter, or
IA and IB, sensory axons in the nerve, because
only they are stimulated by conventional elec-
trical stimuli. Generally, motor and autonomic
axons are tested only indirectly by stimulat-
ing the nerve and observing the postsynaptic
effects in muscle and sweat glands.

Key Points

e Peripheral nerves contain motor axons,
sensory axons, and autonomic axons.

e Sensory nerve action potentials are the
sum of propagating action potentials of
SENsory axons, mainly IA and IB.

Muscles

Muscles consist of muscle fibers and connec-
tive tissue; both motor and sensory axons tra-
verse muscles. Contraction of muscle fibers is
initiated by neuromuscular synaptic transmis-
sion (with acetylcholine as the neurotransmit-
ter), which leads to a propagated muscle action
potential. This in turn causes calcium to enter
the muscle fibers. Calcium is the intracellular
trigger for the contractile process.

Muscle end plate potentials are muscle fiber
excitatory postsynaptic potentials (EPSPs) that
originate at the end plate, or neuromuscu-
lar junction. Both sodium and potassium ions
flow through the channel opened by acetyl-
choline receptor binding so that the reversal
potential, that is, the membrane potential in
a voltage clamp experiment at which the ionic
current flow reverses from net inward to net
outward, for this channel is near 0V, interme-
diate between the Nernst potentials of sodium
and potassium. Normal end plate potentials are
caused by the simultaneous release of hun-
dreds of quanta, or packets, of acetylcholine,
which occurs when an action potential reaches
the nerve terminal. However, miniature end
plate potentials are much smaller and are
caused by the spontaneous, random release of
a single packet of acetylcholine from the nerve
terminal. End plate noise recorded from nee-
dle electrodes in the vicinity of the muscle end
plate is caused by miniature end plate poten-
tials. End plate spikes are action potentials of
muscle fibers caused by mechanical activation,

for example, by the electromyographic nee-
dle, of nerve terminals in the end plate region
and are mediated by normal neuromuscular
synaptic transmission.

Muscle action potentials are similar to
nerve action potentials but have a gener-
ally slower propagation velocity. They propa-
gate outward—often in two opposite directions
simultaneously—{rom the vicinity of the neu-
romuscular junction to the ends of the muscle
fiber. Muscle action potentials may occur spon-
taneously in individual muscle fibers (fibrilla-
tion potentials), simultaneously in all muscle
fibers that are part of the same motor unit (e.g.,
voluntary motor units or involuntary fascicula-
tion potentials), or nearly simultaneously in all
muscle fibers supplied by one motor or mixed
nerve (leading to the surface-recorded com-
pound muscle action potential in motor nerve
conduction studies) (see Chapters 23 and 26).

Key Points

e Muscle end plate potentials are muscle
fiber EPSPs that originate at the end plate.

e Miniature end plate potentials are caused
by spontaneous, random release of a single
packet of acetylcholine.

e End plate noise is caused by miniature
end plate potentials.

e End plate spikes are action potentials of
muscle fibers caused by mechanical acti-
vation.

e Fibrillation potentials are spontaneous
muscle action potentials in individual
muscle fibers.

e Voluntary motor units and fasciculation
potentials are summed action potentials
from all fibers in one motor unit.

e Compound muscle action potentials are
summed action potentials from all simul-
taneously activated fibers.

Sweat Glands

Sweat glands are end organs innervated by
sympathetic postganglionic neurons that have
acetylcholine as their neurotransmitter. Many
of these axons have multiple branches in
the skin, and a single axon may innervate
many sweat glands. Release of acetylcholine
by sympathetic nerve terminals in response to
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various stimuli, for example, an electric stim-
ulus applied to a contralateral limb, leads to a
prolonged depolarization of sweat glands that
can be recorded diffusely from the skin sur-
face in certain areas. This recorded response is
called the peripheral autonomic surface poten-
tial. Function of peripheral sympathetic axons
and sweat glands is also assessed with the
quantitative sudomotor axon reflex test (see
Chapter 36). In this test, a controlled release
of acetylcholine into one skin region leads to
reflex depolarization of autonomic axons that
propagate antidromically to a “Y” branch point
and orthodromically from there to activate
sweat glands synaptically in a nearby region of
skin, thus producing sweat. Sweat gland activity
(sweat production) is quantified by measuring
the water output of the glands' (Fig. 6-1).

Key Points

e Sweat glands are innervated by sympa-
thetic postganglionic neurons that use
acetylcholine as their neurotransmitter.

e Activation of sympathetic nerve terminals
releases acetylcholine causing prolonged
depolarization of sweat glands.

e The quantitative sudomotor axon reflex
test provides a quantitative measure of
distal sudomotor axon function.

& =
Sweat &‘.’% Arteriole
gland CAND

Sweat Vein

gland
Sudomotor axon Veno-arteriolar

reflex reflex

Figure 6-1. Physiology of two postganglionic axon
reflexes: The sudomotor axon reflex and the veno-arteriolar
reflex. The former is the basis of the quantitative sudomo-
tor axon reflex test, but the latter is not used in any clinical
test. (From Low, P. A. 1993. Quantitation of autonomic
function. In Peripheral neuropathy, ed. P. J. Dyck, P. K.
Thomas, J. W. Griffin, P. A. Low, and J. F. Poduslo, 3rd
ed., 731. Philadelphia: WB Saunders. By permission of the
publisher.)

Spinal Cord

The spinal cord contains cell bodies of motor,
autonomic, and other neurons and axons of
central and peripheral neurons arranged in var-
ious ascending and descending tracts. Many
synapses occur on spinal cord neurons. Thus,
potentials originating from generators in the
spinal cord include EPSPs, IPSPs, and action
potentials. Although the quantity and integrity
of spinal motor neurons in the ventral horn can
be assessed to some degree by standard elec-
tromyographic and nerve conduction studies,
specific potentials produced by spinal motor
neurons themselves are not routinely mea-
sured. During somatosensory evoked poten-
tial (SEP) studies, recordings from cervical or
cervical-cranial derivations may demonstrate
an N11 waveform that is thought to be gen-
erated primarily at the root entry zone in the
dorsal horn at the level of spinal segments
C5 and C6 (see Chapter 18). This waveform
may be the propagated action potential in the
sensory axons ascending in the dorsal column
rather than a response recorded from the roots
entering the cord, as indicated by the latency
shift that occurs with recording at progressively
higher levels in the cord.

Key Points

e Generators in the spinal cord include
EPSPs, IPSPs, and action potentials.

® The N11 peak in SEP studies is generated
at the root entry zone in the dorsal horn of
the C5-C6 spinal segments.

Brain Stem

The brain stem somatosensory pathways include
the dorsal column nuclei in the lower medulla
and the medial lemniscus. Recordings during
SEP studies demonstrate an N13 waveform
thought to be generated by the upper cer-
vical cord dorsal columns (presynaptic action
potential) or by the dorsal column nuclei (post-
synaptic potential) or by both. A P14 waveform
may also be seen; it is thought to be generated
by the medial lemniscus (action potential) (see
Chapter 18).
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Key Points

e The N13 peak in SEP studies is generated
by the upper cervical cord dorsal columns
or by the dorsal column nuclei or by both.

e The P14 peak in SEP studies is likely gen-
erated by action potentials in the medial
lemniscus.

Special Sensory Receptors

Sensory receptors in the visual and audi-
tory systems generate characteristic potentials
that can be recorded with appropriate evoked
potential studies.

The retina contains photoreceptors, the rods
and cones, and other types of neurons, includ-
ing bipolar, horizontal, amacrine, and gan-
glion cells. Retinal visual evoked potentials,
the electroretinogram, can be recorded from
electrodes placed near or on the eye and are
thought to be caused by summed postsynaptic
potential activity in retinal neurons.

Hair cells are sensory receptors in the
cochlea. They release a neurotransmitter that
activates the peripheral axons of the bipolar
cells of the spiral ganglion, which in turn con-
duct action potentials to the central axons that
make up the auditory nerve and synapse in
the cochlear nucleus in the lower pons. Some
components of the electrocochleogram, that
is, the cochlear microphonic and the summat-
ing potential, are thought to be produced by
sensory receptor potentials in the hair cells.
Wave I of the brain stem auditory evoked
potential (BAEP) is caused by the propagated
action potentials in the auditory nerve (see
Chapters 19 and 21).

Key Points

® Retinal visual evoked potentials (elec-
troretinogram) can be recorded from elec-
trodes on or near the eye.

e The cochlear microphonic and summating
potential are summated sensory receptor
potentials of cochlear hair cells.

e Wave I of the brain stem auditory evoked
potential is caused by propagated action
potentials in the auditory nerve.

Optic and Auditory Pathways

The optic and auditory pathways are gener-
ators of later components of the visual and
auditory evoked potentials. Propagated action
potentials in the optic tracts or optic radia-
tions may contribute to some variable early
components of diffuse light-flash visual evoked
potentials, but these have little clinical useful-
ness (see Chapter 22). Wave II of the BAEP
is thought to be generated either by propa-
gated action potentials in the auditory nerve
as it enters the brain stem or by postsynap-
tic potentials in the cochlear nucleus. Wave III
may be generated by postsynaptic potentials in
the superior olivary nucleus and waves IV and
V by the lateral lemniscus (propagated action
potentials) or the inferior colliculus (postsynap-
tic potentials).” Later waves (VI and VII) may
arise from the medial geniculate body and the
auditory radiations (see Chapter 19).

Key Points

e BAEP wave II is due to propagated audi-
tory nerve action potentials entering brain
stem or postsynaptic potentials in the
cochlear nucleus.

e BAEP wave III may be due to postsy-
naptic potentials in the superior olivary
nucleus.

e BAEP waves IV and V are due to propa-
gated action potentials in the lateral lem-
niscus or postsynaptic potentials in the
inferior colliculus.

e BAEPs waves VI and VII may arise from
the medial geniculate body and the audi-
tory radiations.

Cerebral Cortex

The cerebral cortex is the generator of
essentially all electroencephalographic (EEG)
activity recorded without averaging as well
as the late components of evoked poten-
tials, including the P100 component of the
pattern-reversal visual evoked potential (see
Chapters 8, 18, 19, and 22). Cortical neu-
rons include both pyramidal cells (excitatory
neurons that provide the major output of the
cerebral cortex) and stellate cells (excitatory or
inhibitory interneurons). The long apical den-
drites of pyramidal cells are perpendicular to
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the cortical surface. Each pyramidal cell has
an extensive dendritic tree on which 1000—
100,000 synapses may occur.

The neocortex consists of six cellular layers.
Layer I is the most superficial and layer VI is
the deepest layer. Layer I contains mainly glial
cells and axonal and dendritic processes. Layer
IV is the most developed in sensory areas of the
cortex and receives much of the specific tha-
lamocortical projections. Layer V is the most
developed in motor areas of the cortex in which
many of the pyramidal cells are exceptionally
large and project particularly to distant sites,
including the brain stem and spinal cord.

Brodmann divided the cortex into 52 cortical
areas on the basis of cell size, neuron density,
myelinated axon density, and number of layers.
The primary somatosensory cortex (areas 1, 2,
and 3) is the likely generator of the scalp com-
ponents of the SEP. Primary visual cortex (area
17) and visual association cortex (areas 18 and
19) are the likely generators of the P100 com-
ponent of the visual evoked potential. Auditory
cortex (areas 41 and 42) may be the genera-
tor of the late components of the long-latency
auditory evoked potential.

It is known that postsynaptic potentials—
not action potentials—in cortical neurons are
responsible for all scalp-recorded electrical
activity. This is because postsynaptic poten-
tials are of long duration (tens to hundreds
of milliseconds), involve large areas of mem-
brane surface, occur nearly simultaneously in
thousands of cortical pyramidal cells, and occur
especially in pyramidal cell dendrites that are
uniformly perpendicular to the cortical sur-
face. These properties all allow postsynaptic
potentials to summate effectively to produce a
detectable scalp potential. In contrast, action
potentials are brief (1 ms), involve small sur-
face areas of membrane (axons), occur at ran-
dom and widely spaced intervals in various
neurons, and propagate along axons that are

oriented in many directions, all of which make
effective summation impossible.

Key Points

e Cerebral cortex generates essentially all
EEG activity and late components of
evoked potentials like the VEP P100.

e Neocortex has six cellular layers, with
layer I most superficial and layer VI most
deep.

e Primary visual cortex and visual associa-
tion cortex (Brodmann areas 17, 18, and
19) are generators of the VEP P100.

e Postsynaptic potentials, not action poten-
tials, in cortical neurons are responsible
for all scalp-recorded electrical activity.

SUMMARY

This chapter reviews the generators of electro-
physiologic potentials in terms of basic cellular
electrophysiology and the anatomical struc-
tures that generate electrophysiologic poten-
tials of clinical interest. Knowledge of the gen-
erators of the potentials recorded in clinical
neurophysiologic studies is helpful in under-
standing the characteristics and distribution of
the recorded potentials and is the first step in
correlating the alterations seen in disease states
with the pathologic changes demonstrated in
the underlying generators.
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Waveforms and Artifacts
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CONTINUOUS WAVEFORMS
AND EVENTS

WAVEFORM ALTERATIONS

INTRODUCTION

The waveforms that make up the electric sig-
nals generated by the central, peripheral, and
autonomic nervous systems and muscle are
classified according to the variables that char-
acterize them. These variables identify the sig-
nals and demonstrate the abnormalities that
occur in disease. Each waveform is a change
over time in the potential difference between
two recording points. If no change occurs in
the potential difference, a flat line with no sig-
nal is recorded, even if there is a voltage differ-
ence between the points. Changes in potential
difference are broadly classified as continuous
and intermittent. Continuous waveforms are
characterized by a relatively smooth, continu-
ously varying appearance. These are most com-
monly seen in electroencephalogram (EEG)
and related studies. Intermittent waveforms
are single, discrete events on a flat background,
especially motor unit potential. These are most

PHYSIOLOGIC ALTERATION OF
WAVEFORMS

Single Potential

Continuous Waves

Signal Display

ARTIFACTUAL WAVEFORMS
Physiologic Artifacts
Nonphysiologic Artifacts

SUMMARY

commonly seen in electromyogram (EMG). It
must be noted that there is overlap in these
patterns such that an EEG can have superim-
posed events, for example, the spike discharges
in epilepsy, and an EMG can have a continu-
ously varying pattern when multiple waveforms
are superimposed.

CONTINUOUS WAVEFORMS

A continuously varying signal is described by
the rate of change of the signal (cycles per sec-
ond), the signal amplitude (peak-to-peak), the
shape of the waveform, and the consistency of
the signal over time. Continuous waveforms
recorded from living tissue are usually sinu-
soidal, as shown in Figure 7-1. The rate of
change of a signal is known as its frequency
and is measured in cycles per second. The
term more commonly used to describe this rate
of alteration is hertz (Hz). A 10-Hz signal is
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Figure 7-1. Simple, regular, sinusoidal waves of different frequencies combine to form complex waveforms. A, A 3-Hz
and a 20-Hz waveform summate into a waveform in which both are still recognizable. B, A 3-Hz and a 10-Hz waveform
summate to form a more complicated waveform in which the components are less recognizable. C, Summation of a 3-Hz
and a 6-Hz waveform results in an appurently regular, more complex waveform. D, Summation of a 3-Hz and a 3.5-Hz
waveform results in fluctuation of the waveform as the components go in and out of phase.

a waveform that has continuous variation 10
times per second. The traces in Figure 7-1
have waveforms varying at five basic rates (3,
3.5, 6, 10, and 20 Hz). The continuous wave-
forms generdted by physiologic generators can
be described by their component {requencies.
The change of a continuous waveform from
one frequency to another may occur because
a single generator changes its rate of activ-
ity or because one generator Working at 3Hz
becomes inactive while another working at
6 Hz becomes active.

If the recording electrodes are located near
two structures that simultaneously generate
signals of different frequencies, a more com-
plex signal is recorded. Signals illustrating the
combination of two frequencies are shown
in Figure 7-1. Note that the combination
of signals of both frequencies is still recog-
nized if the frequencies are widely differ-
ent. Combinations of waveforms with sim-
ilar frequencies result in less recognizable
waveforms and even temporary obliteration
of the signal (3 and 3.5Hz). Such complex
physiologic waveforms can still be described
in terms of the component frequencies of
the signal. Waveforms become even more
complex when differently shaped waves of
the same frequency summate, as shown in
Figure 7-2.

Continuously varying signals in physiologic
recordings are usually described in terms of
their frequency components, as illustrated in
Figure 7-3. Many of them, such as elec-
troencephalographic waveforms, often have
a predominant frequency that at any given

time characterizes the signal at a pair of
electrodes. The ability to dissect a waveform
into its component frequencies does not mean
that distinct structures generate each of the

frequencies. For example, a neuron with
A
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Figure 7-2. Summation of waveforms with different
shapes but the same frequency (3 Hz) results in more com-
plex waveforms. A sine wave is combined with (A) a square
wave, (B) a triangular wave, and (C) a ramp wave.
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Figure 7-3. The frequency components of electric activity recorded in clinical neurophysiology are shown on a log-
arithmic scale. T and t are the upper and lower time constants of each frequency cutoff. ECG, electrocardiogram;
EEG, electroencephalogram; EMG, electromyogram. (From Geddes L. A., and L. E. Baker. 1968. Principles of applied
biomedical instrumentation. 317. New York: John Wiley & Sons. By permission of the publisher.)

synaptic input from multiple sources displays single generator would be active at any of
postsynaptic potentials that summate at the cell ~ the component frequencies. Frequency anal-
body and produce a complex, varying intra- ysis with automated electronic systems can
cellular potential. Many frequencies would define the frequency components of any sig-
be identified by frequency analysis, but no nal as a histogram, as shown in Figure 7-4.
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Figure 7-4. Frequency analysis of, 1a, normal and, 1b, abnormal electroencephalographic recordings. The frequency
components of 1a are shown in 1b as a predominantly 10-Hz signal. Tracing 2a is a combination of the 10-Hz activity, with
the abnormal 1-4 Hz activity shown in 2b. (From Fisch B. J. 1991. Spehlmann’s EEG primer, 2nd ed. 132. Amsterdam:
Elsevier Science Publishers. By permission of the publisher.)
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Frequency analysis of either the first or the
second trace in A, B, C, and D in Figure 7-1
would show only one frequency component,
whereas {requency analysis of the third trace
in each panel would show two frequency com-
ponents. A frequency analysis of this type
can be made on signals of different time
duration.

Therefore, a continuously varying signal is
described by its frequency components, their
amplitudes, and the intervals of time over
which they occur. This approach to describing
signals is used most commonly with electroen-
cephalographic potentials." New methods of
analysis of continuous potentials continue to
be developed for signals from both EEG and
EMG.>

A description of neurophysiologic signals
always includes the location at which the signal
is recorded. For example, the frontal region of
the head may have a 30 wV, 20 Hz signal occur-
ring for 10 seconds of a 20-second recording,
whereas the occipital region simultaneously
has a 10 Hz signal throughout the 20-second
recording epoch.

Key Points
e Continuous waveforms are mixtures of
smoothly  changing sinusoidal ~wave-
forms.
e Continuous waveforms change appear-
ance by
o Change in the underlying generator’s
pattern
o Addition of waveforms from other
generators.

e Continuous waveforms are recorded pri-
marily in electroencephalography, sleep
studies, and autonomic studies.

3Hz/6Hz

EVENT RECORDING

Frequency

A second description of the waveforms seen in
clinical neurophysiology is in recordings made
up of a sequence of well-defined events, as
shown in Figure 7-5. Recurrent, brief spikes
in a recording that includes no other activity
are shown in Figure 7-5A. The description and
classification of events use terminology similar
to that used for continuous recording, but with
some differences in meaning. In Figure 7-5A,
the spikes occurring in the first 5 seconds of
the recording are described as occurring at a
frequency of 3 per second; those in the next
4 seconds have a frequency of 6 per second.
The entire recording of 37 events in 10 sec-
onds could be described as spikes occurring 3.7
times per second. However, this is an average
of their occurrences instead of the actual recur-
rence of 3 and 6 times per second. Therefore,
events are better described as (1) the number
per unit time, (2) the regularity of their occur-
rence in time, and (3) the pattern of recur-
rence. In Figure 7-5C, groups of eight spikes
recur at 2-second intervals. This is described
as a burst pattern of 10 per second spikes
recurring regularly at 2-second intervals.

A recording from a pair of electrodes often
includes the activity of multiple generators,
each of which may be generating events in
different patterns. A single generator may gen-
erate regularly recurring events that occur in a
changing but definable pattern or events that
recur in an unpredictable, or random, pattern.
In Figure 7-5B, a second independent genera-
tor becomes active after 6 seconds. Such super-
imposition gives a complex pattern of events
that can be separated into the recurrence of

A —r 11T 1117117
1Hz and 2H;

B T T T ¥

10Hz and 2H;

M
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Figure 7-5. Single spikes occur as events at different rates. A, a spike changes from 3 per second to 6 per second. B,
a spike occurring at 1 per second combines with another, independent spike occurring at 2 per second. C, a single spike
occurs in bursts of eight spikes at 10 per second every 2 seconds.



distinct events coming from different genera-
tors. This distinction is made most accurately
by analyzing the pattern of events.” Also, recog-
nizing the unique appearance of the individual
events can help to distinguish them, but this
becomes unreliable when the individual wave-
forms are similar. New methods continue to
be developed for identifying and characteriz-
ing intermittent events in both EEG and EMG
recordings.®?

In summary, characterizing the occurrence
of events requires (1) identifying the patterns
of individual events as bursting or nonburst-
ing, (2) describing those that occur in bursts
according to their rate of firing during a burst
and the recurrence rate of the burst, and (3)
describing those that are nonbursting by the
rate and pattern of firing,

Configuration

Each event is characterized further on the basis
of its own variables."” The event, often called
a discharge or spike, has an amplitude that is
measured either from the baseline-to-peak or
from peak-to-peak (Fig. 7-6). The discharge
has a duration from onset to termination.
Discharges have configurations that may be
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monophasic, biphasic, triphasic, or more com-
plex with multiple phases." If there is more
than one phase, each phase can be described
according to its amplitude, duration, and con-
figuration. Each component of a discharge has
a rise time, or a rate of rise, from the positive
peak to the negative peak. The rise time is a
direct function of the distance of the recording
electrodes from the generator and can be used
to determine how close a generator is to the
recording electrodes. Short duration or rapid
rise times occur when the recording electrodes
are close to the generator.

A typical discharge is triphasic when it is
recorded from a nearby generator. If the wave-
form is moving, the initial positive portion
of the discharge is recorded from the poten-
tial when the potential is distant from the
recording electrode. A negative component is
obtained when the potential is adjacent to the
active electrode, and the late positive compo-
nent when the potential leaves the electrode.
The complexity of a discharge is a function of
the number of generators that contribute to
the discharge and the synchrony of their firing.
Greater synchrony of firing produces a simpler
waveform of larger size.

Individual events can also be characterized
according to their frequency spectrum. The

Turns

Satellite

/ Baseline crossing /

Figure 7-6. Each single event, such as the spikes in Figure 7-5, can be described quantitatively by the variables illustrated
here. The same event could also be analyzed into its component frequencies, which could range from fewer than 1 Hz to

more than 10,000 Hz.
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analysis of an event—regardless of its size,
shape, or configuration—can break it down
into a summation of the activity of different fre-
quencies. Event recording is used in recording
from single axons and single neurons and in
clinical electromyography. In these settings,
the measurements are generally those of the
pattern of firing and the characteristics of the
individual discharges. The frequency compo-
nent of such potentials is not a useful measure.

Key Points

e Intermittent waveforms are mixtures of
discrete waveforms recurring in a defined
pattern.
e Intermittent waveforms change in appear-
ance by
o Alteration in the configuration of indi-
vidual events

o Alteration in their rate and pattern of
recurrence

o Superimposition of multiple events.

e Intermittent waveforms are recorded pri-
marily in electromyography.

COMBINATIONS OF
CONTINUOUS WAVEFORMS
AND EVENTS

The division of electric activity into continuous
waveforms and events is somewhat arbitrary,
and they may be found together, such as spike
discharges in a sinusoidal electroencephalo-
graphic waveform. Such spikes are intermittent
and described using the criteria for intermit-
tent events. The superimposition of multiple
events in an EMG discharge gives rise to a con-
tinuous signal that can be measured in terms
of its frequency components called an interfer-
ence pattern since individual components are
no longer recognizable. While an EMG pattern
can be described by its frequency components,
it has not been helpful in clinical diagnosis. In
contrast, analysis of the amplitude and num-
ber of spike potential reversals per unit time
in the interference pattern has provided useful
clinical information.

Similar measurements can be made with
either spikes or continuous waveforms. The
frequency of a continuous waveform is the
inverse of the duration of a cycle. For example,
a 10-Hz signal has a 100-ms interval between
recurrences. The broad sine wave of the 10-Hz

signal when repeated through one cycle could
be considered an event and characterized as
such. In contrast, the designation of events and
their patterns of recurrence and complexity of
appearance occasionally require characterizing
them in terms of frequency, amplitude, and
rate of recurrence.

Key Points

e Continuous and intermittent patterns may
be superimposed.

e An EEG with spike discharges is mea-
sured by both the underlying sinusoidal
frequencies and the number, character,
and distribution of the spikes.

e An EMG interference pattern is mea-
sured by extracting the basic features of
the underlying events as turns (sudden
reversal of potential) and amplitude.

WAVEFORM ALTERATIONS

Abnormalities of the waveforms generated by
the central nervous system, nerves, or muscles
can be assessed only in terms of a change in
the waveform of a specific generator. No wave-
form itself can be defined as abnormal without
reference to the generator. Normal waveforms
arising from one generator would be abnormal
if they arose from a different generator. For
example, the spike activity normally generated
by muscle has features that are similar to those
of an epileptic spike generated by the cere-
bral cortex. Therefore, alterations in waveform
must be considered in relation to the categories
described above. In contrast, electric artifacts
often have distinct waveforms that do not arise
from any physiologic generator. Artifacts are
best defined as electric activity of no clinical
significance originating from nonphysiologic
sources. Artifacts are considered separately in
the section Artifactual Waveforms.

PHYSIOLOGIC ALTERATION OF
WAVEFORMS

Changes in single potentials, such as a sin-
gle well-defined electromyographic (EMG)
spike, are described by the characteristics
of the single event. In contrast, changes in
continuously varying signals, such as electroen-
cephalographic (EEG) waves, are described by



the characteristics of a series of waves. The
distinction between a single event and contin-
uous waves is not always clear, but usually can
be readily separated. The alterations of single
potentials and waves are considered separately
below.

Single Potential

Electric activity generated by nerve or mus-
cle tissue often appears as a single, discrete
event, a single potential, with no activity or
only unrelated activity around it. Single poten-
tials may be normal or abnormal. Changes in
individual potentials are described by measur-
ing the variables of the potentials to determine
whether they are outside the normal range
(Table 7-1). To describe single potentials, four
sets of variables are measured.

The first set describes the size and includes
amplitude (peak-to-peak or baseline-to-peak),
area, and duration of the potential. The sec-
ond set describes the waveform configuration
and includes the rate of change of the compo-
nents of the potential, the number and timing
of changes in the direction of the current flow,
and the components of the potential. The com-
ponents include the phases and turns of the
potential. The third set describes the pattern
and frequency of occurrence of the potential.
A spike might occur at a regular, low rate
(e.g., a voluntary motor unit potential) or as
high-frequency, short bursts (e.g., a myokymic
discharge). The fourth set describes the dis-
tribution or field of occurrence. For example,
an epileptic spike might occur in the frontal
lobe or in the temporal lobe. A waveform
may have different variables in different parts
of its field. A potential may be described by
its relationship to other events, such as the
latency of a response. Disease can alter the
variables of existing waveforms, eliminate a
normal waveform, or initiate a new waveform.

Table 7-1
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If a single potential recurs over time, another
set of variables is measured, including stabil-
ity, rate, pattern, and the type of change that
occurs with time. The alteration of waveforms
with disease is defined by the variable which is
outside the normal range. In disease, each vari-
able should be considered for measurement.
The methods for measuring these variables
must be defined because the results can vary
with the method of measurement.

Key Points

e Single potentials (events) are described by

their variation from normal in

o Size (amplitude, area, and duration)

o Configuration (phases and turns) and
changes in configuration over time

o Frequency and pattern of recurrence

o Distribution of the potential and change
in characteristics with location.

Continuous Waves

Much of the electric activity that is generated
by neural tissue occurs as continuously varying
potentials that may persist over long periods.
These potentials usually have a sinusoidal con-
figuration. Recurrent, single events recorded
at a considerable distance from the genera-
tor may also appear as continuously varying
waves. Continuous waves are characterized
by variables similar to—but different from—
the variables that characterize single events
(Table 7-2).

Variables that are used to measure the size
of continuous waves include amplitude (peak-
to-peak or base-to-peak), root mean square
(square root of mean amplitude over time), and
power (square of the amplitude). In most situ-
ations, the major variable to measure is the fre-
quency, or the number of cycles of the wave per
second. Frequency can be measured simply as
baseline or zero crossings per second. More

Measurable Variables of Single Potentials

Size Amplitude, area, duration

Configuration Rate of change, direction, number, and timing of
reversal of direction

Recurrence Rate, pattern, timing

Distribution Field, area, location

Relationship to other waveforms or events

Stability

Time-locked, latency, order of interpotential interval
Pattern and type of change with recurrence over time
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Table 7-2 Measurable Variables of Continuous Waves

Size

Frequency

Appearance

Distribution

Relationship to other waves

Peak-to-peak amplitude, root mean square, power
Cycles per second, zero crossing

Usually sinusoidal, frequency bands

Field or area, symmetry

Phase relation, synchrony

complex automated analyses of frequency
spectra are the fast Fourier transforms and
autoregressive modeling. Continuous waves
may be simple, with a single frequency, or
they may be complex, with more than one
frequency contributing to the waveform. The
addition of multiple frequencies changes the
appearance of the wave from a simple sinu-
soidal pattern to a more complex, varying one.
Continuous waves can be analyzed with regard
to their frequency components and the power
of each component. Polarity or direction is sel-
dom described because the waves are continu-
ous. Frequency analysis can provide a precise
measurement of the waveform, but it requires
defining the amount of each of the compo-
nent frequencies. This is sometimes done with
frequency bands (Table 7-3).

The distribution of continuous waves is
another important variable to measure. It is
usually described as broad areas, and compar-
isons are made between homologous areas of
the body for symmetry. The relationship of
continuous waves to other waves in the same or
other areas is another important variable that
is measured to identify alterations produced by
disease. Waveforms may occur in synchrony for
defined periods or may not be in synchrony
but still have a definable time relationship, the

phase relation. Waves may be in phase or out of
phase. Measurement of the timing, frequency,
and spatial distribution of the waves can pro-
vide valuable information about the presence
and the stage of disease.

Key Points

e Continuous waves are described by their
variation from normal in

o Size (amplitude, root mean square, and
power)

o Frequency (cycles per second, fre-
quency analysis, Fourier transform, and
autoregression)

o Distribution of the potential, phase
relations among areas, and differences
with location.

Signal Display

The single potentials and continuous waves
generated by neural and muscle tissues can
be recorded as analog or digital signals. Mod-
ern equipment uses a digital format that allows
the signals to be readily stored for subsequent
review and analysis. This capability makes it
possible to analyze signals without displaying

Table 7-3 Voltages, Display Times, and Frequency of Common Signals

in Clinical Neurophysiology

Voltage (V) Time (ms) Frequency (Hz)
Electromyography 50-1000 20-1000 32-16,000
Nerve conduction studies 1-20,000 10-500 1-8000
Electroencephalography 1-2000 5000-200,000 0.1-1000
Brain stem auditory evoked potentials 0.1-2 5-20 -
Somatosensory evoked potentials 0.1-20 50-200 20-3000
Visual evoked potentials 1.0-200 100-200 20-3000
Skin potentials 100-5000 1000-10,000 0.1-100
Electrocardiography 1000-5000 10,000-50,000 0.5-100
Respiratory movements 50-2000 5000-200,000 32-10,000
Electronystagmography 1000-5000 5000-100,000 1-2000
Electroretinography 1000-5000 500-2000 1-500
Vascular reflexes 1000-5000 1000-5000 0.1-100




the raw data, showing only the processed data.
Although this can improve the recording effi-
ciency, it has the risk of recording and ana-
lyzing unwanted signals, such as the artifacts
described in the following section. Thus, it is
preferable to display the raw, unprocessed sig-
nal for review before proceeding to analyze
the information. The human eye and ear are
better than automated systems for recognizing
artifact. For example, the raw signal recorded
during evoked potential testing should be dis-
played along with the averaged potential dur-
ing data collection.

Unprocessed signals are best displayed as a
horizontal trace in which the horizontal axis
(sweep) is time and the vertical axis is volt-
age change. The sweep speed and amplification
vary widely with the many different forms of
signals (Table 7-3). Multiple signals from dif-
ferent areas are often recorded simultaneously
as vertically separated lines.

There are many formats for displaying pro-
cessed data. The most common one is a line
format, as used for averaged signals. Results
may also be shown as histograms, bar graphs,
numerical tables, topographic maps, or fre-
quency plots (e.g., compressed spectral arrays).
Statistical analysis of the data is used with
many of these displays. The assumptions of any
statistical analysis performed must be under-
stood and appropriate for the problem to be
solved.

Key Points

e Clinical neurophysiologic recordings are
virtually all digital rather than analog.

e Primary raw data needs to be reviewed
along with processed data to assure its
validity and recognize artifact.

e Waveforms are best displayed as linear
time data in addition to any other modified
formats.

ARTIFACTUAL WAVEFORMS

Artifacts are unwanted signals generated by
sources other than those of interest. They are
not of clinical value. Artifacts can be classi-
fied as signals from living tissue, physiologic
artifact, or as signals from other sources, non-
physiologic artifact.
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Physiologic Artifacts

Physiologic artifacts are unwanted noise that
are the signals of interest in other settings.
These include (1) the electrocardiogram—a
relatively high-amplitude, widely distributed
potential generated by heart muscle that can
interfere with any clinical neurophysiology
recording; (2) EMG signals that accompany
muscle contractions during EEG and evoked
potential recordings; (3) potentials that occur
with the movement of electrically charged stru-
ctures (e. g., tongue movement, eye movement,
or blink); and (4) autonomic nervous system
potentials, such as those arising from changes
in skin impedance with perspiration.”*"* Com-
mon artifacts are listed in Table 7—4. Each of
these signals and other waveforms that may be
recorded to study a particular structure in one
setting may be an artifact that interferes with
the recording of a different signal in another
setting (Fig. 7-7). Although physiologic arti-
facts are phenomena that cannot be dissoci-
ated from normal function, they must be cir-
cumvented as much as possible. For example,
decreasing the level of muscle activity can help
circumvent EMG artifact. Another method is
to filter out unwanted frequencies. In some
cases, physiologic artifacts need only to be rec-
ognized and mentally discounted or subtracted
electronically, for example, eye movement arti-
fact on EEG records.

Key Points

e Physiologic artifacts must be recognized
and minimized in any recording, including
o Muscle contraction EMG during EEG
o High-voltage EEG during evoked poten-

tial recording

Electrocardiogram with any clinical

neurophysiology measurement

Skin impedance changes.

[e]

[¢]

Nonphysiologic Artifacts

Nonphysiologic artifacts are from technical
sources, for example, the recording electrodes,
the electric amplification and display system,
electric stimulation, and the external elec-
tric devices or wiring.”” The most common
source of such artifacts is movement of the
wires that connect the electrodes to the equip-
ment or movement of the electrodes on the
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Table 7-4 Common Forms of Artifact and

Interference

Source

Appearance

Movement of charged structures
Eye movement

Eye blink

Tongue movement

Eye flutter

Normal activation

Muscle potentials
Perspiration
Electrocardiogram

Dental fillings touching
Transcutaneous stimulator
Cardiac pacemaker
Paging and radio signals

Recording System
Electrode movement
Wire movement

Poor electrode contact
Rubbing materials, static
Display terminal

White thermal noise

Electromagnetic, external
Equipment 60 cycle
Switch artifact
Diathermy

Cautery

Slow positive, lateralized
V-shaped positive

Slow positive

Rapid, rhythmic, alternating

Rapid, recurrent spikes

Very slow oscillation

Sharp and slow, regular

Short spikes

70-150 Hz spikes

1-Hz spike

Intermittent, recognizable sound

Irregular, rapid spike

Irregular, slower waves

Mixture of rapid spikes and 60 Hz
Sharp spikes

300 Hz, regular

Random, high-frequency spikes

Regular, 60 Hz

Rapid spikes

Complex, 120 Hz

Dense, high-frequency spikes

Muscle

ECG

Pulse
Eye Ny AT N A S st 0

ElECtrode M mamp ™ s Moy T

Figure 7-7. Rhythmic physiologic artifacts in elec-
troencephalographic (EEG) recordings. ECG, electro-
cardiogram.

skin. The interface between the metal elec-
trode and the skin is complex; the epider-
mal skin layers are relatively nonconducting.
Cleansing and abrading the skin and the appli-
cation of electrode paste with sodium and
chloride concentrations that readily carry ionic
current between the skin act to reduce the
skin impedance. Nonetheless the remaining

difference in the very low impedance of the
metal and that of the skin result in the for-
mation of ionic layers with capacitance and
a junctional potential. Movement of the elec-
trodes causes a change in the junctional poten-
tial and capacitance that exist at the inter-
face of the electrode and the skin, resulting
in an artifact due to a local voltage. Simi-
lar changes occur at the ground electrode. If
the ground is not well applied, it can gen-
erate artifacts, or more commonly a 60-Hz
artifact is recorded. A 60-cycle artifact always
requires initial electrode removal for reclean-
ing of the skin and application of electrode
gel. In general, the impedance of metal or
saline-moistened electrodes is lower than stick-
on electrodes. Changing stick-on electrodes for
metal will often eliminate 60-Hz artifact. If
one of the electrodes is not well applied, the
ground electrode becomes the reference with
distortion of the evoked potential.

Wire leads also frequently produce artifacts,
especially if near 60 cycle generators or near
the stimulating electrode. Alteration in static



field or electromagnetic induction around the
wire leads by movement can produce large,
slow wave artifacts. Artifacts also can arise from
the opening and closing of switches on equip-
ment; from poor connections of the recording
electrodes, with high resistance of the elec-
trodes; and from the use of dissimilar metals.
Spurious signals generated within the record-
ing apparatus are usually a 60- or 300-Hz
signal.

A shock artifact is virtually always seen if the
recording electrodes are near the stimulating
electrode, or if the leads to either of them are
near or touching each other. In some cases,
slow, gradual reorientation of the two stimu-
lating electrodes to each other will reduce the
artifact by changing the current flow paths on
the skin.

Several external power sources generate
specific artifacts. Examples include the 60-
cycle signal caused by electromagnetic radia-
tion from power lines; the modified 60-cycle
signal of fluorescent lights; the high-frequency,
complex discharges from cautery and diather-
mic equipment; and the irregular waveforms
from radio sources, and magnetic resonance
imaging power'® (Fig. 7-8).

Artifacts sometimes are referred to as inter
ference because they interfere with record-
ing the activity of interest. By recognizing the
nature and source of an artifact, clinical neu-
rophysiologists can often reduce or eliminate it
by changing the electrodes or by changing the
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Figure 7-8. Nonphysiologic artifacts recorded during
surgical monitoring of muscle activity.
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location of the equipment or its relationship
to the power source. At times, averaging can
reduce activity if it is not time-locked to the
stimulus. Differential amplification that is used
in all modern recording equipment markedly
reduces external artifacts. Appropriate ground-
ing can also help.'”

Continuously occurring artifacts are some-
times referred to as noise and compared with
the signal as a signal-to-noise ratio. This ratio
determines the likelihood of eliminating the
artifact by averaging the signal.

Key Points

e Nonphysiologic artifacts require recogni-
tion and knowledge of methods to elimi-
nate or reduce them.

e Nonphysiologic artifacts arise from innu-
merable sources:

o Wires and electrode contact with skin
o Equipment malfunction
o Surrounding equipment.

SUMMARY

Artifacts can alter all of the variables used to
describe the continuous and discrete wave-
forms recorded in clinical neurophysiology.
Changes in amplitude, frequency, and dis-
tribution of waveforms occur in continuous
waveforms. Frequency change may include the
addition of new, abnormal frequencies, the loss
of normal frequencies, and either an increase
or a decrease in amplitude. Discrete events
themselves may be abnormal. The configura-
tion, distribution, size, and pattern of normally
occurring discrete events may be changed by
disease.

The waveforms recorded in clinical neuro-
physiology are divided into continuous wave-
forms and discrete waveforms, or events. Con-
tinuous waveforms are described by their fre-
quency components, amplitudes, and distri-
butions. Discrete waveforms are described
by their individual amplitudes, durations, and
configurations as well as by their patterns of
occurrence and distribution.
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PART A

Assessment of Cortical Function

In clinical neurophysiology, neural function is
assessed by measuring the electric potentials
generated by neural tissue and the changes in
these potentials and waveforms produced by
disease. The characteristics of the waveforms
and their alteration with disease are a function
of the neural generators producing the wave-
form. A particular modality of recording in
clinical neurophysiology reflects only the alter-
ation in the area of the nervous system gen-
erating the activity. For example, routine elec-
troencephalography (EEG) records the wave-
forms arising from cerebral cortex using elec-
trodes applied to the scalp. The EEG record-
ings described in Chapters 8-11 reflect the
normal and abnormal EEG findings and the
disease processes that directly involve the cere-
bral cortex. The EEG records the ongoing
spontaneous electric activities of the cerebral
cortex and the cortical response to external
stimuli. These patterns of responses can pro-
vide important clues to the underlying disease
process.

Variations of standard EEG recordings that
provide unique information for specific situ-
ations have been developed. Longer record-
ings are needed to document infrequent

episodes and to define their nature, charac-
ter, and spread. Some abnormalities may not
be detected with a standard 30- to 60-minute
EEG recording. For abnormal electric activ-
ity that occurs only in an outpatient setting
or under specific circumstances, ambulatory
recordings from a few scalp electrodes are
made continuously during activities at home
or work (Chapter 12) to obtain a full picture
of their nature. To help define the nature and
origin of frequent seizures, a patient under-
goes prolonged EEG recording with multi-
ple electrodes left in place for several days
(Chapter 13). Electroencephalograms can also
be recorded in other specialized situations,
such as in the intensive care unit or oper-
ating room, or with computerized quantita-
tion, as described in Chapter 14. This chapter
also reviews additional information that can
now be obtained from magneto-EEG. Patients
being considered for epilepsy surgery require
highly specialized recordings, including new
correlations with magnetic resonance imaging
(Chapter 15). Cortical function can also be
assessed with potentials that occur before a
planned movement or in response to external
stimulation (Chapter 16).
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Chapter 8

Electroencephalography: Adult,
Normal, and Benign Variants

Barbara F. Westmoreland

INTRODUCTION
RECORDING THE
ELECTROENCEPHALOGRAM
DISPLAY OF EEG ACTIVITY
ACTIVATION PROCEDURES

Hyperventilation

Photic Stimulation

Sleep

Other Activating Procedures

ARTIFACTS

INTRODUCTION

Electroencephalography is a dynamic electro-
physiologic procedure that evaluates the func-
tion or disturbance of function of the brain by
recording the electrical activity of the brain.

Purpose and Role of the EEG in the Normal
Adult

e To evaluate the function of the brain.
e To describe normal EEG and benign vari-
ants.

RECORDING THE
ELECTROENCEPHALOGRAM

The electroencephalogram (EEG) records the
electrical activity and waveforms generated by

NORMAL EEG ACTIVITY OF
ADULTS

Awake State

The EEG in Older Adults

Drowsiness

Sleep State

BENIGN VARIANTS

Variants During Wakefulness

Benign Variants During Drowsiness
and Sleep

SUMMARY

cortical neurons. The EEG is performed by
attaching small disc electrodes on the scalp
of the head or utilizing an electrode cap. The
electrodes are connected to the EEG instru-
ment which amplifies the brain wave potentials
and activity by a million times and then dis-
plays it on a moving strip of paper or on a
computer reader station if a digital system is
used.

DISPLAY OF EEG ACTIVITY

The EEG activity is displayed using a variety
of combinations of electrode pairs or mon-
tages. The American Clinical Neurophysiology
Society has recommended that all EEG labora-
tories include a minimum number of standard
montages for routine EEG recording.! The
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minimum recommendations are longitudinal
bipolar (Fig. 8-1A), transverse bipolar (Fig. 8-
1B), and referential displays (Fig. 8-1C). Since
one type of montage may be insufficient for
the problem, it is advisable to use a combina-
tion of montages and to emphasize whatever
array is most useful for the problem'” (Fig. 8-
1D). One should be able to select the most
advantageous montage to best display the type
of activity or abnormality in the EEG. The
advent of digital EEG recording has proved
to be very helpful for the electroencephalog-
rapher to reformat and select any of several
different montages for the most appropriate
display of a particular segment of the EEG®
(see Chapter 4).

Key Points

e Various combinations of electrode pairs
constitute montages.

e The minimum number of standard mon-
tages for an EEG recording should
include longitudinal, transverse, and ref-
erential montages.

e A combination of different montages may
be needed to best display the finding or
abnormality in the EEG.

e Digital EEG recording has been helpful in
selecting various montages.

ACTIVATION PROCEDURES

Activation procedures are commonly used to
help bring out abnormal activity such as epilep-
tiform discharges when the resting record
is noncontributory. The activating procedures
consist of hyperventilation, photic stimulation,
and sleep recordings.>?

Hyperventilation

Hyperventilation is performed for 3-5 min-
utes. In adults, this usually produces little
change in the EEG. If there is a change,
this usually consists of generalized slowing
or bursts of slow waves, which is sometimes
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Figure 8-1. EEG from a 4}4-year-old girl showing the appearance of focal right frontocentral (F4,Cy) spikes in, A, a lon-
gitudinal (anteroposterior) bipolar montage, B, a transverse bipolar montage, C, a referential montage, and, D, a montage
combining bipolar and referential recording.
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Figure 8-1. (Continued).
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Figure 8-1. (Continued).

referred to as a buildup. Slowing is usually
more prominent in children when compared
to adults (Fig. 8-2). The degree of the slow-
ing depends on age, the vigor of hyperventila-
tion, whether the patient is hypoglycemic, and
posture. The response may be potentiated by
hypoglycemia. Abnormal responses to hyper-
ventilation include epileptiform discharges, the
most common being 3-Hz generalized spike-
and-wave discharge that is usually seen with
typical absence seizures. Focal or lateralized
slowing or asymmetry of activity that is brought
on by hyperventilation is also an abnormal

finding.

Key Points

e Hyperventilation may produce general-
ized slowing.

e The slowing may be more prominent in
children.

e The degree of slowing depends on
age, vigor of hyperventilation, and hypo-
glycemia.

e Hypoglycemia can potentiate the degree
of slowing with hyperventilation.

e Hyperventilation can activate epilepti-
form activity, with the most common
being 3-Hz generalized spike-and-wave
discharges.

Photic Stimulation

Intermittent photic stimulation is another acti-
vating procedure. Stimulation usually includes
frequencies ranging from 1 to 30 Hz and is
usually done with the eyes open and then
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