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DEDICATION

hese volumes are dedicated to the memory of Theodore Holmes

Bullock, a remarkable scientist and pioneer in the fields of
comparative neurobiology and brain evolution. In some 60 years
and 400 published titles, Ted truly altered both fields with studies
spanning all major metazoan groups. He was that rare neurobiologist,
perhaps the only one, who could have made significant contributions
to each of the volumes that comprise this work.

Beginning in 1940, Ted’s study of the functional organization of the
nervous system in the enteropneust acorn worms laid the foundation
for his contributions on neural evolution in deuterostomes. This
benchmark publication was followed by studies of the giant nerve
fibers in earthworms and squid, studies that pioneered the use of giant
axons as synaptic models. His interests in the organization and evolu-
tion of invertebrate nervous systems culminated in the 1965 publication of Structure and Function in the
Nervous Systems of Invertebrates, written in collaboration with G. Adrian Horridge. More than 40 years
later, it is a testament to Ted and Adrian that these two volumes are still considered the definitive work in the
field.

Even as Ted continued working on invertebrate nervous systems, he also turned his attention to the
physiology of infrared receptors in pit vipers, the electroreceptors of gymnotid fishes, tectal units in frogs,
and the physiological basis of slothfulness. The 1950s and 1960s thus marked a major expansion in the
focus of Ted’s research, as he began to probe sensory and integrative problems in the nervous systems of so-
called ‘lower vertebrates’ and also began to consider broader topics involving the basic organization of
neurons and how they code and process information. Not surprisingly, he was one of the pioneers and
founders of the new discipline of neuroethology, and such multifarious endeavors continued to command
his attention throughout the 1970s and 1980s.

Given Ted’s remarkable grasp of both cellular and integrative neural mechanisms, one might have
anticipated that he would develop an added interest in slow wave activity and cognition in animals as
diverse as crayfish and humans, and these investigations were the focus of much of his effort during the latter
years of his career.

While most scientists slow down as they approach ‘old age’, Ted’s interests and insights continued to
amaze all who knew him, and his fascination with nature never waned. In spite of a remarkably full and busy
life, Ted always found time to encourage and inspire others. Many of the authors and their chapters in these
volumes clearly reflect not only Ted’s scientific contributions but also the excitement about nervous systems
and their evolution that he brought to personal interactions with anyone who ever sat across his desk or
poked in a tide pool with him.

R. GLENN NORTHCUTT
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PREFACE

his volume is for readers who are curious about how complex brains, such as the human brain, evolved

from the much simpler nervous systems of ancient non-vertebrate ancestors. The chapters for this
volume have been carefully selected from those in a larger, more comprehensive four-volume effort, the
Evolution of Nervous Systems, published in 2007. To help fill in gaps, two short essays have been added
from the 2009 Encyclopedia of Neuroscience, online. The chapters reflect the thoughts of the most knowl-
edgeable experts in the field. While this condensation left out many wonderful chapters, both short and long,
it allowed publication of a single volume on brain evolution that preserves much of the intent of the original
four volumes while bringing a collection of exciting essays to a broader readership. The present chapters are
presented in four parts that preserve the broad topics of the original four volumes. The first section of eight
chapters includes historical and current theory on brain evolution, observations on brain development, as
evolution depends on altered development, and current concepts of how the first nervous systems were
organized. The second series of eleven chapters focuses on the nervous systems of primitive vertebrates,
fishes, amphibians, reptiles, and birds, with many comparisons with mammals. The chapters provide an
understanding of how the nervous system of mammals evolved, as well as how other vertebrates evolve
complex, but different nervous systems. The third series of fifteen chapters covers the evolution of mamma-
lian brains. As the use of skull endocasts from fossil mammals offers a direct window into the past, the
sequence starts with a discussion of how fossils can help us understand brain evolution. Other chapters
discuss the origin and evolution of neocortex, as this homolog of the small, thin dorsal cortex of reptiles
became the highly variable, flexible, and often dominant brain structure in mammals. Included chapters also
discuss the evolution of other parts of the brain, such as the basal ganglia, cerebellum, dorsal thalamus, and
sensory and motor systems. The last series of nine chapters provides a broad view of primate evolution,
describes the role of vision in shaping the nervous system of early primates, and outlines the evolution of
sensory and motor systems in primates. Other chapters discuss frontal cortex, and how hemispheric
specializations and systems for language, gesture, and tool use evolved in humans.

While the selection of specific chapters for this collection was my responsibility, I am deeply indebted to
the volume editors of the earlier series, George Striedter, John Rubenstein, Theodore Bullock, Leah
Krubitzer, and Todd Preuss, for their wisdom and efforts in selecting outstanding authors for chapters
and carefully editing the results. I also thank Johannes Menzel, Publisher, and Elsevier for bringing this
present volume and the previous series to life. I hope this volume provokes and guides students of brain
evolution, generates further interest, and results in future publications with new and greater contributions to
our understandings of brain evolution.

JON H. KAAS
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INTRODUCTION

volutionary neuroscientists have existed since Darwin’s days, and they are unlikely to go extinct. As

long as neurobiological research is performed on a diversity of species, there will be those who seek to
synthesize the disparate data, and for that synthesis the theory of evolution is indispensable. Still, a full
‘evolutionary synthesis’ in neuroscience is just beginning to take shape. No previous publication surveys the
full spectrum of work in evolutionary neuroscience, ranging as it does from genes to behavior (via anatomy,
physiology, and embryology) and from minute invertebrates to whales, elephants, and Homo sapiens. That
is why this series of four volumes is so invaluable; it attempts to cover all aspects of evolutionary
neuroscience. Volume 1, which lies before you now, is the most far-ranging of all. Its three most integrative
aspects are the following.

First, Volume 1 surveys a vast array of theoretical ideas about nervous system evolution. In the olden days,
evolutionary biology was dominated by the idea of a phylogenetic scale, but we now know that evolution is
nonmonotonic and nonlinear. We have more accurate phylogenetic trees and well-developed methodologies
for reconstructing what evolved from what. We also know how to link evolutionary changes in genes,
anatomy, and physiology to evolutionary changes in behavior by means of both correlative and experi-
mental analyses. As a result, we can construct scenarios of how evolution tinkered with nervous systems to
help adapt species to their environments. In addition to such evolutionary ‘case studies’, we have some fairly
general theories on how nervous systems evolve. For example, we know a great deal about how nervous
systems scale and how conserved sets of genes and processes are used to produce nervous systems that, to
previous generations of evolutionary neuroscientists, seemed completely dissimilar. These advances are
covered in this book.

Second, the present volume includes a broad compilation of data on nervous system development.
Neuroscientists now recognize that evolutionary changes in adult nervous systems are largely caused
by changes in neural development. Meanwhile, developmental neuroscientists have made astonishing
progress in unraveling the molecular mechanisms of neural development in multiple species, leading to
an explosion in evo-devo neuroscience. One major theme emerging from this work is that many
aspects of neural development are highly conserved across vast swaths of phylogeny. A second theme
is that changes in one part of a developing neural system can cause a slew of generally adaptive and
frequently compensatory changes in other parts of the system. Future work must now define how
specific modifications in gene expression and function lead to evolutionary diversity of brain structure,
connectivity, and plasticity.

Third, this volume is unusual in that it covers both invertebrates and vertebrates. Of the three major
textbooks on evolutionary neuroscience that have been published in the last 10 years, none discuss
invertebrates at length. Most of them discuss invertebrate nervous systems merely in the context of tracing
vertebrate brain origins. Indeed, recent advances in comparative molecular biology have seriously altered
how we think about the evolutionary origins of vertebrate brains. However, invertebrate nervous systems
are well worth studying in their own right, for their own rich diversity and enigmatic elegance. Moreover,
when working with invertebrates, it is frequently possible to combine behavioral, molecular, anatomical,
and physiological analyses, and to extend such work across a multitude of species. Such broadly integrative
studies have revealed that invertebrate nervous systems vary dramatically in size, complexity, and function-
ality, but still are built from highly conserved sets of genes. In that respect, they are quite similar to
vertebrate nervous systems, though the diversity is more extreme.



xvi INTRODUCTION

Thus, this first volume shows evolutionary neuroscience to be a vast and vibrant field that holds enormous
possibilities for new discoveries. Every chapter synthesizes an immense amount of data and integrates
experiment and theory, ontogeny and phylogeny, invertebrate and vertebrate neurobiology, genes and
behavior, and/or anatomy and physiology. Given this diversity of synthetic efforts, the chapter sequence
was difficult to optimize. For example, it was impossible to construct separate sections for developmental
and invertebrate neurobiology, because so much of the most interesting developmental work was performed
on invertebrates. This may be frustrating for readers who seek a straightforward connecting thread, but
actually, in this respect, the chapters merely resemble the evolutionary products they discuss: they weave a
tangled web of insights, themes, and approaches that does not form a linear sequence. Still, or perhaps
therefore, they ought to serve as fertile soil for further thoughts and work. That, at least, is our hope.

GEORG F. STRIEDTER AND JOHN L. R. RUBENSTEIN
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1 History of Ideas on Brain Evolution

G F Striedter, University of California, Irvine,
CA, USA

© 2009 Elsevier Inc. All rights reserved.

1.1 Common Plan versus Diversity 3
1.2 Scala Naturae versus Phylogenetic Bush 5
1.3 Relative Size versus Absolute Size 6
1.4 Natural Selection versus Developmental Constraints 9
1.5 One Law, Many Laws, or None 11
1.6 Conclusions and Prospects 12
repeate orthcutt, ; Striedter, and is
Glossa peatedly (North 2001; Striedter, 2005) and
allometry The notion that changes in the size treated plecerpeal in several articles of .thls .book, I
of an object (e.g., the body or the shall not review it fully. Instead, I will discuss a
brain) entail predictable changes in selection of the field’s historically most important
the proportional sizes of its compo  ideas and how they fit into the larger context of
nents. In contrast, isometric scaling  evolutionary theory. I also emphasize ideas that are,
involves no changes in an object’s or were, controversial. Specifically, I present the
proportions. field’s central ideas in contrast pairs, such as ‘com-
convergence The independent evolution of similar  mon plan versus diversity’ and ‘natural selection
structures or functions from non  yersus constraints’. This approach scrambles the
homologous ancestral precursors. chronology of theoretical developments but helps
developmental The notion that the mechanisms of . .
) ) . to disentangle the diverse strands of thought that
constraint development bias the production of . . -
S currently characterize evolutionary neuroscience. It
phenotypic variants that natural selec . . T
tion can act on. also helps to clarify which future directions are
encephalization  Brain size relative to what one would likely to be most fruitful for the field.
expect in an organism of the same type
(i.e., species or other taxonomic . .
group) and body size. Synonym: rela -1 Common Plan versus Diversity
, ) g}\ielbram size. N - the relat One of the most famous battles of ideas in compara-
eterochrony ylogenetic changes In the relative  ye hiology was that between Etienne Geoffroy St.
timing of developmental events or in o . .
} Hilaire and George Cuvier over the existence, or not,
the relative rates of developmental .
processes. of a common plan of construction (or Bauplan) for
homology The relationship between two or more anlmals (Appel, 1987). Geoffroy was of the opinion,
characters that were continuously pre ~ Previously developed by Buffon (1753), that all ani-
sent since their origin in a shared ~ malsare builtaccording to asingle plan or archetype,
ancestor. For a more detailed defini ~ but Cuvier, France’s most illustrious morphologist,
tion, especially for neural characters, recognized at least four different types. Their dis-
see Striedter (1999). agreement erupted into the public sphere when
mosaic The notion that, as brains evolve,  Geoffroy in 1830 endorsed the view that the ventral
evolution individual brain regions may change  perve cord of invertebrates is directly comparable

in size independently of one
another. In contrast, concerted evo
lution indicates that brain regions
must change their size in concert
with one another.

The field of evolutionary neuroscience is more than
100 years old, and it has deep pre-evolutionary roots.
Because that illustrious history has been reviewed

(today we say ‘homologous’) to the spinal cord of
vertebrates. Cuvier responded that Geoffroy was
speculating far beyond the available data, and he
reasserted publicly that the major types of animals
could not be linked by intermediate forms or topolo-
gical transformations. This Cuvier—Geoffroy debate
was followed closely by comparative biologists all
across Europe, who were already flirting with the
idea of biological evolution or, as they called it, the
transmutation of species. If Cuvier was right, then



4 History of Ideas on Brain Evolution

evolution was impossible. On the other hand, some
of Geoffroy’s hypotheses (e.g., his proposal that
insect legs correspond to vertebrate ribs) did seem
a trifle fanciful. Thus, the Cuvier—Geoffroy debate
embodied much of the ambivalence surrounding
evolution in the first half of the nineteenth century.
After Darwin offered a plausible mechanism for the
transmutation of species, namely, natural selection
(Darwin, 1859), the idea of biological evolution took
hold and, by extension, Geoffroy’s ideas gained cur-
rency. Innumerable homologies were sought and,
frequently, revealed (Russel, 1916). Most impressive
was the discovery of extensive molecular homologies
between species that span the metazoan family tree
(Schmidt-Rhaesa, 2003). It was striking, for example,
to discover that many of the genes critical for early
brain development are homologous between insects
and vertebrates (Sprecher and Reichert, 2003).
Indeed, the invertebrate and vertebrate genes are
sometimes functionally interchangeable (Halder
et al., 1995; deRobertis and Sasai, 1996). Those dis-
coveries supported Geoffroy’s view that all animals
were built according to a common plan, which could
now be understood to be a common genetic blueprint
or ‘program’ (Gehring, 1996). Indeed, many biologists
proceeded to search for molecular genetic homologies
that could reveal previously unimagined morphologi-
cal homologies (Janies and DeSalle, 1999). Geoffroy
would have been thrilled. There are, however,
problems with the view that animals are all alike.
The most serious problem, in my view, is that
homologous genes may sometimes be involved in
the development of adult structures that are clearly
not homologous (Striedter and Northcutt, 1991).
For example, insect wings and vertebrate nervous
systems both depend on hedgehog function for nor-
mal development, but this does not make neural
tubes and insect wings homologous (Bagufia and
Garcia-Fernandez, 2003). Instead, findings such as
this suggest that evolution tends to work with highly
conserved ‘master genes’ (Gehring, 1996) or, more
accurately, tightly knit assemblies of crucial genes
(Nilsson, 2004), which it occasionally reshuffles by
altering their upstream regulatory elements and/or
downstream targets. Evolution is a terrific tinkerer
that manages to create novelty from conserved
elements. This conclusion echoes Geoffroy’s argu-
ments insofar as it acknowledges that “Nature
works constantly with the same materials”
(Geoffroy, 1807), but it does not mesh with the
view that evolution built all animals according to a
single plan. What we have, then, is at least a partial
rapprochement of the positions held by Cuvier and
Geoffroy: adult organisms do conform to several
different body plans, but they are built by shuffling

repeatedly a highly conserved set of genes (Raff,
1996). Therefore, a crucial question for research is
how evolutionary changes in networks of develop-
mentally important genes influence adult structure
and function.

Implicit in the preceding discussion has been the
idea that adult species differences arise because of
evolutionary changes in development (Garstang,
1922). This idea is commonly accepted now, but,
back in the nineteenth century, Haeckel (1889) used
to promote its polar opposite, namely, the notion
that phylogeny creates ontogeny (see Gould, 1977).
Haeckel also promoted the idea that all vertebrates
pass through a highly conserved phylotypic stage of
embryonic development (Slack et al., 1993). Studies
have, however, challenged the phylotypic stage idea
by showing that the major groups of vertebrates can
be distinguished at all stages of embryogenesis
(Richardson et al., 1997). An intriguing aspect of
that early embryonic variability is that it consists
mainly of differences in the timing of developmental
processes (Richardson, 1999). Little is known about
the genes that generate those changes in developmen-
tal timing (also known as heterochrony), but some of
them, at least, are likely to be fairly well conserved
across species (Pasquinelli and Ruvkun, 2002). More
importantly, the notion that adult diversity is based
on evolution changing the temporal relationships of
conserved processes represents another reconciliation
of Cuvier’s insistence on adult diversity with
Geoffroy’s belief in a common plan. Thus, the field
of evolutionary developmental biology (evo-devo for
short) has overcome the once so prominent dichot-
omy between conservation and diversity. Its major
challenge now is to discover the mechanistic details
of how conserved genes and processes are able to
produce such diverse adult animals.

Evo-devo thinking has also invaded neuroscience,
but evo-devo neurobiology still emphasizes conserva-
tion over diversity. For example, we now have
extensive evidence that all vertebrate brains are amaz-
ingly similar at very early stages of development
(Puelles et al., 2000; Puelles and Rubenstein, 2003).
However, we still know very little about how and why
brain development diverges in the various vertebrate
groups after that early, highly conserved stage or per-
iod. Looking beyond vertebrates, we find that insect
brain development involves at least some genes that
are homologous to genes with similar functions in
vertebrates (Sprecher and Reichert, 2003). This is
remarkable but does not prove that insects and verte-
brates are built according to a common plan — if by
that we mean that the various parts of adult insect
brains all have vertebrate homologues. For example,
the finding that several conserved genes, notably
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Pax6, are critical to eye development in both inverte-
brates and vertebrates, does not indicate that all those
eyes are built according to a common plan. The crucial
question, which we are just beginning to explore, is
how the conserved genes are tinkered with (reshuffled,
co-opted, or redeployed) to produce very different
adult eyes (Zuber er al., 2003; Nilsson, 2004). This,
then, seems to be the future of evo-devo neurobiology:
to discover how highly conserved developmental genes
and processes are used to different ends in different
species. As I have discussed, this research program has
ancient roots, but it is just now becoming clear.

1.2 Scala Naturae versus Phylogenetic
Bush

The idea of evolution proceeding along some kind of
scale from simple to complex also has pre-evolu-
tionary roots. Aristotle, for example, ordered
animals according to the degree of perfection of
their eggs (see Gould, 1977). Later religious thinkers
then described an elaborate scale of nature, or scala
naturae, with inanimate materials on its bottom
rung and archangels and God at the other extreme.
The early evolutionists, such as Lamarck, trans-
formed this static concept of a scala naturae into a
dynamic phylogenetic scale that organisms
ascended as they evolved. Darwin himself had
doubts about arranging species on a scale, but
most of his followers had no such qualms (Bowler,
1988). Even today, the phylogenetic scale is taught
in many schools and it persists in medicine and
academia. For example, the National Institutes of
Health’s (NIH) guide for institutional animal care
and use still recommends that researchers, whenever
possible, should work with “species lower on the
phylogenetic scale” (Pitts, 2002, p. 97). On the
other hand, most contemporary evolutionists have
pronounced as dead both the scala naturae and its
postevolutionary cousin, the phylogenetic scale
(Hodos and Campbell, 1969). What do those modern
evolutionists cite as the scales’ cause of death?

One fatal flaw in the idea that species evolve
along a single scale is that, as we now know, evolu-
tion made at least some species simpler than their
ancestors. Salamanders, for example, are much sim-
pler, especially in brain anatomy (Roth et al., 1993),
than one would expect from their phylogenetic posi-
tion. Even more dramatically, the simplest of all
animals, the placozoans, are now thought to have
evolved from far more complicated ancestors
(Collins, 1998). As more and more molecular data
are used to reconstruct phylogenies, it is becoming
apparent that such secondary simplification of
entire animals has occurred far more frequently

than scientists had previously believed (Jenner,
2004) — perhaps because they were so enamored of
the phylogenetic scale. A second major problem
with scala naturae thinking is that the order of
species within the scale depends on which organis-
mal features we consider. For example, many fishes
would rank higher than mammals if we based our
scale on skull complexity, which was reduced dra-
matically as early mammals evolved (Sidor, 2001).
Similarly, dolphins rank high if we look only at
brain size, but relatively low if we consider neocor-
tical complexity, which was reduced as the toothed
whales evolved (Morgane and Jacobs, 1972). Most
people tacitly agree that ‘higher animals’ are warm-
blooded, social, curious, and generally like us, but
once we try to be more objective, the single ‘chain of
being’ (Lovejoy, 1936) fractionates into a multitude
of different chains, none of which has any special
claim to being true.

This multiple-chains idea becomes self-evident
once we have grasped that species phylogenies are
just like human family trees; they are neither ladders,
nor trees with just a single trunk, but bushes or tum-
bleweeds (Striedter, 2004) with branches growing in
divergent directions. Within a given branch, or line-
age, complexity may have increased at some points in
time and decreased at others, but even if complexity
increased more frequently than it decreased, the over-
all phylogeny would fail to yield a single scale,
because complexity tends to increase divergently in
different lineages. For example, bats, honeybees, and
hummingbirds are all incredibly complex, compared
to their last common ancestor, but they are each
complex in different ways. Of course, we can pick
one parameter and build a scale for that — we can, for
instance, compare the ability of bats, honeybees, and
hummingbirds to see ultraviolet (UV) radiation — but
different parameters might well yield different scales.
Simply put, changes that occurred divergently in dif-
ferent lineages will not, in general, produce a single
overarching scale. This insight is old hat to evolution-
ary biologists, but news to many neuroscientists
(Hodos and Campbell, 1969). In part, therefore, the
persistence of scala naturae thinking in the neuros-
ciences reflects a lack of proper training in
contemporary evolutionary theory. In addition, I sus-
pect that human minds possess a natural tendency for
ordering disparate items linearly. Such a bias would
be useful in many contexts, but it would make it
difficult to comprehend (without training) the diver-
gent nature of phylogeny.

Although scala naturae thinking persists in neu-
roscience generally, evolutionary neuroscientists
have labored to expunge its ghost. For example, a
consortium of 28 comparative neurobiologists
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revised the nomenclature of avian brains to replace
the terms neostriatum, archistriatum, and paleostria-
tum — which suggested that brains evolved by the
sequential addition of new brain regions — with
terms devoid of scala naturae overtones (Reiner
et al., 2004a, 2004b; Jarvis et al., 2005). Some of
the replacement names are terms that were already
used for brain regions in other vertebrates; they
reflect our current understanding of homologies.
However, some of the new terms — e.g., nidipallium
and arcopallium - are novel and intended to apply
exclusively to birds. These novel names were coined
because bird brains, particularly bird forebrains, have
diverged so much from those of other vertebrates
(including reptiles) that strict one-to-one homologies
are difficult, if not impossible, to draw for several
regions (Striedter, 1998, 1999). Thus, the revised
terminology reflects a new consensus view that
avian brains did not evolve by the sequential addition
of new brain areas, yet also reminds us that bird
brains are full of features that evolved quite indepen-
dently of those that feature in mammalian phylogeny.
In other words, the new terminology avoids scala
naturae overtones and, instead, combines the notion
of a common plan with that of divergent complexity.

As comparative neurobiologists reject the notion
of a scala naturae, they stand to lose a central part of
their traditional justification for working on nonhu-
man brains. No longer can they argue that research
on other brains must be useful because nonhuman
brains are always simpler, and therefore easier to
comprehend, than human brains. Instead, they must
admit that some nonhuman brains are stunningly
complex and, more importantly, that their phyloge-
netic paths toward complexity diverged from the
primate trajectory. That is, complex bird, fish, or
insect brains are not mere steps along the path to
human brains, but the outcome of divergent phylo-
genies (see Evolution of the Nervous System in
Fishes, Do Birds and Reptiles Possess Homologues
of Mammalian Visual, Somatosensory, and Motor
Cortices?). Does this suggest that research on non-
human brains should cease to be funded? I do not
think so, but the justification for working on nonhu-
man brains ought to be tweaked.

One obvious alternative justification is that all
brains are likely to share some features, especially if
they come from close relatives. Another good justifi-
cation for research on nonhuman brains is that,
compared to human brains, the former are much
more amenable to physiological and anatomical
research. This line of justification assumes that the
model differs from the target system only in those
respects that make the model easier to study, and
not in the respects that are modeled — an assumption

that sometimes fails. It now appears, for example,
that the auditory system of owls, which was generally
regarded as an ideal model for sound localization in
vertebrates, exhibits some highly specialized features
(McAlpine and Grothe, 2003). This finding, at first
glance, suggests that research on bird brains is waste-
ful, but this is a simplistic view. Research on the owl’s
auditory system has taught us much about how neu-
rons compute behaviorally relevant information and
it serves as an invaluable reference against which we
can compare sound processing in other species,
including humans. Furthermore, some differences
between a model and its target can lead to surprising
discoveries. Much might be gained, for example, from
studying why some nonhuman brains are far more
capable than primate brains of repairing themselves
(Kirsche and Kirsche, 1964). Thus, model systems
research can be useful even if the model is imprecise.
A third, less frequently discussed, justification for
examining the brains of diverse species is that com-
parative research can bring to light convergent
similarities, which in turn might reveal some prin-
ciples of brain design. For example, the discovery
that olfactory systems in both vertebrates and many
different invertebrates exhibit distinctive glomeruli
strongly suggests that those glomeruli are needed
for some critical aspects of odorant detection and
analysis (Strausfeld and Hildebrand, 1999).
Therefore, research on nonhuman brains need not
be justified in terms of a presumed phylogenetic scale.
Instead, comparative neurobiology is valuable because
(1) all brains are likely to share some features, (2)
nonhuman brains are more amenable to some types
of research, and (3) the study of diverse nonhuman
brains can lead to the discovery of design rules for
brains. Historically, only the first of these alternatives
has been widely discussed, but all are logically sound,
and none depend on the existence of a scala naturae.

1.3 Relative Size versus Absolute Size

The most obvious difference between species is that
they differ enormously in size. Because life began
with tiny organisms, evolutionary increases in body
size must have outnumbered or outpaced the
decreases. This is true of organisms generally, but it
also holds for several individual lineages, including
mammals and, within mammals, primates (Stanley,
1973; Alroy, 1998). The most fascinating aspect of
those changes in body size is that they involved much
more than the isometric scaling up or down of the
ancestral condition; they involved allometric changes
in the proportions of body parts and physiologic
processes. For example, skeletal mass increases dis-
proportionately with increasing body size, whereas
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heart rate decreases. Countless studies — on both
vertebrates and invertebrates — have documented
these allometries and explored their functional impli-
cations (Calder, 1984; Schmidt-Nielsen, 1984).

Much less is known about the causes of allometry.
Studies on allometry in insects showed that some
scaling relationships are readily modifiable by nat-
ural or artificial selection (see Emlen and Nijhout,
2000; Frankino et al., 2005). This finding suggests
that even tight scaling laws are not immutable, which
would explain why many traits scale differently (e.g.,
with different exponents) in different taxonomic
groups (Pagel and Harvey, 1989). A very different,
more theoretical line of research has shown that
numerous allometries, specifically those with power
law exponents that are multiples of 1/4, may have
evolved because the optimal means of delivering
metabolic energy to cells is through an hierarchically
branching, fractal network of vessels whose termini
(e.g., capillaries) are body size-invariant (West et al.,
1997; Savage et al., 2004; West and Brown, 2005).
This theory is mathematically complex and still con-
troversial (Kozlowski and Konarzewski, 2004;
Brown et al., 2005; Hoppeler and Weibel, 2005),
but it is elegant. Furthermore, because the theory of
West et al. is based in part on the assumption that
natural selection optimizes phenotypes, it is consis-
tent with the aforementioned finding that allometries
are modifiable by selection. However, West et al.’s
(1997) theory cannot explain (or does not yet
explain) why some organs, such as the brain, scale
with exponents that are not multiples of 1/4. Nor can
it easily explain taxonomic differences in scaling
exponents. Thus, the causal — physiological and/or
developmental — bases of allometry are coming into
focus but remain, for now, mysterious.

Brain scaling, in particular, remains quite poorly
understood (see Principles of Brain Scaling). The
discovery that brains become proportionately smaller
with increasing body size dates back to the late eight-
eenth century (Haller, 1762; Cuvier, 1805-1845).
Since then, numerous studies have documented brain
allometry in all the major groups of vertebrates
(Deacon, 1990a; van Dongen, 1998) and even some
invertebrates (Julian and Gronenberg, 2002; Mares
et al., 2005). Generally speaking, those studies con-
firmed that in double logarithmic plots of brain size
versus body size, the data points for different species
within a given lineage tend to form a reasonably
straight line, indicating the existence of a simple
power law. The slope of those best-fit lines are almost
always less than 1, which reflects the aforementioned
fact that brains generally become proportionately
smaller with increasing body size. The large body of
work on brain—body scaling further revealed that data

points for different taxonomic groups often form lines
with similar slopes but different y intercepts. These
differences in y intercepts are known as differences in
relative brain size or encephalization. They seriously
complicate efforts to draw a single allometric line for
any large taxonomic group (Pagel and Harvey, 1989),
but they allow us to identify evolutionary changes in
relative brain size among some smaller taxonomic
groups. For example, they allow us to determine that
relative brain size increased with the origin of mam-
mals, with the origin of primates, several times within
primates, with the origin of the genus Homo, and, last
but not least, with the emergence of Homo sapiens
(see Primate Brain Evolution). Overall, such phyloge-
netic analyses suggest that, among vertebrates,
relative brain size increased more frequently than it
decreased (Striedter, 2005).

Enormous effort has gone into determining the
functional significance of evolutionary changes in
brain-body scaling. Darwin, for example, had argued
that relative brain size is related to “higher cognitive
powers” (Darwin, 1871), but defining those powers
and comparing them across species has proven
difficult (Macphail, 1982). Consequently, most sub-
sequent investigators shied away from the notion
of general intelligence, or ‘biological intelligence’
(Jerison, 1973), and focused instead on more specific
forms of higher cognition. Parker and Gibson (1977),
for example, proposed that a species’ degree of ence-
phalization is related to its capacity for extracting
nutritious fruits and nuts from their protective shells.
Several authors have stressed correlations between
brain size and ‘social intelligence’ (Byrne and
Whiten, 1988; Dunbar, 1998; Reader and Laland,
2002). Collectively, these studies reinforced the
sense that relative brain size is, somehow, related to
some forms of intelligence. However, relative brain
size also correlates with several other attributes, such
as longevity, home-range size, diet, and metabolic
rate (for a review, see van Dongen, 1998). The latter
correlations, with diet and metabolism, have received
particularly lavish attention (Martin, 1981; McNab,
1989; Aiello and Wheeler, 1995). Paradoxically, the
discovery of so many correlations has led some evo-
lutionary neuroscientists to despair: there are too
many correlates of relative brain size, and many of
them come and go, depending on which taxonomic
group is being examined and which statistical meth-
ods are used for the analyses (e.g., Bennet and
Harvey, 1985; Iwaniuk ef al., 1999; Deaner et al.,
2000; Beauchamp and Fernandez-Juricic, 2004;
Jones and MacLarnon, 2004; Martin et al., 2005).
Too many contested hypotheses, too little certitude.

There is not much clarity on why brains scale so
predictably with body size. Early workers argued that
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brains generally scale against body size with a power
law exponent close to 2/3 because the brain’s sensory
and motor functions were related to the body’s sur-
face area, which presumably scales with that same
exponent (Snell, 1891; Jerison, 1973). According to
this view, brain sizes in excess of that predicted by the
2/3 power law are due to increases in the brain’s
nonsomatic, cognitive regions. This would explain
the correlations between relative brain size and some
forms of intelligence. Unfortunately, there are two
major problems with this view. First, brain-body
scaling exponents often differ substantially from 2/3
(van Dongen, 1998; Nealen and Ricklefs, 2001). The
second problem is that the brain’s more cognitive
regions also scale predictably with body size (Fox
and Wilczynski, 1986), undermining the assumption
that brains are divisible into regions that scale with
body size and regions that do not. Therefore, the
excess neuron hypothesis (Striedter, 2005) is dead.
In searching for an alternative, some have suggested
that brain—body allometry is linked to the scaling of
metabolic rates. This hypothesis is based on the obser-
vation that, in at least some taxonomic groups, brain
size and basal metabolic rate scale against body size
with similar exponents (Martin, 1981; Mink et al.,
1981). However, other studies have shown that the
correlation between brain size and metabolism is not
tight, once the mutual correlation with body size is
factored out (McNab, 1989). This correlational slack
presumably arises because species differ in how much
of the body’s total energy supply they deliver to the
brain (Aiello and Wheeler, 1995; Kaufman, 2003),
but this just underscores that relative brain size is not
so tightly linked to metabolic rate.

Overall, the lack of clarity on what causes brains to
scale predictably with body size, and how to interpret
deviations from the scaling trends, has caused interest
in relative brain size to fade. Increasingly, evolutionary
neuroscientists have turned away from relative brain
size and asked, instead, how the size of individual
brain regions correlates with various behavioral para-
meters (Harvey and Krebs, 1990). This shift in
research strategy makes sense, because, after all, the
brain is functionally heterogeneous. However, even
studies that focus on correlations between single
brain areas and specific behaviors — some refer to
them as neuroecological studies — are controversial
because: (1) the behavioral parameters are difficult to
quantify and/or define (Bolhuis and Macphail, 2001),
(2) neuronal structure—function relationships are com-
plex and often poorly understood, (3) it is difficult to
decide a priori whether one should correlate beha-
vioral parameters against a region’s absolute size, its
proportional size, or its size relative to expectations
(Striedter, 20035), and (4) the methods for establishing

statistically significant correlations in phylogenetic
data remain debatable (Felsenstein, 1985; Garland
et al., 1992; Smith, 1994; Martin et al., 2005). Brave
neuroscientists are continuing to tackle those pro-
blems, but the larger problem of how to deal with
relative brain size — how to find its causes and its
functional significance — is fading from view. Perhaps
we need a new approach to understanding relative
brain size — perhaps one that is linked more directly
to the physiological and geometric properties of brains
(West and Brown, 2005) — but this novel direction is
not yet apparent.

As interest in relative brain size waned, interest in
absolute brain size waxed, mainly because many of the
brain’s internal structural and functional features turn
out to scale predictably with absolute brain size. Best
studied is the phenomenon of size-related shifts in
brain region proportions (Sacher, 1970; Finlay and
Darlington, 1995). In mammals, for example, the neo-
cortex becomes disproportionately large as absolute
brain size increases, whereas most other regions
become disproportionately small. A second interesting
scaling law is that a brain’s degree of structural com-
plexity tends to increase with absolute brain size.
Within the neocortex, for example, the number of
distinct areas increases predictably with neocortex
size (Changizi and Shimojo, 2005). A third fascinating
aspect of brain scaling is that the amount of white
matter within mammalian brains scales allometrically
with absolute brain size (Ringo, 1991; Zhang and
Sejnowski, 2000). This connectional allometry, taken
together with the fact that synapse size and density are
relatively size-invariant, indicates that brains become
less densely interconnected, on average, as they
increase in size (Stevens, 1989; Deacon, 1990a,
1990b; Striedter, 2005). All of this signifies that brains
change structurally in many ways as they vary in abso-
lute size. Many of those changes have clear functional
implications. For example, it has been suggested that,
as hominid brains increased in size, the axons inter-
connecting the two cerebral hemispheres became so
sparse and long that the hemispheres became less cap-
able of interacting functionally, which led to an
increase in functional asymmetry (Ringo et al., 1994;
see The Evolution of Hemispheric Specializations of
the Human Brain). Considerations such as these sug-
gest that absolute brain size is a much better predictor
of brain function than relative brain size, at least
among close relatives (Striedter, 2005).

In retrospect, we can say that evolutionary neuros-
cientists historically have overemphasized relative
brain size. As Dunbar (2006) put it, comparative neu-
robiologists have too long been “dragooned into
worrying about relativizing brain size by a very pecu-
liar view that body size must be the default
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determinant of brain volume.” Can we explain this
undue emphasis? Partly, evolutionary neuroscientists
may have worried that focusing on absolute brain size
and linking it to higher cognitive powers would force
us to conclude that whales and elephants, with their
enormous brains, are smarter than humans. This is a
valid concern, for few would doubt that humans are —
or at least can be — the most intelligent creatures on
earth. However, whales and elephants are behavio-
rally complex, and humans may well be special
because they are unique in possessing symbolic lan-
guage (Macphail, 1982). Furthermore, it seems to me
that large whales, with large brains, are more intelli-
gent (both socially and in their hunting strategies) than
dolphins or small whales. This hypothesis remains to
be tested, but it points to a strategy for reconciling
absolute and relative brain size: among close relatives,
comparisons of absolute brain size are most informa-
tive, but in comparisons of distant relatives (e.g.,
whales and humans), relative brain size is a more
potent variable (Striedter, 2005). This view is consis-
tent with the finding that, among primates, social
group size correlates more strongly with absolute
brain size than with relative brain size (Kudo and
Dunbar, 2001; Striedter, 2005). It also serves as a
productive counterweight to the field’s traditional,
almost exclusive emphasis on relative brain size.

1.4 Natural Selection versus
Developmental Constraints

Darwin’s theory of natural selection entails two main
components, namely, that (1) organisms produce off-
spring with at least some heritable variation and (2)
that organisms generally produce more offspring
than their environment is able to sustain. Given
those two components, some variants are bound to
be fitter than others in the sense that their offspring
are more likely to survive and produce offspring. This
difference, in turn, will cause the heritable traits of
the fitter variants to spread in the population. Given
this, Darwin’s most “dangerous idea” (Dennett,
1995), one can explain an organism’s attributes in
terms of the selective pressures that promoted their
spread and, hence, their current existence. An enor-
mous number of such adaptational explanations
have been proposed. Many stress that natural selec-
tion optimized features for specific functions; others
emphasize that natural selection tends to produce
optimal compromises between competing functions
and/or costs (Maynard Smith, 1982). Generally
speaking, the explanatory power of these adapta-
tional explanations derives solely from natural
selection’s second step, the sorting of offspring.

Generation of the variants that are sorted is usually
assumed to be random and, hence, irrelevant to
explanations of the phenotype. This ‘adaptationist
paradigm’ (Gould and Lewontin, 1979) has domi-
nated evolutionary theory for most of its history.

In the 1970s and 1980s, however, the adaptation-
ist paradigm was challenged by authors who stressed
that the variants available to natural selection may
not really be random (Gould and Lewontin, 1979;
Alberch, 1982; Maynard Smith et al., 1985). Central
to those challenges was the idea that, even if muta-
tions are random at the genetic level, those random
genetic mutations are channeled, or filtered, through
mechanisms of development that favor the emer-
gence of some phenotypes. Some structures may be
impossible for embryos to develop; others are likely
to emerge (Alberch, 1982). If this is true, then natural
selection chooses not among a random selection of
phenotypes but from a structured set that is deter-
mined, or at least biased, by the mechanisms of
development. This idea is important, because it sug-
gests that development constrains the power of
natural selection to set the course of evolutionary
change. It threatens natural selection’s widely
assumed omnipotence. Some authors carried this
threat so far as to exhort biologists to halt their
search for adaptive scenarios and to research,
instead, the ‘generative’ mechanisms of development
(Goodwin, 1984). Fortunately, most evolutionary
biologists today seek a more balanced rapproche-
ment of embryology and evolutionary biology
(Gilbert et al., 1996; Wagner and Laubichler, 2004).

Specifically, evo-devo biologists today tend to
accept the concept that natural selection is the
most prominent determinant of who thrives and
who dies, no matter how constrained development
might be. They also tend to stress that development
itself is subject to descent with modification - i.e.,
evolution — which means that even fairly tight con-
straints can change. Therefore, explanations couched
in terms of natural selection are not antithetical to
those involving developmental constraints, but
complementary (Striedter, 2005). Still, the synthesis
of natural selection and developmental constraints
remains uncertain in one key respect: what if the
mechanisms of development were shaped by natural
selection to produce variants that are much fitter
than one would expect by chance? Then the distinc-
tion between the generative and selective components
of natural selection (see above) would blur. The
developmental production of variants would no
longer be random with respect to a species’ ecology.
This hypothesis, which was pushed furthest by Riedl
(1977), is interesting and potentially profound, but
not yet supported by much evidence.
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Brains were historically considered to be shaped
by natural selection, unencumbered by developmen-
tal constraints. In general, the size and structure of
both entire brains and individual brain regions were
thought to be optimized. Jerison (1973, p. 8 ), made
this idea explicit when he wrote that “the impor-
tance of a function in the life of each species will be
reflected by the absolute amount of neural tissue of
that function in each species.” How development
produced that fine-tuning was never specified.
Presumably, the idea was that genetic mutations
could vary the size and structure of individual
brain regions freely, leading to steady improvements
in fitness until an optimum was reached. Little
thought was given to the possibility that brains
might be constrained in how they could evolve.
However, a few authors proposed that trophic
dependencies between interconnected brain regions
might cause entire circuits or systems to change
size in unison rather than piecemeal (Katz and
Lasek, 1978). Such ‘epigenetic  cascades’
(Wilczynski, 1984) might channel evolution (Katz
et al., 1981), but they would not constrain natural
selection, because the cascades help to optimize
functional brain systems by matching the size of
interconnected neuronal populations. That is, epi-
genetic cascades act not against, but in conjunction
with, the optimizing power of natural selection; they
are not classical constraints, which may explain why
they have rarely been discussed (Finlay et al., 1987).

The idea of brains evolving under a restrictive
developmental rule was proclaimed forcefully by
Finlay and Darlington (199S5). Their argument was
founded on the observation that the various major
brain regions in mammals scale against absolute
brain size with different allometric slopes (Sacher,
1970; Gould, 1975; Jerison, 1989). Although this
finding was well established at the time, it had not
been explained; it was a scaling rule without a cause.
Finlay and Darlington’s major contribution was to
propose that the height of a region’s allometric slope
was related to the region’s date of birth (i.e., the
time at which the region’s precursor cells cease to
divide), with late-born regions tending to become
disproportionately large with increasing brain size.
Why does this relationship exist? Finlay and
Darlington (1995) showed that their late-equals-
large rule emerges naturally if neurogenetic sche-
dules (i.e., the schedules of what regions are born
when) are stretched as brains increase in size and
compressed when they shrink. This insight, in turn,
prompted Finlay and Darlington to hypothesize that
brain evolution is constrained to stretch or compress
neurogenetic schedules and cannot, in general, delay
or advance the birth of individual regions. In other

words, even if evolution ‘wanted’ to increase the size
of only one brain region, it would be ‘forced’ to
change also the size of many other brain regions.
Thus, Finlay and Darlington argued that develop-
ment constrains brains to evolve concertedly, rather
than mosaically.

Finlay and Darlington’s developmental constraint
hypothesis has been challenged by various authors,
who all pointed out that brains do sometimes evolve
mosaically (Barton and Harvey, 2000; Clark
et al., 2001; de Winter and Oxnard, 2001; Iwaniuk
et al., 2004; Safi and Dechmann, 2005). In addition,
Barton (2001) has argued that correlations between
region size and absolute brain size are due to func-
tional requirements, rather than developmental
constraints. Specifically, Barton (2001, p. 281)
reported that the sizes of interconnected brain regions
in what he called a functional system exhibited “sig-
nificantly correlated evolution after taking variation
in a range of other structures and overall brain size
into account.” Finlay et al. (2001) countered that such
system-specific evolution may indeed occur, particu-
larly for the so-called limbic system (see also Barton
et al., 2003), but that this does not negate the
existence of developmental constraints. In a review
of this debate, I concluded that most of it may be
resolved by arguing that instances of mosaic (and/or
system-specific) evolution occur against a back-
ground of concerted, developmentally constrained
evolution (Striedter, 2005). Both Finlay and
Barton seem open to this kind of rapprochement
(Finlay et al., 2001; Barton, 2006).

The debate on mosaic versus concerted evolution
highlights how little we know about the evolution of
neural development or, for that matter, about the
role that natural selection played in shaping brains.
The developmental data used to support Finlay
et al.’s (2001) hypothesis came from just 15 species
and were collected by several different laboratories,
using diverse methodologies. Moreover, the data are
limited to dates of neurogenesis. We know virtually
nothing about species differences (or similarities) in
how large brain regions are prior to neurogenesis,
how quickly the regions grow, or how much cell
death they endure. Data on these other, relatively
neglected aspects of brain development might reveal
additional constraints, and they might clarify how
regions can evolve mosaically even if neurogenetic
schedules are conserved.

Similarly lacking are data on natural selection and
the brain. Although several analyses have shown
that the size of some brain regions (relative to abso-
lute brain size) correlates with aspects of a species’
behavior or ecology (e.g., Clark et al., 2001; de
Winter and Oxnard, 2001; Iwaniuk et al., 2004),
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such correlations are only indirect evidence for nat-
ural selection. More direct data are difficult to
gather, because direct demonstrations of natural
selection at work require measurements of heritabil-
ity and fitness functions. As it is, we know so little
about how selection acts on brains that debates on
its potency are bound to erupt. Clearly, more studies
must be performed before we can reach firm con-
clusions about which aspects of brain development
and evolution are tightly constrained and which are
subject to specific selective pressures.

1.5 One Law, Many Laws, or None

Is human history explicable in terms of general
principles or laws? This question has been debated
extensively. Some scholars insist that history is
based largely on a few major laws, playing out
against a background of far less important noise.
Others argue, instead, that history is so full of con-
tingencies (or accidents) that general or universal
laws are blown to bits. I am not competent to review
this debate but find myself most sympathetic to the
intermediate position taken by Hempel (1942) in his
call for a nomological-deductive approach to his-
tory. Basically, Hempel argued that historical events
can be explained only by reference to various gen-
eral (deterministic or probabilistic) laws that
causally link preceding events or conditions to the
event being explained. For example, an account of
why an automotive radiator cracked during a frost
would involve both historical contingencies and
general laws relating temperature to pressure
(Hempel, 1942). Similarly, events in human history
can be explained by “showing that the event in
question was not ‘a matter of chance’, but was to
be expected in view of certain antecedent or simul-
taneous conditions” (Hempel, 1942) and the
operation of several, often implicitly assumed, gen-
eral laws. This nomological-deductive methodology
waxes and wanes in popularity (Kincaid, 1996;
Mclntyre, 1996), but it seems logical in principle.
Naturally, one may debate whether human behavior
is predictable enough to yield the kind of laws that
are needed for nomological-deductive explanations
(Beed and Beed, 2000).

Evolutionary biologists have likewise debated the
role of general laws in explaining the past, which in
their realm is phylogeny. Some have argued that
natural selection is a universal law that can be used
to explain the emergence of many, if not most,
biological features. Others have countered that nat-
ural selection is a mathematical truth, rather than an
empirically determined law (Sober, 2000). More
importantly, many biologists have pointed out that

the results of natural selection are not highly pre-
dictable. Gould (1989) made this argument when he
declared that rewinding the tape of life on earth and
playing it again would not lead to a repeat perfor-
mance. Biological history is full of accidents, of
happenstance. Therefore, Gould argued, evolution-
ary explanations must be crafted one event at a time,
without recourse to general laws. On the other
hand, Gould did grant that evolution is constrained
by diverse physical principles, by rules of construc-
tion and good design, and by some scaling rules
(Gould, 1986, 1989). In his view, “the question of
questions boils down to the placement of the bound-
ary between predictability under invariant law and
the multifarious possibilities of historical contin-
gency” (Gould, 1989, p. 290). Gould placed this
boundary “so high that almost every interesting
event of life’s history falls into the realm of contin-
gency” (Gould, 1989, p. 290). This appears to be an
extreme position, for many other evolutionary biol-
ogists place that same boundary lower. They tend to
be far more impressed than Gould by the degree of
convergent evolution in the history of life (Carroll,
2001; Willmer, 2003). They look, for example, at
the convergent similarities of eyes in vertebrates and
octopi and conclude that some design rules for eyes
exist. In sum, disagreements persist about the place-
ment of Gould’s boundary between predictability
and contingency, but most biologists accept that
evolutionary explanations must involve at least
some causal laws (Bock, 1999).

Given this context, it is not surprising that neu-
roscientists are conflicted about the importance of
general laws for explaining the evolutionary his-
tory of brains. Marsh (1886) had proposed that
brains consistently increase in size over evolution-
ary time, but later authors vehemently disagreed
(see Jerison, 1973; Buchholtz and Seyfarth, 1999).
Personally, I think that Marsh did have a point, for
brain and body size have both increased, at least
on average, in several vertebrate lineages (see
Striedter, 2005). Still, Marsh’s laws were merely
descriptions of phylogenetic trends, not causal
laws. The first explicitly causal law of brain evolu-
tion was Ariéns Kappers’ (1921) law of
neurobiotaxis, which states that cell groups in evo-
lution tend to move toward their principal inputs.
Unfortunately for Ariéns Kappers, later studies
showed that cell groups do not move quite so
predictably and called into question some of the
mechanisms that supposedly produced neurobio-
taxis. The next major putative law of brain
evolution was Ebbesson’s (1980) parcellation prin-
ciple, which states that brains become more
complex by the division of ancestrally uniform
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cell groups into daughter aggregates that selectively
lose some of their ancestral connections. This prin-
ciple was strenuously criticized by most
comparative neuroanatomists, mainly because its
empirical foundation was shaky (see Ebbesson,
1984). Although a weak version of Ebbesson’s the-
ory, stating merely that brains become less densely
connected as they increase in size, is probably
defensible (Deacon, 1990a; Striedter, 2005), the
strong version of Ebbesson’s original idea has
failed the test of time: plenty of data now show
that brains evolve not only by the loss of connec-
tions, but also by creating novel projections.

Confronted with this abundance of failed brain
evolution laws, most evolutionary neuroscientists
have emphasized only a single, undisputed regular-
ity of brain evolution, namely, that numerous
aspects of brain structure and function are highly
conserved across species. Specifically, they focused,
a la Geoffroy St. Hilaire, on the existence of com-
mon plans of construction and highlighted
molecular homologies between invertebrates and
vertebrates (see above). This has been productive.
It is important to note, however, that the principle
of phylogenetic conservation predicts stability and
does not deal explicitly with change. Is brain phylo-
geny subject to just a single law, which states that
brains change little over time? Or are there also laws
of evolutionary change in brains? I affirmed the
second possibility (Striedter, 2005), but laws of evo-
lutionary change in brains are no doubt difficult to
find. C. J. Herrick, a founding father of evolutionary
neuroscience, put it well:

Most scientific research has been directed to the discovery of
the uniformities of nature and the codification of these in a
system of generalizations. This must be done before the
changes can be interpreted. The time has come to devote
more attention to the processes and mechanisms of these
changes. .. but it is much more difficult to find and describe
the mechanisms of . .. [the] apparently miraculous production
of novelties than it is to discover the mechanical principles of
those repetitive processes that yield uniform products
(Herrick, 1956, p. 43).

The last few years have seen an uptick in the
number of studies that address evolutionary change
and novelty in brains (Aboitiz, 1995; Catania et al.,
1999; Rosa and Tweedale, 2005), and modern
research on brain scaling and developmental con-
straints (see above) has advanced our understanding
of the regularities that lurk within brain variability.
In addition, a rapidly increasing number of studies is
beginning to reveal genomic changes that are prob-
ably linked to changes in brain size and/or structure
(e.g., Dorus et al., 2004; Mekel-Bobrov et al.,
2005). Therefore, the time Herrick discussed,

when evolutionary change becomes a focus of ana-
lysis (see also Gans, 1969), is probably at hand.

Thus, I envision a future in which most evolution-
ary neuroscientists will embrace many different
laws, some dealing with constancy and some
with change. A few philosophers of science (e.g.,
Beatty, 1995) might decry such a vision, because
they think that any natural law deserving of its
name must apply universally, in all contexts and
without room for other, countervailing laws.
I have no training in philosophy, but think that all
scientific laws apply only in specified domains and
given assumptions (Striedter, 2005). In the real
world, particularly in the complex world of biologi-
cal systems, most laws or principles are sometimes
excepted. This does not make them useless but,
instead, prompts us to ask what causes the observed
exceptional cases (West and Brown, 2005). If we
understand the causal basis of our laws, then the
exceptions should, with further work, become
explicable. In other words, I think that evolutionary
neuroscientists can fruitfully avail themselves of
Hempel’s nomological-deductive approach to
history. To some extent, they always have.

1.6 Conclusions and Prospects

In summary, the history of evolutionary neuroscience
features some serious missteps, such as the idea that
brains evolved in a phylogenetic series and Ariéns
Kappers’ law of neurobiotaxis, but it also reveals
considerable progress. The scala naturae has ceased
to guide the research of evolutionary neuroscientists
and the idea of neurobiotaxis has quietly disap-
peared. The once stagnant field of brain allometry is
showing signs of revival, largely because of new sta-
tistical techniques and a new emphasis on absolute
brain size. The debate about concerted versus mosaic
evolution persists, but directions for rapprochement
are emerging. In general, the field has flirted with a
broad variety of theoretical ideas and found some of
them wanting and others promising. In terms of the-
ory, the field is still quite young, but it is poised to
mature now.

Predicting directions of growth for any science is
problematic, but I believe that most future develop-
ments in evolutionary neuroscience will parallel
developments in other, non-neural domains of evolu-
tionary biology. After all, the history of evolutionary
neuroscience is full of ideas that originated in non-
neural areas of biology. For example, the methodology
of phylogenetic reconstruction or cladistics (which T
did not discuss in this article but have treated else-
where; see Striedter, 2005) was originally developed
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by an entomologist (Hennig, 1950; see also Northcutt,
2001). Similarly, evolutionary developmental biology
was burgeoning before it turned to brains (Hall,
1999). Therefore, I think it likely that the future of
evolutionary neuroscience has already begun in some
non-neural field. Maybe molecular genetics, with its
new emphasis on evolutionary change (Dorus et al.,
2004), will soon take center stage. Maybe the excite-
ment about linking physiological allometries to
metabolic parameters (West and Brown, 2005) will
infect some mathematically inclined evolutionary
neuroscientists. Or perhaps the next big thing in evo-
lutionary neuroscience will be microevolutionary
studies that integrate across the behavioral, physiolo-
gical, and molecular levels (Lim et al., 2004). Maybe
the future lies with computational studies that model
in silico how changes in neuronal circuitry impact
behavior (e.g., Treves, 2003). It is hoped that all of
these new directions — and more — will bloom. If so,
the field is headed for exciting times.

On the other hand, evolutionary neuroscientists
are still struggling to make their findings relevant to
other neuroscientists, other biologists, and other tax-
payers. It may be interesting to contemplate the
evolution of our brains, or even the brains of other
animals, but can that knowledge be applied? Does
understanding how or why a brain evolved help to
decipher how that same brain works or, if it does not
work, how it can be repaired? Are advances in evolu-
tionary neuroscience likely to advance some general
aspects of evolutionary theory? All of these questions
remain underexplored (see Bullock, 1990).

Near the end of the nineteenth century, Jackson
(1958) attempted to apply evolutionary ideas to
clinical neurology, but his efforts failed. It has
been pointed out that some species are far more
capable than others at regenerating damaged brain
regions (e.g., Kirsche and Kirsche, 1964) and that
nonhuman apes tend not to suffer from neurodegen-
erative diseases such as Alzheimer’s (Erwin, 2001).
Such species differences in brain vulnerability and
healing capacity might well help us elucidate
some disease etiologies or lead to novel therapies.
Unfortunately, this research strategy has not yet suc-
ceeded. Thus far, evolutionary neuroscience’s most
important contribution has been the discovery that
human brains differ substantially from other brains,
particularly nonprimate brains, which means that
cross-species extrapolations must be conducted cau-
tiously (Preuss, 19935). This is an important message,
but it can be construed as negative in tone. Hopefully,
the future holds more positive discoveries.

Work on justifying evolutionary science is
especially important in the United States, where
anti-evolutionary sentiment is on the rise. Many

conservative Christians believe that evolution is a
dangerous, insidious idea because it makes life
meaningless (Dennett, 1995). Add to this fear the
notion that our thoughts and feelings are mere pro-
ducts of our brains (e.g., Dennett, 1991) and
evolutionary neuroscience seems like a serious
threat to God’s supremacy. Although this line of
argument is well entrenched, Darwin and most of
his immediate followers were hardly atheists
(Young, 1985). Instead, they either distinguished
clearly between God’s words and God’s works, as
Francis Bacon put it, or argued that God’s creative
act was limited to setting up the laws that control
history. Either way, God was seen as quite compa-
tible with evolutionary theory. Moreover, Darwin’s
view of life need not produce a meaningless void.
Instead, it helps to clarify our relationships with
other humans, other species, and our environment.
Those relationships, in turn, give meaning to our
lives, just as linguistic relationships give meaning
to our words. Thus, Darwin knew — and we would
do well to recall — that evolutionary biology can be
useful even if it yields no direct medical or techno-
logical applications. Even Huxley (1863), who was
a very pragmatic Darwinian and coined the word
‘agnostic’, knew that the uniquely human quest to
comprehend our place in nature is not driven by
mere curiosity or technological imperatives, but by
a profound need to understand ourselves, our pur-
pose, our existence. Within that larger and enduring
enterprise, evolutionary neuroscience will continue
to play a crucial role.
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Glossary

adaptation A feature or phenotype or trait that
evolved to serve a particular func
tion or purpose.

anagenesis The origin of evolutionary novelties
within a species lineage by changes
in gene allele frequencies by the pro
cesses of natural selection and/or
neutral genetic drift.

character polarity  The temporal direction of change
between alternative (primitive and
derived) states of a character.

character state The process of estimating the ances

reconstruction tral or primitive condition of a
character at a given node (branching
point) in a phylogenetic tree.

clade A complete branch of the tree of life.
A monophyletic group.
cladogenesis The origin of daughter species by the

splitting of ancestral species; may or
may not occur under the influence of
natural selection.

cladogram A branching tree shaped diagram used
to summarize comparative (inter
specific) data on phenotypes or gene
sequences. In contrast to a phylogeny,
a cladogram has no time dimension.

comparative The study of differences between
method species.
continuous trait A quantitatively defined feature with

no easily distinguished boundaries
between phenotypes (e.g., size, cell
counts, and gene expression levels).

convergence

discrete trait

homology
homoplasy

monophyletic

node

optimization

parallelism

paraphyletic

20
21
21
21
21
22
22
23
25
25
25
25
25
26
27
28
29

Similarity of structure or function
due to independent evolution from
different ancestral conditions.

A qualitatively defined feature with
only a few distinct phenotypes (e.g.,
polymorphism; presence vs. absence).
Similarity of structure or function due
to phylogeny (common ancestry).
Similarity of structure or function due
toconvergence, parallelism or reversal.
A systematic category that includes
an ancestor and all of its descen
dants; a complete branch of the tree
of life; a ‘natural’ taxon; a clade.
An internal branching point in a
phylogenetic tree.

Methods for estimating ancestral
trait values on a tree. Commonly
used optimization criteria are: max
imum  parsimony (MP) which
minimizes the amount of trait
change, and maximum likelihood
(ML) which maximizes the likeli
hood of a trait at a node given
likelihood values for trait evolution.
Similarity of structure or function
due to independent evolution from
a common ancestral condition.

A systematic category that includes
an ancestor and some but not all of
its descendents (e.g., ‘invertebrates’,
‘agnathans’, ‘fish’, and ‘reptiles’

(sans birds)).
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parsimony A principle of scientific inquiry that
one should not increase, beyond
what is necessary, the number of
entities  required to  explain
anything.

phenotypic Change in the developmental pro

evolution gram descendents inherit from their
ancestors.

phylogenetic A homologous feature or phenotype

character or trait of an organism or group of
organisms.

phylogenetic A method for reconstructing evolu

systematics tionary trees in which taxa are

grouped exclusively on the presence
of shared derived features.
Genealogical map of interrelation
ships among species, with a
measure of relative or absolute time
on one axis. Also called a tree of life
or a phylogeny.

The evolutionary history of a species
or group of species that results from
anagenesis and cladogenesis.

A systematic category that includes
taxa from multiple phylogenetic
origins (e.g., ‘homeothermia’ con
sisting of birds and mammals).
Change from a derived character
state back to a more primitive
state; an atavism. Includes evolu
tionary losses (e.g., snakes which
have ‘lost’ their paired limbs).

A shared, derived character used as
a hypothesis of homology.

A species or monophyletic group of
species (plural taxa).

The sequence of changes of a feature
or phenotype on a phylogeny.

phylogenetic tree

phylogeny

polyphyletic

reversal

synapomorphy
taxon

trait evolution

2.1 Introduction to Character State
Reconstruction and Evolution

Comparisons among the features of living organ-
isms have played a prominent role in the biological
sciences at least since the time of Aristotle. The
comparative approach takes advantage of the enor-
mous diversity of organismal form and function to
study basic biological processes of physiology,
embryology, neurology, and behavior. This
approach has given rise to the widespread use of
certain species as model systems, based on what
has become known as the August Krogh Principle:
“For many problems there is an animal on which it
can be most conveniently studied” (Krebs, 1975).
From an evolutionary perspective, interspecific
(between species) comparisons allow for the systema-
tic study of organismal design. Rensch (1959)
conceived of phylogeny as being composed of two

distinct sets of processes: anagenesis, the origin of
phenotypic novelties within an evolving species line-
age (from the Greek ana = up + genesis = origin),
and cladogenesis, the origin of new species from lin-
eage splitting (speciation) (from the Greek clado =
branch). Anagenetic changes arise within a popula-
tion by the forces of natural selection and genetic
drift. Cladogenesis may or may not arise from these
population-level processes, and in fact many (or
perhaps most?) species on Earth are thought to
have their origins from geographical (allopatric)
speciation under the influence of landscape and
geological processes (Mayr, 1963; Coyne and
Orr, 1989).

Because species descend from common ancestors
in a hierarchical fashion (i.e., from a branching,
tree-like process of speciation) closely related spe-
cies tend to resemble each other more than they do
more distantly related species. Patterns in the diver-
sification of phenotypes have therefore been
described as mosaic evolution, in which different
species inherit distinct combinations of traits
depending on the position of that species in the
tree of life (McKinney and McNamara, 1990).
Under this view, character evolution is regarded
as a process of historical transformation from
a primitive to a derived state, and study of this
process necessarily presumes knowledge of primi-
tive or ancestral conditions. In other words,
because character evolution is perceived as trait
change on a tree, it is necessary to estimate ‘ances-
tral trait values’.

Direct observations of ancient phenotypes may
be taken from fossils, which provide unique infor-
mation on entirely extinct groups of organisms,
and are usually associated with stratigraphic infor-
mation pertaining to relative and absolute
geological ages (Benton, 1993). Nonetheless, the
fossil record has many well-known shortcomings,
including the famously incomplete levels of pre-
servation, and usually very limited information
about the nature of soft tissues such as nerves
and brains (but see Edinger, 1941; Stensio,
1963). Paleontological information on ancient
physiological and behavioral traits is even more
scanty (but see Jerison, 1976; MacLeod and Rose,
1993; Rogers, 2005).

Recent years have seen great advances in the for-
mulation of comparative methods to estimate or
infer ancestral phenotypes from extant (living) spe-
cies (Garland et al., 1992, 1999; Martins, 2000).
These methods use patterns in the mosaic of traits
present among species in the context of an explicit
hypothesis of interrelationships. These methods also
address new topics, such as whether rates of
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phenotypic evolution have differed among lineages
(clades), the circumstances in which a phenotype
first evolved, the selective and developmental
mechanisms underlying the origin of new pheno-
types, and the evolutionary lability of phenotypes
(Albert et al., 1998; Blomberg et al., 2003;
Blackledge and Gillespie, 2004).

In this article, I summarize the major recent
developments in phylogenetically based methods
of studying character evolution, with the goals of
explaining both the strengths and weaknesses of
alternative methods. Most of the empirical exam-
ples cited are among animals with the most
complex central nervous systems (e.g., vertebrates)
in which neurological and behavioral evolution
has been (arguably) most extensively studied. A
major goal of this article is to highlight some of
the most exciting new developments in the study
of character evolution now being explored in this
fascinating area of comparative neurobiology.

2.2 Basic Concepts

2.2.1 Homology: Similarity Due to Common
Ancestry

All methods of ancestral character state reconstruction
make explicit assumptions about the homology of the
traits under study. In comparative biology the term
‘homology’ refers to similarity in form or function
arising from common ancestry. In other words, homo-
logous features among organisms can be traced to a
single evolutionary origin. In the language of Garstang
(1922), a homologous trait is a unique historical
change in the developmental program of an evolving
lineage. Homologous similarities may be observed in
any aspect of the heritable phenotype, from properties
of genetic sequences (e.g., base composition and gene
order), through aspects of development, including cel-
lular, tissue, and organismal phenotypes, to aspects of
behavior that emerge from the organization of the
nervous system. Homology in behavioral traits has
been examined in a number of taxa, and in a variety
of contexts (de Queiroz and Wimberger, 1993;
Wimberger and de Queiroz, 1996; Blomberg et al.,
2003). Taxa are individual branches of the tree of life,
and may include species or groups of species that share
a common ancestor (the latter are also referred to as
clades or monophyletic groups).

It is important to note that developmental, struc-
tural, positional, compositional, and functional
features of phenotypes are all useful in proposing
hypotheses of homology. Yet by the evolutionary
definition employed above, only features that can
be traced to a common ancestor in an explicitly

phylogenetic context are regarded as homologues.
Because phylogenies are the product of comparative
analyses using many traits, it is in fact congruence in
the phylogenetic distribution of characters that serves
as the ultimate criterion for homology. By this criter-
ion homologous characters are said to have passed
the test of congruence. In other words, congruence in
the phylogenetic distribution of numerous character
states is regarded to be the ultimate evidence for
homology (Patterson, 1982; see Primate Brain
Evolution).

2.2.2 Homoplasy: Convergence, Parallelism, and
Reversal

All other forms of phenotypic similarity that arise
during the course of evolution are referred to collec-
tively as homoplasy (similarity due to causes other
than homology). Homoplastic characters may arise
from several sources: convergence due to similar
functional pressures and natural selection, parallel
(independent) evolution to a common structure or
function from organisms with similar genetic and
developmental backgrounds, or convergent reversal
to a common ancestral (plesiomorphic) condition.
Some well-known examples of convergent evolution
in the nervous system include: image-forming eyes
of cephalopod mollusks (e.g., squids and octopods)
and vertebrates (Packard, 1972), and the evolution
of G-protein-coupled receptors as odorant receptors
in many animal phyla (Eisthen, 2002). Examples of
parallel evolution in the nervous system of verte-
brates have been summarized in several recent
reviews (Nishikawa, 2002; Zakon, 2002). These
include: electric communication in mormyriform
(African) and gymnotiform (South American) elec-
tric fishes (Albert and Crampton, 2005), prey
capture among frogs (Nishikawa, 1999), sound
localization among owls (Grothe et al., 2005), and
thermoreception in snakes (Hartline, 1988;
Molenaar, 1992).

Reversals are among the most common forms of
homoplasy, and are often the most difficult to detect
even in the context of a resolved phylogenetic
hypothesis of relationships (Cunningham, 1999).
The reason for this is the phenotypes of some rever-
sals may be quite literally identical, as in the case of
convergent loss of structures (e.g., the derived loss of
paired limbs in snakes and limbless lizards).

2.2.3 Character State Polarity

A central task of ancestral character state recon-
struction is determining the direction or polarity of
evolutionary change between alternative states of a
character. The ancestral state is referred to as
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plesiomorphic or primitive, and the descendent state
is referred to as apomorphic or derived. Establishing
the polarity of a character state transformation is
critical to understanding the functional significance
of that event. Phenotypes determined to be primitive
simply mean they precede the derived state in time
and are not necessarily functionally inferior. It is
often, although by no means always, the case that
characters evolve from more simple to more com-
plex states, or from the absence of a particular state
to the presence of that state.

There are several methods in use to determine
character state polarity. The most widely used
method is the so-called outgroup criterion, which
employs conditions observed in members of clades
other than the clade in which the derived state is
present. The basic idea of the outgroup criterion
is that for a given character with two or more
states within a group, the state occurring in related
groups is assumed to represent the plesiomorphic
state. In other words, the outgroup criterion states
that if one character is found in both ingroup and
outgroup, this character is then postulated to be
the ancestral state (plesiomorphic). Of course, it is
always possible that a given outgroup exhibits an
independently derived state of a given character,
which is why the condition in several outgroup
taxa is regarded as a more reliable test of the plesio-
morphic condition.

2.2.4 Character or Trait Data

Methods for estimating ancestral character states
and analyzing phenotypic evolution may treat trait
data either as continuous (quantitative) or discrete
(qualitative) (Zelditch et al., 1995; Rohlf, 1998;
Wiens, 2001). Continuously distributed trait values
have no easily distinguished boundaries between
phenotypes. Examples of continuous traits include
the sizes of brains and brain regions (e.g., nuclei),
the number of cells in a brain region, pigment inten-
sity, amplitude or timing of communication signals,
and the amount of gene expression in a tissue.
Continuous phenotypic variation typically reflects
the additive effects of alleles at multiple loci and is
frequently also influenced by environmental factors.
Patterns of intraspecific (within species) continuous
variation are often analyzed using parametric statis-
tics, including such devices as the population mean
and standard deviation. Methods for the analysis of
interspecific (between species) continuous traits are
useful for assessing the quantitative relationships
among variables to address questions regarding,
for example, the trade-offs and constraints among
correlated traits.

Discontinuous traits have only a few distinct phe-
notypes. In many cases alternative alleles generate
phenotypes that differ from each other in discrete
steps, such that each phenotype can be clearly dis-
tinguished from the others. Many classes of
phenotypic data are inherently discrete, such as mer-
istic counts (e.g., number of body segments,
rhombomeres, and cortical visual maps), and
genetic polymorphisms (e.g., left- vs. right-handed-
ness). Nucleotide bases at a locus are discrete states
of a character. The presence (or absence) of derived
traits on a phylogenetic tree also constitutes a class
of discrete phenotypes. Such derived traits that
underlie or explain subsequent evolutionary events
are referred to as key innovations. Some widely cited
examples of putative key innovations in the com-
parative neurosciences include arthropod cephalic
tagmosis (Strausfeld, 1998), cephalopod eyes
(Hanlon and Messenger, 1996), craniate neural
crest (Northcutt and Gans, 1983), and ray-finned
fish genome duplication (Taylor et al., 2003;
Postlethwait et al., 2004). Each of these novelties is
thought to have been critical in the diversification of
the taxon in which it originated.

2.2.5 Adaptation

One of the most widely applied uses of ancestral
character state reconstruction is in the study of
adaptation. The word adaptation is derived from
the Latin ad (to, toward) and aptus (a fit), and is
used to imply a feature or phenotype that evolved to
serve a particular function or purpose. For example,
the function or purpose of an animal central nervous
system is to coordinate sensory information and
motor output patterns; that is to say, a centralized
brain is an adaptation for sensory-motor coordina-
tion. Adaptation is therefore used both as a noun to
describe the features that arose because of natural
selection, and as a verb, the process of natural selec-
tion through which the features originated. In an
evolutionary context, an adaptation is not only a
static description of the match between form and
function, but is also an explanation for the origin of
that relationship (Russell, 1916).

It is important to distinguish among several dis-
tinct uses of the word ‘adaptation’ in the biological
sciences. A physiological adaptation is an organis-
mal response to a particular stress: if you heat up
from the sun you may respond by moving into the
shade (a behavioral adaptation), or you may
respond by sweating (a physiological adaptation).
In an evolutionary context, adaptation is also a
change in response to a certain problem, but the
change is genetic. Evolutionary adaptations that
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result from the process of natural selection usually
take place over periods of time considerably longer
than physiological timescales. Traits are referred to
as adaptations only when they evolved as the solu-
tions for a specific problem; that is, for a particular
function or purpose. A physiological response can
itself be an adaptation in the evolutionary sense.

In reconstructing ancestral phenotypes it is
important to bear in mind the primitive condition
may be more or less variable than the conditions
observed in living species. In some cases physiologi-
cal or developmental plasticity is itself an
evolutionary (genetic) specialization that permits
organisms to adapt physiologically or behaviorally.
For example, many species are characterized as eur-
ytopic, or tolerant of a wide variety of habitats.
Other species are stenotopic, or adapted to a narrow
range of habitats. Similarly, individual characters
may be more or less variable within a species, and
this variability may itself be subject to evolutionary
change. Flexible phenotypes may be more adaptive
in a variable environment and stereotyped pheno-
types more adaptive in a stable environment (van
Buskirk, 2002).

2.2.6 Phylogenetic Trees

Implicit in all phylogenetic methods for studying
character evolution is a tree-shaped branching dia-
gram, alternatively called a  dendrogram,
cladogram, phenogram, or tree, depending on the
methods used to construct the diagram, and the
information content it is intended to convey. It is
important to note that each of the many alterative
methods for building trees that are currently
available was designed to communicate differ-
ent kinds of information. The methods grouped
formally as ‘phylogenetic systematics’ (cladistics)
exclusively use derived similarities (synapomorphies)

Systematics
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(a)
Figure 1

Optimization

to hypothesize genealogical relationships. This is to
be contrasted with phenetic methods which use
measures of overall similarity to group taxa, includ-
ing both primitive and derived aspects of similarity.
Cladistic methods generate branched diagrams
referred to as cladograms, which should be viewed
as summary diagrams depicting the branching
pattern most consistent with a given data set
(morphological or molecular). It is important to
distinguish raw cladograms from phylogenetic
trees; there is no time dimension to a cladogram
per se, and the branch lengths are simply propor-
tional to the minimum number of steps required
to map all the character states onto that tree.
A robust phylogenetic tree is usually the result of
several or many phylogenetic analyses. The geolo-
gical time frames associated with branching events
are usually estimated from external paleontological,
molecular, and biogeographic  sources of
information.

Figure 1 provides a conceptual overview for how
phylogenetic trees may be used to study phenotypic
evolution. All comparative approaches begin by
assuming (or building) a hypothesis of genealogical
interrelationships among the taxa of interest. There
are many methods, even whole philosophies, of tree
building, and the reader is referred to Page and
Holmes (1998) for an introduction to this literature.
Phylogenetic methods are then used to optimize
character states at internal nodes of the tree;
these nodes or branching points are hypothesized
speciation events. Comparisons of trait values at
ancestral and descendant nodes of the tree allow
the history of phenotypic changes to be traced. The
distribution of these phenotypic changes (also
known as steps or transformations) can then be
assessed, qualitatively or quantitatively, depending
on the types of data examined and the analytical
methods employed.

Evolution

Summary of the comparative approach for inferring phenotypic evolution. a, Phylogenetic systematics (i.e., tree building):

reconstruction of genealogical interrelationships among taxa (extant and/or fossil) using morphological and/or molecular sequence
data. Taxa are species or clades (monophyletic groups of species): phylogeny includes six ingroup terminal taxa (TA TF) and two
outgroup taxa (O1 and O2). b, Character state optimization at internal nodes (branching points or hypothesized speciation events).
Observed trait values at tips of the tree. Seven internal tree nodes represented by ancestral taxa (AG AM) with trait values estimated
by linear parsimony. c, Evolution: tracing the history of phenotypic changes along branches of the tree. Numbers indicate absolute
amount of trait change on the branch.
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A tree-shaped branching diagram conveys two
kinds of information (whether they are intended or
not): the tree topology, or the sequential order in
which the taxa branch from one another, and the
lengths of the individual branches (Figure 2). These
two aspects of a tree correspond to the cladogenesis
and the anagenesis of Rensch (1959). The tree topol-
ogy (branching order) is reconstructed from the
distribution of shared—derived traits among taxa.
The traits examined may be morphological novelties
or nucleotide substitutions. Branch lengths may be
reconstructed from one or more sources of informa-
tion, including alternative models (or modes) of
character evolution, or from empirical data. Under
models of constant (or near constant) evolution
(e.g., molecular clocks), all terminal taxa are treated
as equidistant from the root (or base) of the tree.
Terminal taxa are those at the tips of the tree, as
opposed to ancestral taxa at internal nodes (branch-
ing points) within the tree. Under models of
punctuated equilibrium, all (or most) character evo-
lution occurs at branching points (nodes), and all
branches are therefore of equal (or almost equal)
length. Branch lengths derived from empirical data
sets may be treated as proportional to the amount of
character state change on that particular tree topol-
ogy, or from stochastic models of evolution
assuming that DNA nucleotide substitutions occur
at an equal rate (Sanderson, 2002). The constant
evolution and punctuated equilibrium models re-
present extremes of branch-length heterogeneity,

empirical data sets usually fall. Branch lengths for
clades with known fossilized members can also be
estimated from the geological age of these fossils
(Benton et al., 2000; Near and Sanderson, 2004).
Calibrations based on molecular sequence diver-
gence or fossil data can take one of two forms:
assignment of a fixed age to a node, or enforcement
of a minimum or maximum age constraint on a
node. The latter option is generally a better reflec-
tion of the information content of fossil evidence.
It is important to recognize an analytical differ-
ence in the two kinds of information represented in
a phylogeny: whereas the tree topology is transitive,
the branch lengths are not. In the language of formal
logic, ‘transitive’ means that a relationship necessa-
rily holds across (i.e., it transcends) the particularity
of data sets. In the case of phylogenetic trees, the
branching order derived from analysis of one data
set is expected to predict the branching order of
independent data sets (e.g., those derived from dif-
ferent genes, genes and morphology, osteology and
neurology). Branch lengths, however, are intransi-
tive, meaning the branch length values derived from
one data set are not expected to predict those of
other data sets. The reason for this is that we believe
there has been a single phylogenetic history of life; a
unique sequence of speciation events that gave rise
to the species richness of the modern world. This
single history underlies the evolution of all aspects
of organismal phenotypes. There are, however, no
such expectations of homogeneity in the rates of

between which branch lengths derived from  phenotypic (or gene sequence) evolution; in fact,
Outgroup 1 Outgroup 1 Outgroup 1
Outgroup 2 — Outgroup 2 — Outgroup 2
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Figure 2 Alternative branch length models. a, Molecular clock: all terminal taxa equidistant from root to from an ultrametric tree.
b, Equal branch lengths: all character evolution (anagenesis) occurs at branching events, as in punctuated equilibrium. ¢, Empirical:
branch lengths proportional to amount of character evolution and/or geological ages determined from fossils. Note: tree topology is

transitive; branch lengths are not.
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the differential effects of directional and stabilizing
selection on different phenotypes may be expected
to result in longer or shorter branches for some traits
than others.

2.3 Methods
2.3.1 Parsimony Optimization of Discrete Traits

The principle of parsimony (i.e., Occam’s razor) is
widely used in the natural sciences as a method for
selecting from among numerous alternative hypoth-
eses. The principle of parsimony underlies all
scientific modeling and theory building. The basic
idea is that one should not increase, beyond what is
necessary, the number of entities required to explain
anything. In this context, parsimony means that
simpler hypotheses are preferable to more compli-
cated ones. It is not generally meant to imply that
Nature itself is simple, but rather that we as obser-
vers should prefer the most simple explanations.

Maximum parsimony (MP) is a character-based
method used in phylogenetic systematics to recon-
struct phylogenetic trees by minimizing the total
number of evolutionary transformations (steps)
required to explain a given set of data. In other
words, MP minimizes the total tree length. The
steps may be nucleotide base or amino acid substitu-
tions for sequence data, or gain and loss events for
restriction site and morphological data. MP may
also be used to infer ancestral states of a character
within a phylogenetic tree (this is discussed in the
following).

2.3.2 Binary and Multistate Characters

Discrete characters may be characterized as either
binary (coded into two mutually exclusive alterna-
tive states) or as multistate (a transformation series
of three or more discrete states). The alternative
states of a binary character are generally (although
not necessarily) explicit hypotheses of the primitive
and derived (advanced) states of a single evolution-
ary transformation event, such as the origin (or loss)
of a novel feature. A multistate character is a more
complex intellectual device with many more inter-
pretations of meaning. Multistate characters may be
presented as many stages of a long-term phyloge-
netic trend (e.g., larger relative brain size, larger
body size) or as independent alternative trends
from a common ancestral plan (e.g., large brains
evolving from enlargement of the cerebellum in
chondrichthyans vs. the telencephalon in mam-
mals). An ordered transformation series models a
preconceived phylogenetic sequence of changes,
such that in the series 1-2-3, state 3 is only

permitted to be derived from state 2. In an unor-
dered transformation series, state 3 may be derived
from either of states 1 or 2. Following a similar
logic, reversals (e.g., from 2 to 1) may be allowed,
penalized, or prohibited, depending on the precon-
ceptions of the investigator. Of course, building a
priori conceptions of order or reversibility into an
analysis of character state change precludes the use
of that analysis as an independent test of those
assumptions. To summarize this section, treating
all characters as unpolarized and unordered means
that all transitions among states are regarded as
equally probable.

2.3.3 Squared-Change and Linear Parsimony

There are two general types of MP widely used in
tracing the evolution of continuous traits:
squared-change parsimony and linear parsimony.
Squared-change algorithms (Rogers, 1984) seek to
minimize the amount of squared change along
each branch across the entire tree simultaneously,
using a formula in which the cost of a change
from state x to y is (x —y)*. Squared-change par-
simony assigns a single ancestral value to each
internal node to minimize the sum of squares
change over the tree (Maddison, 1991). When
using squared-change parsimony, the absolute
amount of evolution over the whole tree is not
necessarily minimized, and some degree of change
is forced along most branches. Linear parsimony
reconstructs ancestral node values by minimizing
total changes (Figure 3). Linear-parsimony algo-
rithms (Kluge and Farris, 1969) seek to minimize
the total amount of evolution and consider only
the three nearest nodes when calculating the
ancestral character states. In linear parsimony the
cost of a change from x to y is |x — y|. The result
of this local optimization is that changes are
inferred on very few or single branches. Linear
parsimony therefore permits the accurate recon-
struction of discontinuous events, or of large
changes in trait values on a tree. Although evolu-
tionary change is often thought of as gradual,
large changes on a tree may result from a variety
of real biological processes, not the least of which
is the extinction of taxa with intermediate trait
values (Butler and Losos, 1997).

2.3.4 Maximum Likelihood and Bayesian
Optimization

Maximum likelihood (ML) methods for tracing
character evolution select ancestral trait values
with highest likelihood on a given phylogenetic
hypothesis given a model of trait evolution (defined
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Figure 3 Alternative methods for estimating ancestral character states. a, Linear parsimony. b, Squared-change parsimony.

Character state data by taxon reported in the table.

by user). Bayesian analysis (BA) selects the ancestral
trait value with the highest posterior probability,
given the probabilities of priors (external evidence)
and assumptions of trait evolution (defined by user).
Because they are model-based approaches, ML and
BA optimization methods are more commonly used
in the analysis of gene sequence data, using explicit
models of changes between nucleotide bases (Lio
and Goldman, 1998; Sullivan et al., 1999). ML has
been used in the analysis of continuous character
evolution where the models may vary from very
simple (e.g., Brownian motion) to quite complex;
there is a large literature regarding methods to test
the validity of using particular models (Diaz-Uriarte
and Garland, 1996; Oakley, 2003).

2.3.5 Which Optimization Approach to Use?

Empirical studies using simulated data sets and
those derived from evolution in a test tube have
concluded that model-driven approaches like ML
and BA give more accurate results than MP when
the modeled parameters (i.e., likelihood or probabil-
ity of nucleotide substitutions) are known, but can
be positively misleading when the parameters are
unknown (Hillis et al., 1992; Oakley and
Cunningham, 2000). MP often provides less resolu-
tion (more interior tree nodes reconstructed with
ambiguous states), than ML or BA methods, which

usually give very precise estimates with high confi-
dence levels even under circumstances in which
available data are insufficient to the task. In this
regard, MP methods are regarded as more conserva-
tive, with lower risk of recovering false positives
(Webster and Purvis, 2002).

Most studies on the evolution of neural characters
use MP approaches because, unlike molecular
sequence data, it is not straightforward how to
pose or parametrize models on the evolution of
complex phenotypes. Continuously varying aspects
of neural features, like the size or shape of struc-
tures, have been modeled as simple Brownian
motion or random walk processes, under the
assumptions that the trait has not experienced selec-
tion and that there are no constraints on variance
through time (Butler and King, 2004). Whether or
not the assumptions of Brownian motion or any
other specific model are satisfied by real neural or
behavioral data is almost completely unknown.

A general conclusion reached by a number of
review studies is that, under most circumstances
faced by comparative morphologists, linear parsi-
mony is the most conservative method for
reconstructing ancestral trait values (Losos, 1999).
Unlike squared-change parsimony, linear parsi-
mony does not average out change over the
interior nodes of a tree, but rather permits discon-
tinuous changes along a branch. This has the
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advantageous effect of not forcing gradual trait evo-
lution on the tree, and also of not forcing
unnecessary trait reversals (Figure 3). A methodolo-
gical advantage of linear over squared-change
parsimony is that it permits the reconstruction of
ambiguous ancestral character state reconstructions
(Figure 4). This is a desirable property in cases
where the available data are in fact insufficient to
resolve the trait value at a specified internal nodes
(Cunningham, 1999). A methodological disadvan-
tage of linear parsimony is that, computationally, it
requires a completely resolved tree topology in
which all branching events are divided into only
two daughter clades. Unfortunately, fully resolved
trees are unusual in most studies with many (>30)
species. By contrast, squared-change parsimony can
be calculated on a tree with unresolved multicho-
tomies (also called polytomies), and therefore often
becomes the method of choice by default. One alter-
native to using squared-change parsimony when
faced with an incompletely resolved tree is to use
linear parsimony on numerous (100, 1000) arbitra-
rily resolved trees, and then report statistics (e.g.,
minimum and maximum) of the trait values
obtained. Software for this procedure is available
in the freely available Mesquite software package
(see ‘Relevant Website’).

2.3.6 Correlative Comparative Methods

Ordinary least-squares regression allows one to
investigate relationships between two variables in
order to ask if change in one of these variables is
associated with change in the other. One may ask,
for example, how is variation in brain size related to
body size, ecological role (predator vs. prey),
climate, life history mode, or locomotion (Albert
et al., 2000; Safi and Dechmann, 2005). The least-
squares fitting procedure is commonly used in data
analysis in comparative studies, and conventional

regression analysis has been one of the main tools
available to comparative neurobiology and ecologi-
cal physiology to study form—function relationships
and adaptation (Garland and Carter, 1994).
However, it is now widely recognized that interspe-
cific observations generally do not comprise
independent and identically distributed data
points, thus violating fundamental assumptions of
conventional parametric statistics (Felsenstein,
1985, 1988; Pagel and Harvey, 1989; Harvey and
Pagel, 1991).

Phylogenetically based statistical methods allow
traditional topics in comparative neuroanatomy and
physiology to be addressed with greater rigor,
including the form of allometric relationships
among traits and whether phenotypes vary predic-
tably in relation to behavior, ecology, or
environmental  characteristics  (Brooks  and
McLennan, 1991; Frumhoff and Reeve, 1994;
Losos, 1996). In a conventional regression analysis
the data points represent terminal taxa. In a phylo-
genetic regression the data points represent sister-
taxon comparisons (Grafen, 1989). These two
methods are compared in Figure 5, in which identi-
cal data are analyzed using conventional and
phylogenetic regression methods. The phylogeny of
Figure 5 includes six terminal taxa (TA-TF) and two
outgroup taxa (O1 and O2), which are represented
by two continuously distributed characters (C1 and
C2). The tree topology has been determined from
data other than characters 1 and 2, and the branch
lengths are treated as equal (under a model of punc-
tuated equilibrium). There are seven internal tree
nodes represented by ancestral taxa (AG-AM)
with trait values estimated by least-square parsi-
mony. By removing psuedorepilcates, the
phylogenetic regression compares fewer taxa, has
fewer degrees of freedom, and has a lower correla-
tion coefficient (R* value) than does the
conventional regression. The phylogenetic regres-
sion, therefore, provides a better quantitative
measure of correlated evolution between the two
traits, and is a more conservative measure of the
strength of adaptive pressures.

Relationships between brain size and the volume
of frontal and visual cortices in mammals have
recently been studied using the methods of phyloge-
netic regression analysis (Bush and Allman, 2004a,
2004b). These studies found that size has a pro-
found effect on the structure of the brain, and that
many brain structures scale allometrically; that is,
their relative size changes systematically as a func-
tion of brain size. They also conclude that the three-
dimensional shape of visual maps in anthropoid
primates is significantly longer and narrower than
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Figure 5 Comparison of conventional and phylogenetic regression analyses. Phylogeny of six terminal taxa (TA TF) and two
outgroup taxa (O1 and O2), represented by two continuously distributed characters (C1 and C2). Tree topology determined from data
other than characters 1 and 2, and branch lengths treated as equal. Seven internal tree nodes represented by ancestral taxa
(AG AM) with ancestral trait values estimated by least-squares parsimony. a, Conventional regression of trait values from terminal
taxa. b, Phylogenetic regression of trait values at internal tree nodes using the method of independent contrasts. Note that by
removing psuedoreplicates, the phylogenetic regression compares fewer taxa, has fewer degrees of freedom, and has a lower
correlation coefficient (R? value) than does the conventional regression. The phylogenetic regression, therefore, provides a more
conservative quantitative measure of correlated evolution between the two traits.

in strepsirrhine primates. Using conventional regres-
sion analyses, von Bonin (1947) showed that frontal
cortex hyperscales with brain size, and humans have
“precisely the frontal lobe which [we deserve] by
virtue of the overall size of [our] brain.” These are,
of course, precisely the qualitative conclusions
arrived at by Bush and Allman using analysis of
phylogenetic regressions. In fact, many studies
reviewing the uses of phylogenetic methods for
reconstructing ancestral states conclude that all

methods will recover a very strong historical signal
(Losos, 1999).

2.4 Limitations of Methods

The accuracy of ancestral reconstructions has
been investigated by comparisons with known phy-
logenies (e.g., viruses, computer simulations;
Oakley and Cunningham, 2000). It is well known
that all phylogenetically based methods perform
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poorly when taxon sampling is low and when rates
of evolution in the character of interest are unequal
among branches of the tree (Garland et al., 1993;
Sullivan et al., 1999; Hillis et al., 2003). Further, all
methods for studying character evolution on a tree
make certain assumptions about the capacity of
trees to faithfully record the actual history of char-
acter change. These include the assumptions that:
phenotypic diversification results largely from specia-
tion and that the effects of extinction have not erased
the signal, that taxon sampling faithfully represent
the history of diversification, and that genealogical
history is largely or entirely bifurcating (vs. multi-
furcating or converging). Of course, all methods
assume we know the ‘true’ (or ‘nearly true’) tree
topology. In addition, each of the optimization meth-
ods makes assumptions about critical parameters,
including branch lengths, models of character evolu-
tion, absolute rates of evolution, homogeneity (vs.
heterogeneity) of evolutionary rates, reversibility (or
the lack thereof), and the orderedness (or unordered-
ness) of multistate characters.

The accuracy of ancestral trait reconstruction also
depends strongly on parameter estimation (e.g., tree
topology, branch lengths, and models of trait evolu-
tion). ML and BA perform well when model
assumptions match real parameters. ML and BA are
positively misleading when model assumptions are
violated. MP is more conservative, recovering fewer
false positives than ML and BA when biological para-
meters are not known. Squared-change parsimony,
ML, and BA minimize large changes, spreading evolu-
tion over the internal tree branches. Linear parsimony
permits reconstructions at ancestral nodes with no
change, and permits ambiguous reconstructions.
‘Independent contrasts’ assumes that selection oper-
ates in the origin but not maintenance of derived traits.

Both conventional and phylogenetic correlations
of interspecific character data make assumptions
about critical parameters. These assumptions are
often of unknown validity, and in some cases are
known to be incorrect. Conventional statistics
assume that each terminal taxon (tips of the tree)
may be treated as independent sample of the
relationship under investigation. This means that
the character value (phenotype) observed in that
taxon evolved independently (without inheritance)
from the values in other taxa in the analysis. In an
evolutionary context, this is equivalent to assuming
that trait values result primarily from stabilizing
selection in each species that acts to maintain trait
values, rather than from directional selection at the
origin of the trait in an ancestral species (Hansen,
1997). In other words, conventional statistics
assume traits to be highly labile and without

significant  phylogenetic inertia. Phylogenetic
correlations make converse assumptions, that trait
values are due largely or entirely to directional
selection at the origin of a feature and that the
influence of stabilizing selection is negligible.
Phylogenetic correlations also must make particular
assumptions about branch lengths and models of
trait evolution.

2.5 Conclusions

As in all aspects of historical inquiry, the study of
character evolution is exceptionally sensitive to the
amount of information that has actually survived up
to the present. The reality of neural evolution was in
most cases almost certainly very complex, and may
be reliably regarded to have included vastly more
numbers of independent transformations than has
been recorded in the distribution of phenotypes pre-
served among living species. The signature of many
historical events has been overwritten by reversals
and convergences, or eliminated altogether by
extinctions. Paleontologists estimate that more
than 99% of all species that have ever lived are
now extinct (Rosenzweig, 1995). This figure, of
course, includes higher taxa (e.g., trilobites, placo-
derms, plesiosaurs) that are now entirely extinct,
bringing up the aggregate percentage of extinction
for all taxa. The proportion of living species that
persists within certain targeted taxa may be much
higher (e.g., Lake Victoria cichlid fishes).
Nevertheless, in comparative studies of neural, phy-
siological, or behavioral phenotypes, it is rare to
have information on all extant species. Whether it
is from extinction or incomplete surveys, taxon sam-
pling remains one of the greatest sources of error in
phylogenetic estimates of character evolution
(Sullivan et al., 1999; Zwickl and Hillis, 2002).

Despite all these reservations, we must continue
to estimate ancestral traits in order to study pheno-
typic evolution. None of the methods reviewed in
this article should be regarded as a magic bullet, but
rather there are advantages and disadvantages of
each method as they are applied under different
circumstances. All the methods reviewed here have
proved to be useful tools in the phylogenetic tool-
box. As in other aspects of science, it is important to
make our assumptions explicit, and to use reason-
able assumptions. Further, as in other aspects of
evolutionary biology, critical insights into the evo-
lution of neural characters will come from a better
understanding of the biology of the phenotypes
themselves, and the organisms in which they have
evolved.
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Glossary

Bilateria

blastopore
coelom

Deuterostomia

Ecdysozoa

Gastroneuralia

A monophyletic group of metazoan
animals that is characterized by bilat
eral symmetry. This group comprises
all of the Metazoa except for the
Radiata (Ctenophores and Cnidaria)
and the Parazoa (sponges).

The site of gastrulation initiation.
Fluid filled body cavity found in ani
mals that is lined by cells derived from
mesoderm tissue in the embryo and
provides for free, lubricated motion
of the viscera.

(From the Greek: mouth second) A
major group of the Bilateria includ
ing echinoderms and chordates. In
deuterostomes, the first opening (the
blastopore) becomes the anus and the
mouth derives from a secondary
invagination.

Major group of protostome animals,
including the arthropods (insects, ara
chnids, crustaceans, and relatives),
roundworms, and several smaller
phyla, which are characterized by a
trilayered cuticle, composed of
organic material, which is periodi
cally molted as the animal grows by
a process called ecdysis.

A subdivision of the Bilateria defined
by the location of the nerve cord,

homeodomain

homology

Lophotrochozoa

Notoneuralia

phylogeny

Gastroneuralia are characterized by a
ventral nerve cord and include most
protostomes except the Tentaculata.
A 60 amino acid part of proteins that
corresponds to the homeobox
sequence found in homeobox genes
that are involved in the regulation of
the development (morphogenesis) of
animals, fungi, and plants.
Correspondence or relation in type of
structure because of shared ancestry.
Major group of protostome animals,
including mollusks, annelids, nemer
teans, brachiopods, and several other
phyla characterized either by the pro
duction of trochophore larvae, which
have two bands of cilia around their
middle, or by the presence of a lopho
phore, a fan of ciliated tentacles
surrounding the mouth.

A subdivision of the Bilateria defined by
the location of the nerve cord,
Notoneuralia are characterized by a
dorsal nerve cord and include most deu
terostomes except the Echinodermata,
Chaetognatha, and Enteropneusta.
The origin and evolution of a set of
organisms, which reveals ancestral
relationships, such as monophyly
(common origin) or polyphyly (inde
pendent origin), among known species.
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(From the Greek: first the mouth) A
major group of the Bilateria including
the  Lophotrochozoa and  the
Ecdysozoa. In protostomes, the
mouth forms at the site of the blasto
pore and the anus forms as a second
opening.

The animal that preceded all recent
bilateral symmetric animals.

Protostomia

Urbilateria

3.1 Introduction

The diversity of nervous systems is enormous. In
terms of structural and functional organization as
well as in terms of levels of complexity, nervous
systems range from the simple peripheral nerve
nets found in some of the basal invertebrate taxa
to the centralized nervous systems and highly com-
plex brains that characterize vertebrates and
cephalopods. Starting in the eighteenth century,
numerous attempts were undertaken to reconstruct
the evolutionary origin of the diverse nervous sys-
tem types found in the animal kingdom (see Origin
and Evolution of the First Nervous System).
However, initially none of these attempts resulted
in consensus, in part because of the uncertain and
ambiguous nature of the postulated phylogenetic
relationships among the various animal groups con-
sidered. At the beginning of the twentieth century, it
became evident that the bilaterally symmetrical ani-
mals, the Bilateria, could be phylogenetically
subdivided into two major branches (Fioroni,
1980). This subdivision of the Bilateria into the
protostome and the deuterostome animals remains
valid (Brusca and Brusca, 1990) and has been

Insect

(a) Midline cells

Vertebrate

(b) H o

confirmed by molecular analyses (e.g., Adoutte
et al., 2000).

Do the general nervous system types that
characterize the protostome and deuterostome ani-
mals also follow this binary subdivision? Classical
neuroanatomical and embryological studies suggest
that this is the case, at least in part. Accordingly, most
bilaterian animals can be subdivided into two major
groups with different central nervous system (CNS)
morphologies. These are the Gastroneuralia, which
are characterized by a ventral nerve cord and include
major protostome groups such as arthropods, anne-
lids, and mollusks, and the Notoneuralia, which are
characterized by a dorsal nerve cord and include all
(deuterostome) chordates (e.g., Nielsen, 1995). The
two groups often manifest different modes of CNS
development. In gastroneuralians such as arthropods,
the ganglionic masses detach from the ventral neu-
roectoderm to form a rope-ladder nervous system of
connectives and commissures, whereas in notoneur-
alian chordates the neuroectoderm folds inwardly
as a whole to form a neural tube (Figure 1). As a
result of the Gastroneuralia/Notoneuralia subdivi-
sion, the notion of an independent evolutionary
origin of the CNS of protostomes versus deuteros-
tomes gained general acceptance and accordingly a
polyphyletic origin of bilaterian nervous systems was
proposed.

The alternative notion, namely, that bilaterian ner-
vous systems might have a common evolutionary
origin, was rejected precisely because of the evident
dissimilarities in the mode of development, topology,
and adult morphology of the nervous systems in
major protostome versus deuterostome groups.
However, starting in the 1980s, a number of key

Figure 1 Morphogenesis of the ventral nerve cord in a prototype insect (a) and of the dorsal neural tube in a prototype vertebrate
(b). Arrows indicate ontogenetic sequences; yellow-green, neurogenic ectoderm; blue, epidermal ectoderm. Reproduced from
Arendt, D. and Nibler-Jung, K. 1999. Comparison of early nerve cord development in insects and vertebrates. Development 126,

2309 2325, with permission from The Company of Biologists Ltd.
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findings resulting from developmental biological
analyses of animal body axis formation began to
call into question the validity of the Gastroneuralia/
Notoneuralia subdivision and, in doing so, provided
initial support for the idea of a monophyletic origin
of the bilaterian nervous system. In a nutshell, these
findings demonstrated that the molecular genetic
mechanisms of anteroposterior axis formation are
shared among all bilaterians and that the molecular
genetic mechanisms of dorsoventral axis formation
in vertebrates are similar to those that operate in
insects, only that their dorsoventral topology is
inverted, upside-down. If dorsal in vertebrates cor-
responds to ventral in insects, might not the dorsal
nerve cord of Notoneuralia in fact correspond to the
ventral nerve cord of Gastroneuralia?

This axial inversion hypothesis was remarkable not
only because it was based on unequivocal molecular
genetic evidence, but also because it provided support
for an old and much-derided view that emerged in the
early nineteenth century. Its first proponent was the
French zoologist Geoffroy Saint-Hilaire, in opposition
to his countryman, the comparative anatomist Cuvier.
Both engaged in a debate about a fundamental issue in
the biological sciences, namely, whether animal struc-
ture ought to be explained primarily by reference to
function or rather by morphological laws. At the heart
of this debate was the question of whether a common
structural plan, or Bauplan, underlies all animal devel-
opment, thus indicating homology of structures across
different animal phyla. Contemporary developmental
biological studies based on analyses of expression and
function of homologous regulatory control genes in
various animal model systems have revived this fun-
damental question and contributed novel insight into
the issue of homology of nervous systems. In this
article, we will begin with this famous debate, con-
sider the impact of molecular developmental genetics
on a bilaterian nervous system Bauplan, and then
discuss the current data for and against a common
evolutionary origin of the nervous system. Though
our main emphasis will be on conserved mechanisms
of anteroposterior and dorsoventral patterning of the
nervous system in insect and vertebrate model sys-
tems, we will also consider gene expression studies in
invertebrates such as hemichordates and cnidarians.

3.2 The Cuvier-Geoffroy Debate

3.2.1 A Common Bauplan for Animal
Development?

In 1830, a series of eight public debates were held at
the Académie Royale des Sciences in Paris. The two
opponents, George Cuvier (1769-1832) and

Etienne Geoffroy Saint-Hilaire (1772-1844), were
prominent and internationally renowned scientists.
Both had made major contributions in many areas
of natural history, including comparative anatomy
and paleontology. Cuvier divided the animal king-
dom into four completely separate branches or
embranchements: vertebrates, articulates (largely
arthropods and annelids), mollusks (which at the
time meant all other soft, bilaterally symmetrical
invertebrates), and radiates (echinoderms, cnidar-
ians, and various other groups). According to
Cuvier, there was no affinity whatsoever between
the four embranchements. Any similarities between
organisms were due to common functions, not to
common ancestry. Function determines form; form
does not determine function. Thus, even within
these divisions, he allowed structural similarity to
result solely from the same functional demands.

Geoffroy, by contrast, insisted that function was
always dependent on structure and by no means
sufficed to determine structure. What counted
were the interconnections between parts; structures
in different organisms were the same if their parts
were connected to one another in the same pattern.
Eventually Geoffroy developed the doctrine of unity
of composition, applicable at least within each class
of animals. Each animal is formed from a structural
blueprint based on a common plan, and although
animal structure is modified extensively because of
functional requirements, the modification is con-
strained by the unity of composition (which later
came to be known as the basic Bauplan). This doc-
trine of Geoffroy’s came to be known as
philosophical anatomy and was founded on analogy
between structures (homology in modern terminol-
ogy). Geoffroy’s main criterion for determining true
analogies was the connectivity between structures
and this could often be better determined from the
embryo rather than from the adult. The value of the
theory of analogues was that it offered a scientific
explanation for differences in structure.

Initially, these ideas related primarily within each
class of animals or embranchements, but Geoffroy
imagined that the principle could be extended to the
animal kingdom as a whole. After having estab-
lished a common scheme for vertebrates, he
extended this principle across the boundaries of
Cuvier’s four embranchements to articulates. In
1822, Geoffroy published a paper entitled
Considérations générales sur la vertebre, in which
he proposed that the ventral side of arthropods was
analogous to the dorsal side of the vertebrates. This
dorsoventral axis inversion hypothesis was based on
a dissected crayfish that he had placed upside down
and, as he noted, in this orientation the organization
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Annelid

(b)

Figure 2 The dorsoventral inversion hypothesis. a, Geoffroy Saint-Hilaire’s dissected lobster. In this dissection, the animal is
presented in the orientation opposite to the orientation that it would normally have with respect to the ground. The central nervous
system (cns) is at the top and is traversed by the mouth (mo). Below this is the digestive tract with the stomach (s), liver (li), and
intestine (in). Below the gut are the heart (he) and main blood vessels (bl). Muscles (mu) flank the CNS. In this orientation, the body
plan of the arthropods resembles that of the vertebrate. b, Inverted relationship of the annelid and vertebrate body plans; only the
mouth changes position with inversion, making a new opening in the chordate lineage. m, mouth; n, nerve cord; nc, notochord (only in
chordates); s, stomodeum (secondary mouth); x, brain. Arrows show direction of blood flow. a, Reprinted by permission from
Macmillan Publishers Ltd: Nature (De Robertis, E. M. and Sasai, Y. 1996. A common plan for dorsoventral patterning in Bilateria.
Nature 380, 37 40), copyright (1996). b, Modified textbook diagram; see, for example, Romer and Parsons (1977).

of the main body system of the lobster resembled
that of a mammal (see Figure 2). One objection
readily raised against such an attempt to link arthro-
pods and vertebrates was that the nervous system in
arthropods was nevertheless found on the ventral
side, whereas in vertebrates it was located on the
dorsal side. Geoffroy’s solution to this problem was
that the definitions of dorsal and ventral were purely
arbitrary, because they were based solely on the
orientation of the animal to the sun. If it was
assumed that the arthropod walked with its ventral
side rather than its dorsal side toward the sun, then
all of the organs of the arthropod would have the
same topological arrangement as the organs of
vertebrates.

As expected, Cuvier rejected such interpretations.
For him, animals shared similar basic plans only
because they carried out a similar combination of
interrelated functions. Because the fundamental
plan was completely different in each embranche-
ment, there were no and could be no transitional
forms leading from one embranchement to the next.
Moreover, no one had ever observed the transforma-
tion of one species into another. The differences
between the scientific approaches of Geoffroy and
Cuvier came to a head when two young naturalists,
Meyranx and Laurencet, submitted to the academy a
comparison of the anatomy of vertebrates and cepha-
lopods (squids, cuttlefish, and octopi), claiming that
they were based on the same basic structural plan.
Geoffroy, who was chosen by the academy to review

the paper, enthusiastically adopted this claim as
proof of his unity of composition shared by all ani-
mals. Cuvier could not reconcile this with the results
of his careful anatomical research, and in the ensuing
debates, he showed convincingly that many of
Geoffroy’s supposed examples of unity of structure
were not accurate; the similarities between verte-
brates and cephalopods were contrived and
superficial. As an immediate consequence, the results
of Meyranx and Laurencet never went to press (for
details, see Appel, 1987).

3.2.2 From Unity of Composition to Unity of
Nervous Systems?

Although Cuvier was considered to have won the
1830 debates, Geoffroy’s philosophical anatomy
remained remarkably influential during the subse-
quent decades. A resolution of the conflicting ideas
was achieved, in part, by Darwin’s evolutionary
theory in which structural homology became an
important criterion for establishing phylogenetic
relationships. Moreover, with the advent of mole-
cular developmental genetics, it has become clear
that homology is a concept that applies not only to
morphology, but also to genes and developmental
processes. Indeed, and rather unexpectedly, more
than 150 years after the famous debate, develop-
mental genetics has provided experimental
evidence for Geoffroy’s unity of composition and
specifically for his dorsoventral axis inversion
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hypothesis that appeared to be so convincingly
refuted by Cuvier.

The discovery that a common developmental
genetic program underlies dorsoventral axis forma-
tion in both insects and vertebrates was based on the
analysis of two sets of homologous genes that
encode morphogens in the model systems
Drosophila and Xenopus (Holley et al., 1995;
Schmidt et al., 1995; De Robertis and Sassai,
1996; Holley and Ferguson, 1997). The transform-
ing growth factor  (TGFJf) family member encoded
by the decapentaplegic (dpp) gene is expressed dor-
sally and promotes dorsal fate in Drosophila,
whereas its vertebrate orthologue Bone morphoge-
netic protein (Bmp4) is expressed ventrally and
promotes ventral fate in Xenopus. These morpho-
gens are antagonized by the secreted products of the
orthologous genes short gastrulation (sog) in
Drosophila and Chordin in Xenopus. Importantly,
the site of action where sog/Chordin expression
inhibits dpp/Bmp4 signaling corresponds in both
insects and vertebrates to the region of the dorso-
ventral body axis that gives rise to the embryonic
neuroectoderm from which the nervous system
derives (see below).

These results provide strong evidence that the
molecular interactions that occur on the ventral
side of insects are homologous (in Geoffroy’s
sense, analogous) to those that occur on the dorsal
side of vertebrates — an observation that revitalizes
Geoffroy’s initial proposition of the unity of com-
position between arthropods and mammals and
supports the hypothesis of a dorsoventral inversion
of their body axes during the course of evolution
(Arendt and Niibler-Jung, 1994). Moreover, these
results also provide strong evidence that the mole-
cular interactions that lead to the formation of the
ventral CNS in insects are homologous to those that
lead to the formation of the dorsal CNS in verte-
brates, indicating a dorsoventral body axis inversion
as the most parsimonious explanation for the dor-
soventrally inverted topology of the CNS that
characterizes Gastroneuralia versus Notoneuralia.

Comparable molecular genetic studies on other
sets of homologous genes in various model systems
ranging from annelids and arthropods to mammals
are providing further evidence that Geoffroy’s unity
of composition might be the result of a developmen-
tal construction plan that is shared by all bilaterian
animals. Thus, evolutionarily conserved develop-
mental control genes act not only in dorsoventral
axis specification but also in anteroposterior axis
formation, segmentation, neurogenesis, axogenesis,
and eye/photoreceptor cell development through
comparable molecular mechanisms that appear to

be conserved throughout most of the animal king-
dom. The implications of these findings are far-
reaching. They suggest that, although diverse in
their mode of development and adult morphology,
bilateral animals derived by descent from a common
ancestor, the Urbilateria, which may already have
evolved a rather complex body plan (De Robertis
and Sasai, 1996). Accordingly, the urbilaterian ner-
vous system may already have evolved structural
features that prefigured elements of the nervous
systems of the descendent bilaterian animals. If this
were indeed the case, then the ventrally located
arthropod nervous system may be homologous to
the dorsally located chordate nervous system; the
insect brain may be composed of structural units
homologous to those of the vertebrate brain; the
visual system of a fly may be homologous to the
visual system of a mammal. The plausibility of this
scenario is particularly evident with regard to the
conserved mechanisms of anteroposterior and dor-
soventral patterning of the nervous system that
operate in insects and vertebrates.

3.3 Conserved Mechanisms for
Anteroposterior Patterning of the CNS

3.3.1 Hox Genes Are Involved in the Regional
Specification of Neuronal Identity

Along the anteroposterior axis, the insect and verte-
brate  neuroectoderm is  subdivided into
compartment-like regions, each of which expresses
a specific combination of conserved developmental
control genes. In both animal groups, regions of the
posterior brain and the nerve cord are specified by
the expression and action of homeodomain tran-
scription factors encoded by the Hox genes (see
Figure 3). Hox genes were first identified in
Drosophila and Hox gene orthologues have subse-
quently been found in all other bilaterian animals,
including mammals. During embryonic develop-
ment, these developmental control genes are
involved in anteroposterior patterning of features
such as the morphology of segments in Drosophila
or the morphology of axial mesoderm derivatives
in mammals. Hox genes generally respect the
co-linearity rule: they are expressed along the body
axis in the same order as they are found clustered on
the chromosome. Their role in anteroposterior
regionalization may have evolved early in metazoan
history (Carroll, 1995).

In both invertebrates and vertebrates, Hox gene
expression is especially prominent in the developing
CNS, and the nervous system may be the most
ancestral site of Hox gene action. In animal taxa
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Figure 3 Conserved anteroposterior order of gene expression in embryonic brain development. Schematic diagram of Hox and
otd/Otx gene expression patterns in the developing CNS of Drosophila and mouse. Expression domains are color-coded. (Top) Gene
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diagonally striped bar to denote the pb expression domain. (Bottom) Gene expression in embryonic day 9.5 12.5 mouse CNS.
Borders of the telencephalon (T), diencephalon (D), mesencephalon (M), and rhombomeres are indicated by vertical lines.
Reproduced from Hirth, F. and Reichert, H. 1999. Conserved genetic programs in insect and mammalian brain development.
Bioessays 21, 677 684, with permission from John Wiley & Sons, Inc.

investigated thus far, such as planarians (Orii et al.,
1999), nematodes (Kenyon et al., 1997), annelids
(Kourakis et al., 1997; Irvine and Martindale,
2000), mollusks (Lee et al., 2003), arthropods
(Hirth and Reichert, 1999; Hughes and Kaufman,
2002), urochordates (Ikuta et al., 2004), cephalo-
chordates (Wada et al., 1999), hemichordates
(Lowe et al., 2003), and vertebrates including
zebra fish, chicken, mouse, and human (Lumsden
and Krumlauf, 1996; Vieille-Grosjean et al., 1997,
Carpenter, 2002; Moens and Prince, 2002), the Hox
gene expression patterns in the developing CNS
consist of an ordered set of domains that have a
remarkably similar anteroposterior arrangement
along the neuraxis.

The function of Hox genes in CNS development has
been studied through loss- and gain-of-function
experiments primarily in Drosophila, zebra fish,
chicken, and mouse. In Drosophila, loss-of-function
studies have shown that Hox genes are required for
the specification of regionalized neuronal identity in
the posterior brain (Hirth ez al., 1998). Comparable
results have been obtained through loss-of-function
studies in vertebrates, where Hox genes are involved
in specifying the rhombomeres of the developing hind-
brain. For example, in the murine Hoxb1 mutant,
rhombomere 4 (r4) is partially transformed to r2
identity (Studer et al., 1996), whereas in Hoxal / ;

Hoxb1 ' double mutants, a region corresponding to
r4 is formed, but r4-specific neuronal markers fail to
be activated, indicating the lack of neuronal identity
of the remaining territory between r3 and r5 (Studer
et al., 1998; Gavalas et al., 1998). This suggests that
Hoxal and Hoxb1 act synergistically in the specifica-
tion of r4 neuronal identity — a mode of action
remarkably similar to that of their fly orthologue,
labial, in specifying segmental neuronal identity dur-
ing Drosophbila brain development (Figure 4).

This evolutionarily conserved Hox gene action is
underscored by experiments that show that even
cis-regulatory regions driving the specific spatiotem-
poral expression of Hox genes appear to operate in a
conserved manner in insects and vertebrates. Thus,
the enhancer region of the human Hoxb4 gene, an
orthologue of Drosophila Deformed, can function
within Drosophila to activate gene expression in a
Deformed-specific pattern, whereas the enhancer
region of Drosophila Deformed activates Hoxb4-
specific expression in the mouse hindbrain
(Malicki et al., 1992). Similar results have been
obtained for Hox1 orthologues (Popperl et al.,
19935), suggesting that the expression, function,
and regulation of Hox genes in the specification
of segmental neuronal identity during CNS
development may be an ancestral feature of this
gene family.
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Figure 4 Comparable brain phenotypes in lab/Hox1 loss-of-function mutants in Drosophila and mouse. (Left) Simplified scheme of
the deutocerebral (b2), tritocerebral (b3), and mandibular (s1) neuromeres of the Drosophila brain. In the wild type (wt) cells in the
posterior tritocerebrum express lab (blue) and also express the neuron-specific marker ELAV and the cell adhesion molecule Fasll. In
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marker ELAV and the cell adhesion molecule Fasll, indicating a total loss of neuronal identity. Axons from other parts of the brain avoid
the mutant domain. (Right) Simplified scheme of rhombomeres r1 r5 of the mouse hindbrain. In the wild type (wt) cells in r4 co-express
Hoxa1 and Hoxb1 and also express the r4-specific marker EphA2. In the Hoxa? / ; Hoxb1 ’  double homozygous mutant, cells in r4
are present but the r4-specific marker EphA2 fails to be activated in r4, indicating the presence of a territory between r3 and r5 with an
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scarce and exit randomly from the neural tube. Reproduced from Hirth, F. and Reichert, H. 1999. Conserved genetic programs in insect
and mammalian brain development. Bioessays 21, 677 684, with permission from John Wiley & Sons, Inc.

3.3.2 Cephalic Gap Genes in Regionalization of
the Anterior Brain: The otd/Otx Genes

In none of the animal species investigated to date are
Hox genes expressed in the most anterior regions of
the developing CNS. This suggests that the develop-
ing CNS is subdivided into a posterior Hox region
and a more anterior non-Hox region. In both inver-
tebrates and vertebrates, the non-Hox region of the
anterior brain is characterized by the expression
and action of the cephalic gap genes tailless
(¢Il)/ Tlx, orthodenticle (otd)/Otx, and empty spiracles
(ems)/Emx (Arendt and Nubler-Jung, 1996). The most
prominent example of cephalic gap genes acting in
brain development is that of the ozd/Otx genes. As is
the case of the Hox genes, the CNS-specific expression
of the otd/Otx genes is conserved throughout most of
the animal kingdom.

otd/Otx genes are expressed in the anterior part of
the developing nervous system in planarians
(Umesono et al., 1999), nematodes (Lanjuin et al.,
2003), annelids (Bruce and Shankland, 1998; Arendt
et al., 2001), mollusks (Nederbragt et al., 2002),
arthropods (Hirth and Reichert, 1999; Schroder,
2003), urochordates (Wada et al., 1998), cephalo-
chordates (Tomsa and Langeland, 1999),
hemichordates (Lowe et al., 2003), and vertebrates
(Acampora et al., 2001b; Schilling and Knight, 2001).

Functional studies, carried out primarily in
Drosophila and mouse, have shown that otd/Oix
gene activity is essential for the formation of the
anterior neuroectoderm. In Drosophila, otd is

expressed in the developing brain throughout most
of the protocerebrum and adjacent deutocerebrum.
In otd mutants, the protocerebrum is deleted due to
defective neuroectoderm specification and the sub-
sequent failure of neuroblast formation (Hirth et al.,
1995; Younossi-Hartenstein et al., 1997). Loss-of-
function analyses for Otx genes carried out in the
mouse show that these genes are also critically
required at different stages in the development of
the anterior brain. O#x2 null mice are early embryo-
nic lethal and lack the rostral neuroectoderm that is
normally fated to become the forebrain, midbrain,
and rostral hindbrain due to an impairment in early
specification of the anterior neuroectoderm by the
visceral endoderm. O#x1 null mice show sponta-
neous epileptic seizures and abnormalities affecting
the telencephalic dorsal cortex and the mesencepha-
lon, as well as parts of the cerebellum and certain
components of the acoustic and visual sense organs
(Acampora et al., 2001b).

These essential roles of the otd/Otx genes in ante-
rior brain development of insects and vertebrates
suggest an evolutionary conservation of otd/Otx
genes in embryonic brain development that extends
beyond gene structure to patterned expression and
function (Figure 5). A direct experimental demon-
stration of this functional conservation has been
carried out in genetic cross-phylum rescue experi-
ments. Thus, human Oi#x transgenes have been
expressed in Drosophila otd mutants (Leuzinger
et al., 1998) and, conversely, the murine O#x1 and
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Figure5 Conserved expression and function of the ofd/Otx2 genes in embryonic brain development. Schematic diagram of otd and
Otx2 gene expression patterns and otd and Otx2 mutant phenotypes in the developing CNS of Drosophila and mouse. (Top) otd gene
expression in the wild type (wt) and brain phenotype of otd null mutant in embryonic stage 14 Drosophila CNS. Borders of the
protocerebral (b1), deutocerebral (b2), tritocerebral (b3), mandibular (s1), maxillary (s2), labial (s3), and some of the ventral nerve
cord neuromeres are indicated by vertical lines. (Bottom) Otx2 gene expression in the wild type (wt) and brain phenotype of Otx2
homozygous null mutant in embryonic day 12.5 mouse CNS. Borders of the telencephalon (T), diencephalon (D), mesencephalon
(M), and rhombomeres are indicated by vertical lines. Reproduced from Hirth, F. and Reichert, H. 1999. Conserved genetic programs
in insect and mammalian brain development. Bioessays 21, 677 684, with permission from John Wiley & Sons, Inc.

Otx2 genes have been replaced with the Drosophila
otd gene in the mouse (Acampora et al., 1998a,
2001b). Intriguingly, despite the obvious anatomi-
cal differences between mammalian and Drosophila
brains, the human O#x1 and O#x2 genes comple-
mented the brain defects in otd mutant Drosophila
and, similarly, the // Drosophila otd gene was able
to rescue most of the CNS defects of Ozx1  and
Otx2 mutant mice (Acampora et al., 1998a,
1998b, 2001a; Leuzinger et al., 1998).

3.3.3 A Tripartite Organization of the Insect and
Chordate Brain?

The conserved expression and function of otd/Otx
and Hox genes suggest that invertebrate and verte-
brate brains are all characterized by a rostral region
specified by genes of the 0td/Oi#x family and a cau-
dal region specified by genes of the Hox family.
However, in ascidians and vertebrates, a Pax2/5/8
expression domain is located between the anterior
Otx and the posterior Hox expression regions of the
embryonic brain (Holland and Holland, 1999;
Wada and Satoh, 2001). In vertebrate brain devel-
opment, this Pax2/5/8 expression domain is an early
marker for the isthmic organizer positioned at the
midbrain-hindbrain boundary (MHB), which con-
trols the development of the midbrain and the
anterior hindbrain (Liu and Joyner, 2001; Rhinn
and Brand, 2001; Wurst and Bally-Cuif, 2001).
The central role of this MHB region in brain devel-
opment together with the conserved expression
patterns of Pax2/5/8 genes in this region have led
to the proposal that a fundamental characteristic of
the ancestral chordate brain was its tripartite

organization characterized by Otx, Pax2/5/8, and
Hox gene expressing regions (Wada et al., 1998).

An analysis of brain development in Drosophila
has uncovered similarities in the expression and func-
tion of the orthologous genes that pattern the
vertebrate MHB region (Hirth et al., 2003). Thus, a
Pax2/5/8 expressing domain was found to be located
between the anterior 0td/Otx expressing region and
the posterior Hox expressing region in the embryonic
brain. In Drosophbila, as in vertebrates, this Pax2/5/8
expressing domain is positioned at the interface
between the 0td/Otx2 expression domain and a pos-
teriorly  abutting  unplugged/Gbx2  expression
domain. Moreover, inactivation of otd/Otx or of
unplugged/Gbx2 results in comparable effects on
mispositioning or loss of brain-specific expression
domains of orthologous genes in both embryonic
brain types. These developmental genetic similarities
indicate that the tripartite ground plan, which char-
acterizes the developing vertebrate brain, is also at the
basis of the developing insect brain (Figure 6). This, in
turn, has led to the suggestion that a corresponding,
evolutionarily conserved, tripartite organization also
characterized the brain of the last common ancestor
of insects and chordates (Hirth et al., 2003).

3.4 Conserved Mechanisms for
Dorsoventral Patterning of the CNS

3.4.1 Antagonistic Activity of Dpp/BMP-4 and
sog/Chordin

As briefly mentioned above, among the significant
molecular control elements involved in the embryo-
nic establishment of the dorsoventral body axis are
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signaling molecules of the TGFp family such as Dpp,
studied most extensively in Drosophila, and BMP-4,
one of the vertebrate homologues of Dpp (De
Robertis and Sasai, 1996). These proteins establish
dorsoventral polarity in the insect embryo and in the
vertebrate embryo. In both cases, they are restricted
in their spatial activity by antagonistically acting
extracellular signaling proteins. These antagonists
are Sog in Drosophila and its homologue Chordin
in vertebrates. The two groups of interacting signal-
ing molecules, Dpp/BMP-4 and Sog/Chordin, act
from opposing dorsoventral poles in both insects
and vertebrate embryos (Holley et al., 1995).
Remarkably, in Drosophila, Dpp exerts its activity
on dorsal cells and Sog on ventral cells, whereas in
vertebrates BMP-4 acts on ventral cells and Chordin
activity is found in dorsal cells. In both cases, it is the
region of the embryo that attains neurogenic poten-
tial and forms neuroectoderm in which Sog/Chordin
is expressed and inhibits the action of invading Dpp/
BMP-4 signals.

Thus, despite the morphological differences
between embryos of the two species, the
Sog/Chordin gene is expressed on the side from
which the CNS arises, whereas the dpp/Bmp-4 gene
is expressed on the opposite side of the embryo where
it promotes ectoderm formation. This functional
conservation of the Sog/Chordin and the Dpp/BMP-
4 morphogens suggests an evolutionarily conserved,

homologous mechanism of dorsoventral patterning.
This suggestion is further substantiated by experi-
mental studies showing that injection of Chordin
RNA (from Xenopus) promotes ventralization of
cell fates in Drosophila embryos, including the for-
mation of ectopic patches of CNS. Correspondingly,
injection of sog RNA (from Drosophila) causes
dorsal development in Xenopus, including the for-
mation of notochord and CNS (Holley et al., 1995;
Schmidt et al., 1995). Thus, the function of sog/
Chordin is reversed in insects and vertebrates; in
both cases, injection of the gene product promotes
the development of the side of the embryo that con-
tains the CNS: dorsal in vertebrates, ventral in
insects. This pervasive equivalence of gene structure
and function points to an essential role of Sog/
Chordin and Dpp/BMP-4 in CNS induction/
specification in insects and vertebrates, irrespective
of the location along the dorsoventral axis at which
the CNS forms (Figure 7).

3.4.2 vnd/Nkx, ind/Gsh, and msh/Msx:
Specification of Longitudinal Columns

Beyond the mechanisms of early neuroectoderm
formation, a further set of genetic elements involved
in early dorsoventral patterning of the CNS appears
to be evolutionarily conserved (Cornell and Ohlen,
2000). These genetic regulatory elements are three
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sets of homeobox genes that control the formation
of columnar dorsoventral domains in the ventral
neuroectoderm of Drosophila; their homologues
may act in a similar fashion in dorsoventral pattern-
ing in the neural plate of vertebrates (Figure 7). In
Drosophila, the homeobox genes are ventral nerve
cord defective (vnd), intermediate nerve cord defec-
tive (ind), and muscle-specific homeobox (msh) and
they are expressed in longitudinal stripes along the
ventral (vnd), intermediate (ind), and dorsal (msh)
columns in the neuroectoderm (Isshiki et al., 1997,
McDonald et al., 1998; Chu et al., 1998; Weiss
et al., 1998). In each column, expression of the
appropriate homeobox gene is required for neuro-
blast formation and for specification of columnar
identity. Comparable expression patterns have been
reported for the beetle Tribolium (Wheeler et al.,
2005).

In vertebrates, homologues of the Drosophila
columnar genes that belong to the Nkx (vnd), Gsh
(ind), and Msx (msh) gene families have been iden-
tified. These genes are expressed in columnar
domains in the neural plate and neural tube of the
embryonic CNS. (Invagination of the vertebrate
neural plate to form the neural tube results in trans-
location of the lateromedial position into the
dorsoventral position.) In vertebrates, several Nkx

family members are expressed in ventral regions of
the neural tube and at least one of these is expressed
earlier in the corresponding medial region of the
neural plate (Qiu ef al., 1998; Pera and Kessel,
1998; Pabst et al., 1998; Shimamura et al., 1995).
Similarly, expression of vertebrate Msx family mem-
bers is seen in the lateral neural plate, which later
forms the dorsal neural tube (Wang ef al., 1996).
Finally, vertebrate Gsh family genes are expressed at
dorsoventrally intermediate levels in the neural tube
(Valerius et al., 1995; Hsieh-Li et al., 1995).
Functional studies suggest that some of these genes
are involved in controlling regional identity along
the dorsoventral axis of the neural tube (Briscoe
et al., 1999; Sussel et al., 1999). These findings
indicate that in the developing CNS of insects and
vertebrates, the expression domains of columnar
genes in the neuroectoderm/neural plate are com-
parable (Figure 7). This, in turn, has led to the
proposal that the medial, intermediate, and lateral
neurogenic columns of the Drosophila embryonic
neuroectoderm correspond to the medial, intermedi-
ate, and lateral columns of the vertebrate neural
plate, albeit in dorsoventral inverted orientation
(D’Alessio and Frasch, 1996; Weiss et al., 1998).

3.4.3 The CNS Midline: Pattern Formation and
Axonal Guidance

In the nervous systems of bilaterians, specialized cells
located at the midline of the neuroectoderm play an
essential role in organizing the development of the
CNS (Tessier-Lavigne and Goodman, 1996;
Dickson, 2002). In insects and vertebrates, cells of
the CNS midline are known to represent inductive
centers for the regional patterning of the neuroecto-
derm. Moreover, the CNS midline represents an
important intermediate target where growing axons
either cross and project contralaterally or remain on
the same side of the body. The midline cells express at
their surface membrane-bound guidance molecules
and secrete diffusible factors that act as attractive or
repulsive guidance cues and guide growing axons
from a distance; under the influence of these mole-
cules, some axons avoid the midline, whereas others
grow toward it and cross it once.

The developmental control genes that specify
these midline cell populations appear to differ
between insects and vertebrates. In Drosophila, for-
mation of midline cells requires the specific
expression of the single-minded gene (Nambu
et al., 1990), whereas in vertebrates, the formation
of midline cells requires the specific expression of
HNF3beta (Ang and Rossant, 1994; Weinstein
et al., 1994). Also, the morphogens that mediate
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the inductive interactions of the midline cells differ
in vertebrates versus insects. In vertebrates, Sonic
hedgehog signaling from the floor plate exerts its
patterning function on the adjacent dorsal neuroec-
toderm (Ho and Scott, 2002), whereas in
Drosophila, EGF signaling exerts patterning on the
adjacent ventral neuroectoderm (Skeath, 1999).

In contrast, many aspects of midline cell-mediated
axon guidance are controlled by functionally and
evolutionarily conserved ligand—receptor systems
that include the Netrin, DCC, Slit, and Robo gene
families (Araujo and Tear, 2002; Kaprielian et al.,
2001). Homologous Netrin genes encode soluble
attractor molecules that are detected in the floor
plate and ventral neural tube of vertebrates as well
as in the midline glial cells of Drosophila and that
serve to guide commissural axons toward the midline.
In both cases, the Netrins are expressed at a time
when first commissural growth cones, which express
the homologous frazzled/DCC genes that encode
transmembrane receptors, are extending toward the
midline. Netrin mutant embryos exhibit defects in
commissural axon projections in mice and flies, indi-
cating similar functional roles of these attractants.
Moreover, in Drosophila as well as in vertebrates,
axonal projections away from the midline depend
on the presence at the midline of a repellent molecule,
which binds and interacts with axonal receptors. In
Drosophila, the midline repellent that expels commis-
sural axons and prevents them from recrossing is the
ligand Slit, which mediates its repulsive effects via
receptors of the Roundabout (Robo) family that are
dynamically expressed on commissural axons. In ver-
tebrates, three Slit homologues (Slit1, Slit2, and Slit3)
and three Robo homologues (Robol, Robo2, and
Rig-1) have been identified, with expression patterns
reminiscent of their Drosophila counterparts. The
vertebrate Slit genes are expressed in the floor plate
at the ventral midline of the spinal cord, and their
corresponding Robol and 2 receptors are expressed
by commissural axons. Studies indicate that verte-
brate commissural axons become insensitive to floor
plate attraction and sensitive to Slit-mediated repul-
sion after crossing the midline; this modulation of
repulsion at the midline is reminiscent of the situation
in the Drosophila CNS.

3.5 Evolutionary Origin of the CNS
3.5.1 Molecular Phylogeny: Several Possibilities

The similarities in anteroposterior and dorsoventral
patterning genes as well as their conserved relative
topological expression patterns and functional roles
implicate a common genetic program underlying

insect and mammalian nervous system development
(Hirth and Reichert, 1999; Arendt and Niubler-
Jung, 1999; Reichert and Simeone, 2001). This sug-
gests that orthologous genes were already involved
in neural specification in the insect and vertebrate
stem species, if not already in a common bilaterian
ancestor. Does this mean that the insect and chor-
date CNS are homologous structures and therefore
of monophyletic origin? Two alternative hypoth-
eses, which are not mutually exclusive, can be
envisaged. The first of these postulates that the
ancestral bilaterian nervous system was already cen-
tralized and had its development governed by
conserved genetic mechanisms that are still apparent
in extant insects and mammals (monophyletic origin
of the brain). The second hypothesis is that the
ancestral bilaterian nervous system was controlled
by conserved genetic mechanisms that still operate
in arthropods and vertebrates, but that centraliza-
tion of the nervous system occurred independently
in protostome and deuterostome lineages (polyphy-
letic origin of the brain).

Based on classical phylogeny, which places
acoelomates, such as platyhelminthes, and pseudo-
coelomates, such as nematodes, nearer to the base of
the Bilateria than the coelomate protostomes and
deuterostomes, the first hypothesis seems more
likely (Figure 8a). Since flatworms and nematodes
have a CNS with a brain and a ventral nerve cord, a
comparable centralized nervous system would be
likely to reflect the ancestral state for both
Protostomia and Deuterostomia, and indeed for all
Bilateria.

In this view, the evolutionary advance of centraliz-
ing the nervous system occurred only once. In
contrast, molecular phylogenetic analyses no longer
provide evidence that preferentially supports one of
the two hypotheses. According to studies based on
18S rRNA sequence comparisons, there are no longer
any living bilaterians that can be considered to be
evolutionary intermediates between the radially (or
biradially) symmetric animals and the bilaterally
symmetric ~ protostomes and  deuterostomes
(Figure 8b). Invertebrate lineages such as platyhel-
minthes and nematodes, which were considered to
be near the base of the bilaterian tree in classical
phylogeny, are now placed next to protostome
groups with highly complex body and brain mor-
phology such as mollusks and arthropods in the two
new protostome subgroupings, the lophotrochozo-
ans and ecdysozoans (Adoutte et al., 2000). Thus,
although neurons and nervous systems, which are
present in radiate cnidarians and ctenophores, appar-
ently existed before the origin of bilaterian animals,
the evolutionary origin of nervous system



44 Basic Nervous System “Types”: One or Many?

Vertebrates
Cephalochordates
Urochordates
Hemichordates
Echinoderms
Brachiopods
Bryozoans
Phoronids

O
-oJ8lneq

sajeloyd
-oydon

Sipunculans
Mollusks
Echiurians
Pogonophorans
Annelids
Onychophorans
Tardigrades
Arthropods
Gnathostomulids
Rotifers
Gastrotichs
Nematodes
Priapulids
Kinorhynchs
Platyhelminthes
Nemerteans
Entoprocts

Ctenophorans |
Cnidarians

|_Poriferans_

S8JBWO|20D

SBWO0)S0]0Id

SO]BWO0[909
-opnesd

S9]BWO|909

Plants
Fungi
(a)

euerelg

elelpey

Vertebrates
Cephalochordates
Urochordates
Hemichordates
Echinoderms

sawio)soiaineg

Bryozoans
Entoprocts
Platyhelminthes
Pogonophorans
Brachiopods
Phoronids
Nemerteans
Annelids
Echiurans
Mollusks
Sipunculans
Gnathostomulids
Rotifers

sueozoyooJsjoydo
elsle|lg

SOW0]S0}0id

Gastrotrichs
Nematodes
Priapulids
Kinorhynchs
Onychophorans
Tardigrades
Arthropods

[Ctenophorans |
[Cnidarians |
— | Poriferans o
Fungi
Plants

sue0z0sApog

(b)

Figure 8 Metazoan phylogenies. a, The traditional phylogeny based on morphology and embryology. b, The new molecule-based
phylogeny. Reproduced from Adoutte, A., Balavoine, G., Lartillot, N., Lespinet, O., Prud’homme, B., and de Rosa, R. 2000. The new
animal phylogeny: Reliability and implications. Proc. Natl. Acad. Sci. USA 97, 4453 4456. Copyright 2000 National Academy of

Sciences, USA, with permission.

centralization and brain formation cannot be
deduced from molecular phylogenetic data alone
(see Origin and Evolution of the First Nervous
System). This means that in terms of nervous system
organization of the last common ancestor of modern
bilateral animals, current molecular phylogeny is
compatible with a number of possibilities (see, for
example, Arendt and Nubler-Jung, 1997; Adoutte
et al., 2000; Gerhart, 2000; Shankland and Seaver,
2000; Meinhardt, 2002; Erwin and Davidson, 2002;
Holland, 2003; and references therein).

3.5.2 Do Specialized Gene Expression Patterns
Predict Specialized Brain Structures?

Since molecular phylogeny does not support
preferentially either of the two hypotheses for the
evolutionary origin of the CNS, we are left with the
molecular data provided by comparative develop-
mental genetic studies. Given the conserved
molecular patterning mechanisms, or at least the
conserved gene expression patterns, that character-
ize brain development in all bilaterians examined,

what inferences can be made about the evolution of
the CNS? The hypothesis of a monophyletic origin
of the CNS is underscored by the notion that spe-
cialized developmental patterning mechanisms and
patterned anatomical complexity evolved together
(Tautz, 2003). Since comparative developmental
genetics indicates that a complex set of conserved
and specialized anteroposterior and dorsoventral
patterning genes were operative in the nervous sys-
tem of the urbilaterian ancestor of protostomes and
deuterostomes, it is reasonable to assume that these
genes generated an urbilaterian nervous system that
also manifested complex anatomical specializations
along the anteroposterior and dorsoventral axes
(Hirth and Reichert, 1999; Arendt and Niibler-
Jung, 1999; Reichert and Simeone, 2001). Thus,
the conservation of expression and function of the
dorsoventral columnar genes, including their dorso-
ventral inversion, provides strong evidence for the
existence of an urbilaterian nervous system that was
already dorsoventrally regionalized. Moreover, the
observed dorsoventral inverted expression of these
genes in the CNS of insects versus vertebrates is
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precisely what would be predicted by the body axis
inversion hypothesis, which in turn is substantiated
by independent molecular evidence from gene
expression data on heart development and gastrula-
tion (e.g., Cripps and Olson, 2002; Arendt and
Niibler-Jung, 1997).

Alternative scenarios for the evolution of centra-
lized nervous systems in protostomes and
deuterostomes have been proposed in which the
CNSs occurred independently, after the split of the
two groups, and without a dorsoventral inversion
(reviewed in Gerhart, 2000; Holland, 2003; Lacalli,
2003). An implicit assumption of these proposals is
that the bilaterian ancestor did not exert a dorso-
ventrally centralized nervous system but instead
already had a structured map of patterning gene
expression, which was then independently used for
generating the CNS in different phyla. In the
Auricularia hypothesis originally put forward by
Garstang (1894; see also Nielsen, 1999), the evolu-
tionary origins of the chordate nervous system are
thought to be found in the ciliary bands of a deuter-
ostome dipleurula-type larval ancestor resembling
an echinoderm Awricularia larva. During the evolu-
tion of the chordate CNS, bilateral rows of cilia and
the associated nerves were said to have converged
through complex morphogenetic movements to the
dorsal midline and fused to form the neural tube.
Evidence for this view was found in comparative
anatomical studies between echinoderms (particu-
larly Awricularia larvae), hemichordates, and
urochordates, and data show that a number of
genes involved in chordate CNS development,
including SoxB3, Nkx2.1, and Otx, are expressed
in ciliary bands of larval hemichordates and/or echi-
noderms (Taguchi et al., 2002; Takacs et al., 2002;
Tagawa et al., 2001). Thus far, however, the ciliary
band derivatives have not been shown to give rise
to cells of the adult nervous system after metamor-
phosis. Furthermore, the Awricularia hypothesis
does not take into account the molecular genetic
similarities between the CNS of protostomes and
that of chordates.

A comparative study on an enteropneust
hemichordate has shown that the anteroposterior
expression pattern of a large number of genes,
which are involved in axial patterning of the
vertebrate and arthropod CNS, is conserved
in the apparently diffuse nervous system of
the enteropneust acorn worm. The body-encircling
basiepithelial nerve net of the directly developing
hemichordate Saccoglossus kowalevskii expresses a
complex set of regulatory genes in circumferential
networks (Lowe et al., 2003). Among these are
the orthologues of the otd/Oix, tll/Tlx, ems/Emx,

unpg/Gbx, dll/Dlx, Pax, En, Lim, Hox, and other
highly conserved gene families, which reveal an
anteroposterior order of domains that is remark-
ably similar to the insect and mammalian gene
expression patterns (Figure 9). Unfortunately,
almost nothing is known about the expression of
hemichordate dpp/BMP-4 and sog/Chd homolo-
gues and whether they might possess a neural/
antineural antagonism that could limit and/or con-
dense the nerve net into a CNS to one side of the
body. Only in the indirectly developing hemichor-
date Ptychodera flava has a BMP2/4 homologue
been described; however, no expression was
observed during embryogenesis, suggesting that it
is not involved in axis formation (Harada et al.,
2002). Moreover, little is currently known about
vnd/Nkx, ind/Gsh, and msh/Msx orthologous gene
expression and whether these genes might possess
any early dorsoventral patterning functions in
longitudinal column formation of the hemichor-
date nervous system. Thus far, only the
expression of a hemichordate Nkx2.1 homologue,
which is specifically expressed in a ventral sector
of the anterior ectoderm, is known (Lowe et al.,
2003).

Based on the gene expression studies in
Saccoglossus, Lowe and co-workers have proposed
that the nervous system of the deuterostome ances-
tor of hemichordates and chordates was also
organized in a diffuse, body-encircling, basiepithe-
lial nerve net (Lowe et al., 2003). According to
molecular phylogeny, this indicates that the bilater-
ian ancestor preceding protostomes and deutero-
stomes also possessed a  diffuse, body-
encircling, basiepithelial nerve net. Independent
centralization events in protostomes and deutero-
stomes without dorsoventral inversion could then
have resulted in anteroposteriorly oriented CNSs
with similar gene expression domains (Holland,
2003).

Alternatively, the diffuse nervous system of
Saccoglossus may represent the secondary loss of a
centralized nervous system. Like cnidarians and cte-
nophores, hemichordates exhibit only neuro-
epidermal fibers without organized ganglia,
brain, or other obvious specialized neural structures.
Indeed, most of the data of Lowe et al. (2003) are
equally compatible with a secondary reduction sce-
nario, in which the ancestor of the deuterostomes
would have had a centralized nervous system,
which was lost in the hemichordates due to their
peculiar lifestyle as sediment-burrowing worms.
Moreover, the apparently simple, nerve net-like ner-
vous system of hemichordates may display further
substructures, including CNS elements, as suggested
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Figure 9 Comparison of the neural gene domain maps of hemichordates, chordates, and Drosophila. In addition to individual
gene domains, the color gradient in each panel indicates general similarities of gene expression domains. a, Representation of
the general organizational features of the CNSs of chordates and arthropods and the diffuse nervous system of hemichordates
arranged on a phylogram. The compass indicates the axial orientation of each model. b, Representation of a dorsal view of a
vertebrate neural plate (see Rubenstein et al., 1998). p1/2, prosomeres 1 and 2; p3/4, prosomeres 3 and 4; p5/6, prosomeres 5
and 6; M, midbrain; r1/2, rhombomeres 1 and 2. The discontinuous domain represents the postanal territory of the nerve cord.
All 22 expression domains are shown. ¢, Drosophila late stage 12 embryo model with 14 expression domains shown (lateral
view, post-germ-band retraction, before head involution). All models are positioned with anterior to the left. d, The acorn worm
(lateral view), with its diffuse nervous system, is shown with a blue color gradient of expression in the ectoderm; the anterior
domains, the midlevel domains, the posterior domains, and the postanal territory are color matched to the anteroposterior
dimension of the chordate model. Reproduced from Lowe, C. J., Wu, M., Salic, A., et al. 2003. Anteroposterior patterning in

hemichordates and the origins of the chordate nervous system. Cell 113, 853 865, with permission from Elsevier.

by earlier neuroanatomical analyses: nerve fiber
tracts are formed in the epithelium, including major
ventral and dorsal tracts (Bullock, 1945; Knight-
Jones, 1952).

3.5.3 A Simple Nerve Net at the Base of Nervous
System Evolution?

There is some evidence that a basiepithelial,
noncentralized nerve net, perhaps comparable to
those found in extant hemichordates, may indeed
represent the basal evolutionary state from which
bilaterian nervous systems evolved. Basiepithelial
nervous systems exist in some gastroneuralians,
and the subepithelial nervous systems, as in
insects, often go through a basiepithelial state dur-
ing their development (Nielsen, 1995; Arendt and
Nibler-Jung, 1999). However, the question
remains of how such a simple nerve net condensed
into a centralized nervous system and when this

occurred in evolution. Paleontological evidence
can provide a reasonable estimate of when CNSs
were already formed in protostome and deuteros-
tome animals. A conservative estimate is a date of
530-540Mya in the early Cambrium, when a
complex variety of bilaterian forms representing
most of the modern major animal groups was
present (Grotzinger et al., 1995; Conway-Morris,
2000). These forms included arthropods such as
trilobites and early agnathan-like stem vertebrates
and the fossil record for both of these animal
forms indicates that they already had brains and
CNS with features typical for arthropods and ver-
tebrates (Fortey, 2000; Holland and Chen, 2001).
Thus, centralization of nervous systems must have
occurred earlier, probably after the split between
the cnidarians and the bilaterians, which is
thought to have occurred between 600 and
630Mya (Peterson et al., 2004). If this is the
case, then the cnidarian nervous system might be
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more informative of early CNS evolution in stem
Bilateria than that of hemichordates.

The basic organization of the nervous system in
cnidarians (and ctenophores) is that of a diffuse nerve
net that can also manifest centralized elements such
as nerve rings and ganglionic centers. Moreover,
many of the conserved developmental control genes
that operate in the insect and vertebrate nervous
system are also present in Cnidaria and thus at least
some of these differentiation gene batteries date to
the last common ancestor of cnidarians and bilater-
ians (Finnerty et al., 2004; Ball et al., 2004; Finnerty,
2003; Galliot, 2000). Among these are anterior and
posterior Hox genes, an asymmetrically expressed
dpp gene, and an Otx gene. However, the expression
patterns of these genes differ among cnidarian species
and are inconclusive as far as anteroposterior or
dorsoventral axis determination is concerned
(Yanze et al., 2001; Finnerty et al., 2004). For exam-
ple, the typical bilaterian head gene Otx is expressed
along the entire primary body axis in cnidarians. In
Hydra, the CnOtx gene is expressed at a low level in
the ectodermal epithelial cells of the body, during
early budding in the region of the parental body
column from which cells will migrate into the devel-
oping bud, and CnOtx is strongly upregulated during
reaggregation, in contrast to head or foot regenera-
tion where it is downregulated (Smith ez al., 1999). In
Podocoryne, the Otx gene displays two types of
expression: in the gonozooid polyp at every develop-
mental stage of the budding medusa and in the
mature medusa, restricted to the striated muscle
cells (Muller et al., 1999). These data suggest that
Otx is not involved in axis determination or head
specification in Hydra and Podocoryne. Thus,
ambiguous species-specific gene expression data in
cnidarians make comparisons between cnidarian
and bilateral nervous systems difficult and thus far
are inconclusive concerning CNS evolution.

3.6 Conclusions

Contemporary experimental studies analyzing the
expression and function of homologous genes in var-
ious animal model systems are reviving a
fundamental question raised more than 150 years
ago in the famous academic debate between Cuvier
and Geoffroy Saint-Hilaire: does a common Bauplan
underlie animal development, indicating homology
of structures such as the ventrally located insect and
the dorsally located chordate nervous system?
Comparisons of the expression, function, and regula-
tion of genes and genetic networks involved in
anteroposterior and dorsoventral patterning of the
insect and vertebrate nervous systems suggest that

orthologous genes were already involved in neural
specification in the insect and vertebrate stem species.
Thus, the pervasive equivalence of the Dpp/BMP-4
and sog/Chd antagonism in executing the distinction
between neural and non-neural, the wnd/Nkx,
ind/Gsh, and msh/Msx gene network involved in
early dorsoventral columnar patterning, the role of
the otd/Otx genes in anterior CNS regionalization,
and the action of Hox genes in the specification of
segmental neuronal identity are all conserved in both
insect and mammalian CNS development. This
strongly suggests that these molecular genetic
mechanisms were already apparent in an urbilaterian
ancestor and that the insect and vertebrate nervous
systems evolved from a common ancestral urbilater-
ian brain.

However, it is also conceivable that complex
gene expression characteristics pre-dated the
generation of morphological complexity in the
course of nervous system evolution. The analysis
of developmental control gene expression in a
hemichordate demonstrates that complex gene
expression patterns, comparable to those observed
in the CNS of insects and vertebrates, are compati-
ble with the existence of a diffuse basiepithelial
nerve net. Nevertheless, the hemichordate body
plan is clearly derived and its basiepithelial nerve
net may be the result of a secondary reduction or
loss of an ancestral CNS. Some of the developmental
control genes that operate in CNS development in
arthropods and chordates are also expressed during
cnidarian development. Although a diffuse, net-like
nervous system is apparent in Cnidaria, the ambig-
uous data on orthologous gene expression in these
animals impede any conclusive comparisons
between cnidarian and bilateral nervous systems.
The available data therefore suggest that only one
ancestral, albeit rather complex, nervous system
type was at the origin of bilaterian CNS evolution.
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Glossary

anterior class Hox
genes

basal Metazoa

Bilateria

Group of Hox genes that are
involved in the specification of
the anterior most part of the ante
roposterior  body  axis  of
bilaterians. The bilaterian Hox
cluster genes are believed to be
descended from an ancestral
ProtoHox cluster which included
four genes, the ancestor of the pre
sent day Hox classes (anterior,
group 3, central, and posterior).
Here used to refer to Porifera,
Cnidaria,  Ctenophora, and
Placozoa. Other authors include
the Platyhelminthes (flatworms).
A monophyletic  group  of
metazoan animals that is character
ized by bilateral symmetry.
Traditionally, this group includes
deuterostomes  (e.g., chordates,
echinoderms, and hemichordates),
and protostomes (e.g., arthoro
pods, nematodes, annelids, and
mollusks).

Coelenterata

deuterostome

effector cell/organ

Eumetazoa

excitable epithelia

Cnidaria and Ctenophora were
traditionally joined together as
Coelenterata based on the
presence of a single gastrovas

cular system serving both
nutrient  supply and gas
exchange.

A bilaterian animal whose mouth
forms embryonically as a second
ary opening, separate from
the blastopore. Deuterostomes
include chordates, hemichor
dates, and echinoderms.

Single cells or group of specialized
cells transducing external stimula
tion or neuronal signals into a
specific response like contraction,
secretion, bioluminescence, or
electricity.

A monophyletic group of animals
including all metazoans except
the phylum Porifera.

Epithelia which can conduct elec
trical signals over wide areas
without decrement.
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expressed sequence
tag (EST)

four domain Na*
channel

gap junctions

higher Metazoa

homologue

hypostome

low resistance
pathway

medusa

Medusozoa

mesenteries

mesogloea (also
known as mesoglea)

A nucleic acid sequence that is
derived from cDNA as part of
sequencing projects.

A single protein ion channel com
posed of four linked domains,
each of which consists of six trans
membrane segments. The whole
protein folds up into a channel
forming a pore that is selective
for Na® ions. The four domain
Na® channels are believed to
have evolved from structurally
similar Ca*" channels.

Membrane protein complexes
(connexons) that join the plasma
membranes of two neighboring
cells creating a communication
between the cytoplasm of the two
cells. This allows the exchange of
molecules and the direct propaga
tion of electrical signals.

We use these terms as a synonym
of Bilateria.

A gene related to a second gene by
descent from a common ancestral
DNA sequence. The term, homo
logue, may apply to the
relationship between genes sepa
rated by the event of speciation
(see orthologue) or to the rela
tionship between genes separated
by the event of genetic duplica
tion (see paralogue).

The terminal region of a polyp,
on which the mouth is situated.
A tract of multiple cells which are
cytoplasmically connected
through specialized pores in the
cell membranes allowing the fast
conduction of electrical signals.
Mobile form (jellyfish) of life his
tory in the cnidarian classes
Hydrozoa,  Scyphozoa, and
Cubozoa (Medusozoa).
Comprises three of the four cnidar
ian classes (Hydrozoa, Scyphozoa,
and Cubozoa), which produce a
sexually reproducing medusa (jel
lyfish) as part of the life cycle.
Longitudinal sheets of tissues that
extend radially from the body wall
of polyps into the body cavity.
The body layer between ectoderm
and endoderm in cnidarians, cte
nophores and acoelomates, which
is traditionally distinguished from
mesoderm on the basis of the for
mer being acellular and the latter
cellular.

myoepithelium

orthologue

pacemaker

paralogue

planula

polyp

posterior class Hox
gene

protomyocyte

protoneuron

protostome

Radiata

Siphonophora

statocyst

A single layered tissue of contrac
tile cells.

Orthologues are genes in different
species that evolved from a com
mon ancestral gene by speciation.
Orthologues often retain the
same function in the course of
evolution.

Single cell or group of cells (neu
ronal or  muscular) that
spontaneously drive rhythmic
activity in neighboring cells.
Paralogues are genes related by
duplication within a genome.
Paralogues may evolve new
functions.

The free swimming, ciliated larva
of a cnidarian.

The sessile form of life history in
cnidarians; for example, the
freshwater Hydra.

Group of Hox genes that is
involved in the specification of
the posterior part of the antero
posterior body axis of bilaterians.
The bilaterian Hox cluster genes
are believed to be descended from
an ancestral ProtoHox cluster
which included four genes, the
ancestor of the present day Hox
classes (anterior, group 3, cen
tral, and posterior).

An evolutionary antecedent of
muscle cells.

Term coined by Parker (1919) for
the type of nervous cell from
which modern ganglionic neu
rons evolved.

A Dbilaterian animal whose
mouth and anus develop embry
onically  from the same
invagination (the blastopore)
during embryogenesis.

Animals that are traditionally
considered to have radial symme
try. This group includes the
Ctenophora and the Cnidaria.
Cnidarian order of marine colo
nial hydrozoans.

The statocyst is a balance organ
and consists of a pouch lined with
sensory hairs, within which sits a
heavy granule called the statolith.
The sensory hair cells are con
nected by nerve fibers to the
animal’s nervous system. The
sensed motion of the statolith in
response to gravity allows the ani
mal to orientate itself.
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4.1 Introduction
4.1.1 Tracing Back the First Nervous System

By definition, the first nervous system evolved after
the evolutionary shift from unicellular to multicellu-
lar life forms. Complex, coordinated behavior
controlled by a primitive nervous system in early
metazoan animals must have conferred strong selec-
tive advantages and thus contributed significantly to
the evolutionary success of nervous systems within
metazoan animals. Ultimately, more advanced ner-
vous systems, including our own, evolved into the
most complex structures found in living matter. In
order to learn more about the origins of complex
nervous systems in highly evolved animal species,
research on the more simple nervous systems that
characterize basal metazoan phyla was initiated
more than two centuries ago. Then, as today, under-
standing the origin and early evolution of these simple
nervous systems may lead to more profound insight
into fundamental principles of development, organi-
zation, and function of modern nervous systems.

It is highly likely that the emergence of the first
nervous system predated the evolutionary diver-
gence of Bilateria and Radiata 600-630 Mya
(Peterson et al., 2004) given the fact that neurons
and nervous systems are present in both animal
groups. However, the independent evolution of the
Bilateria and Radiata during this long period of time
implies that most extant animals cannot be regarded
as primitive in terms of the organization of their
nervous systems. Moreover, for the Radiata, which
are generally considered to be basal eumetazoan
groups, the fossil record is poor and does not allow
reconstruction of fossil nervous systems (Chen et al.,
2002). Thus, in the quest to understand the origin of
the first nervous systems, it seems best to pursue a
comparative approach, in which the structure, func-
tion, and development of nervous systems in several
basal metazoan phyla are considered and compared
in terms of key molecular, cellular, and morpholo-
gical aspects.

In this review, we will begin by defining what
neurons and nervous systems are and then present
a current version of the phylogenetic relationships
that characterize the systematic groups that are rele-
vant for subsequent considerations. Following this,
we will give a brief historical overview of the ideas
concerning the origin and evolution of the first ner-
vous system. The main part of the review will then
present a detailed comparative analysis of nervous
systems in the basal metazoan phyla which may
have participated in the origin of the nervous sys-
tem. Here the main emphasis will be on Cnidaria,

but Porifera, Ctenophora, and Placozoa will also be
presented, and electrical conduction outside of the
animal kingdom will be considered. Finally, we will
discuss the implications of recent molecular genetic
findings on neurogenesis and axial patterning in
cnidarians and bilaterians for our current under-
standing of the origin of the first nervous system.

4.1.2 Definition of the Nervous System

All living cells respond to stimuli and engage in
signal processing. Thus, even in the absence of a
nervous system, reactions to external stimuli do
occur. In most metazoans however, a discrete subset
of specialized somatic cells form an interconnected
network, called the nervous system, in which multi-
ple sensory stimuli can be processed and conducted
to specific effector organs, achieving coordination
of complex behaviors. A useful general definition of
nervous systems has been given by Bullock and
Horridge (1965): “A nervous system is an organized
constellation of cells (neurons) specialized for the
repeated conduction of an excited state from recep-
tor sites or from other neurons to effectors or to
other neurons.” An additional aspect was put for-
ward by Passano (1963), who pointed out that the
ability to generate activity endogenously is as much
a part of the definition of a nervous system as is the
ability to respond to stimulation. It follows, from
these considerations, that connectivity, specializa-
tion for propagating an excited state, and
spontaneous generation of activity are important
anatomical and physiological criteria for a true ner-
vous system.

The functional units of nervous systems are
nerve cells or neurons, which are specialized for
the reception of stimuli, conduction of excitation,
and signal transmission to other cells. Neurons
appear in the most simple animals as specialized
conducting, secreting, and spontaneously active
cells within epithelia which themselves may show
sensory, conducting, and pacemaker features.
Given their role in conduction, a key point about
neurons is that they are elongated, which enables
them to transmit beyond their immediate neigh-
bors without exciting all the interspersed cells
(Horridge, 1968).

Some extant animals have a diffuse nerve net
representing either an ancestral organization or a
secondary loss of centralized structures as often
observed in parasitic or sedentary life forms. A
nerve net has been defined by Bullock and
Horridge (1965) as “a system of functionally
connected nerve cells and fibers anatomically
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dispersed through some considerable portion of an
animal and so arranged as to permit diffuse conduc-
tion of nervous excitation, that is, in relatively direct
paths between many points. The paths, as opposed
to indirect routing through a distant ganglion or
central structure, are multiple and confer a tolerance
of incomplete cuts.”

4.1.3 Basal Metazoan Phylogeny

A comparative approach to nervous system struc-
ture, function, and origin requires an understanding
of the phylogeny that underlies the animal groups
considered. It is now commonly agreed that all
metazoan phyla including Porifera have a monophy-
letic origin (reviewed in Miiller, 2001; Muller et al.,
2004). In this section the phylogenetic relationships
of major extant taxonomic groups at the stem of
bilaterian animals will be presented (Figure 1).
Choanoflagellata, which show a striking struc-
tural resemblance to the choanocytes found in
sponges, have been hypothesized to be the closest
relative to multicellular animals, and Porifera have
been proposed to derive from a colonial form of

choanoflagellates (James-Clark, 1867). Recent
molecular phylogenetic data provide further sup-
port for this hypothesis, indicating that

choanoflagellates are indeed more closely related
to animals than are fungi and, thus, form a mono-
phyletic sister group of metazoans (Medina et al.,
2001; Brooke and Holland, 2003).

Hexactinellida

Porifera represent the earliest known metazoan
phylum and consist of three major taxa:
Hexactinellida, Demospongiae, and Calcarea. The
molecular sequence analysis of key proteins from
these three poriferan classes, suggest that
Hexactinellida are the phylogenetically oldest
taxon, while Calcarea represent the class most clo-
sely related to higher metazoan phyla (Medina et al.,
2001; Miiller et al., 2004).

The relative positions of the potential sister
groups to the bilaterians, namely Cnidaria,
Ctenophora, and Placozoa are controversial.
Classically the Cnidaria and Ctenophora have been
grouped together as the sister group to bilaterians.
Together, they are also referred to as the Radiata
based on their radially symmetrical appearance (this
term may be inappropriate given that biradial and
even bilateral symmetry are also common among
these animals). On morphological and embryologi-
cal grounds, such as the presence of mesoderm as a
third germ layer, multiciliated cells or a simplified
through gut, Ctenophora have been suggested to be
the closest relative to Bilateria (Nielsen, 1997;
Martindale and Henry, 1999). However, recent
molecular phylogenetic analyses support the notion
that Cnidaria are more closely related to Bilateria
than are Ctenophora, and Cnidaria are therefore
often considered as the true sister group of
Bilateria (Collins, 1998; Kim et al., 1999; Medina
et al., 2001; Martindale et al., 2002). Within
Cnidaria recent molecular data based on ribosomal

Choanoflagellata

— Demospongiae (- Porifera
Calcarea
Ctenophora 3 3
o Anthozoa
Hydrozoa
Scyphozoa - > Radiata
Cnidaria > —
Gubozes / > Eumetazoa
Placozoa
] Protostomia
o Bilateria
Deuterostomia )

Figure 1 Phylogeny of metazoan animals at the stem of Bilateria. Choanoflagellata have been included as the closest unicellular
relatives to the metazoans. The phylogeny is based on widely accepted molecular data and the currently uncertain relationships
between the different sponge classes as well as among the potential bilaterian sister groups (Ctenophora, Cnidaria, and Placozoa)
have been left open. Terms used in the text for higher classification of animal phyla are indicated on the right-hand side.
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DNA sequence analysis and mitochondrial genome
organization are in agreement with the view that the
Anthozoa, which have only a polyp stage, are basal
to the other three classes, Hydrozoa, Scyphozoa,
and Cubozoa, which are characterized by an addi-
tional medusa stage in their life cycle (Medusozoa;
Petersen, 1979).

The Placozoa, represented by a single known spe-
cies, Trichoplax adhaerens, were long believed to be
cnidarians with a simple organization as the result
of secondary reduction (Bridge et al., 1995).
Analysis of molecular data, however, has shown
that Placozoa are not derived cnidarians (Ender
and Schierwater, 2003). Furthermore, Bilateria and
Placozoa may have a more recent common ancestor
than either does to Cnidaria (Collins, 2002).

The rapidly increasing amount of molecular data
from basal metazoans such as sponges, ctenophor-
ans, cnidarians, placozoans are expected to further
clarify the phylogenic relationships among these
groups in the coming years. A robust phylogeny
based on different sets of molecular data and,
importantly, including a large number of represent-
ing species for each taxonomic group will be
essential to understand early metazoan evolution
and, thus, gain more insight into the origin of the
first nervous system.

4.2 Historical Concepts and Theories
about the Evolutionary Origin of Nervous
Systems

4.2.1 The Elementary Nervous System

The cornerstone for studies of the evolution of ner-
vous systems at the cellular level was the application
of the cell theory (Schleiden, 1838; Schwann, 1839)
to the anatomical units of the nervous system in the
neuron doctrine which was put forward by Cajal,
Kolliker, Waldeyer, and others at the end of the
nineteenth century (reviewed in Shepherd, 1991).
Subsequently, with improved anatomical staining
methods, it became possible to specifically label
nervous structures in basal metazoan organisms.
With experimental access to the neurons and ner-
vous systems of basal metazoans, it became
conceivable to address the question of which cell
lineages originally gave rise to nerve cells and how
the first nervous system was organized at the cellular
level. Hypothetical considerations were initially
based on the conceptual model of an elementary
nervous system, defined as “a group of nerve cells
with the minimal number of specializations required
to perform the basic functions of nervous tissue”
(Lentz, 1968). However, Lentz pointed out that

this simplified conceptual approach does not neces-
sarily determine the actual characteristics of an
evolutionarily early, simple system.

Nerve cells are likely to have arisen in multicellu-
lar organisms from epithelial cells that turned out to
become able to transduce external information
(pressure, light, and chemicals) into chemical and
electric signals, and then transmit these signals to
neighboring cells (Mackie, 1970; Anderson, 1989).
Assuming an epithelial layer of equivalent cells, all
having the potential of receiving stimuli and produ-
cing some form of effector response, different
evolutionary theories on the origin of specialized
sensory cells, nerve cells, and muscle cells have
been proposed. In the following, a brief historical
overview of the most influential theories about the
evolution of the first nervous system will be given.

4.2.2 Proposals for the Evolution of the First
Nervous System

One of the earliest theories on the origin of the
nervous system was that of Kleinenberg (1872),
which he based on the discovery of ‘neuromuscular
cells’ in the freshwater hydrozoan Hydra. He
viewed this cell type as a combination of receptor,
conductor, and effector cell. The apical ends of the
described cells were exposed on the surface of the
epithelium and were believed to act as nervous
receptors. Their basal ends were drawn out into
muscular extensions and supposedly served as effec-
tors which received signals from the cell bodies.
Kleinenberg postulated that comparable ‘neuromus-
cular cells’ gave rise to nerve and muscle cells in the
course of evolution. In 1878 the Hertwig brothers
described sensory cells, ganglionic cells, and muscu-
lar cells in Cnidaria, and postulated that each
element was differentiated from a separate epithelial
cell but still in a physiologically interdependent way
(Hertwig and Hertwig, 1878). In contrast to this
notion, Claus (1878) and Chun (1880) suggested
that nerve and muscle cells arose independently
and became associated only secondarily.

The theory of the Hertwigs in which nerve and
muscle were thought to have evolved simulta-
neously was generally accepted until Parker’s
publication of The Elementary Nervous System in
1919. In this influential publication, Parker pro-
posed a succession of three major evolutionary
stages in the organization of the neuromuscular sys-
tem (Figure 2; Parker, 1919). In sponges, which
Parker considered as extant representatives of the
first evolutionary stage, muscle is present at the
absence of nerve cells. This stage is characterized
by the appearance of ‘independent effectors’ such
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Figure 2 Succession of three evolutionary stages of neuro-
muscular  organization according to Parker (1919).
a, Independent effectors. Single contractile effector cells sur-
rounded by epithelial cells are directly stimulated, which leads to
a response in the cell. b, Receptor effector system. Sensory
motor neurons directly conduct external stimuli to the underlying
muscle cells. In a more complex form, sensory motor neurons
can be interconnected among each other (dashed lines).
c, Nerve net. A second type of neuronal cell termed “proto-
neuron” by Parker intercalates between the sensory cells and
the muscle cells and forms a highly interconnected neuronal
network. Parker proposed that nerve cells of higher animals
had their origin in protoneurons. e, effector/muscle cell; p, pro-
toneuron; s, sensory cell; sm, sensory-motor neuron. Arrows
indicate the site of stimulation.

as the contractile cells of the oscula sphincters in
sponges, which respond directly to environmental
stimuli. Although sponges lack nerves, Parker
pointed out that they do have a slow type of con-
duction due to elementary protoplasmic
transmission, and he suggested that this ‘neuroid
transmission’ might be considered the forerunner
of nervous activity. The second stage of evolution
was postulated to be a receptor—effector system such
as that believed to exist “in the tentacles of many
cnidarians” (Parker, 1919). Receptors were thought
to arise from epithelial cells that were in close proxi-
mity to the already differentiated muscle cells and,
in its simplest form, directly connected to the sub-
jacent muscle cells. However, the separate existence
of this type of receptor—effector system has never

been directly observed and even Parker admitted
that this organizational level might frequently be
complicated by the fact that receptor cells not only
innervate muscle cells but are also interconnected
among each other. In the final stage of early nervous
system evolution, a third type of cell, termed
“protoneuron” by Parker, was intercalated between
the sensory and effector cells forming a true nerve
net. This stage was thought to be represented by the
nerve nets of extant Cnidaria, and Parker suggested
that nerve cells of higher animals were derived from
this third type of protoneuronal cell. In a nutshell,
Parker proposed that the first nervous system
evolved as a consequence of the selective advantage
obtained by coordinating independent effectors.

In the second half of the twentieth century, a
number of alternative theories for the evolutionary
origin of the nervous system were put forward.
Based on morphological and physiological studies
on sea anemone nerve nets, Pantin (1956) proposed
that nervous systems functioned from the beginning
to coordinate the behavior of the whole animal. He
argued that the nervous system did not evolve on the
basis of single cells, but rather originated as whole
networks innervating multicellular motor units.
Only later would specific conducting tracts have
become associated with specific reflexes in the
nerve net and given rise to the reflex arc, which
according to this view, is not primitive. Pantin’s
major objection to Parker’s theory was the lack of
evidence for the independent existence of a recep-
tor—effector system. Based on studies of Hydra and
scyphomedusae, Passano (1963) postulated that the
nervous system evolved from specialized pacemaker
cells whose function was to generate contractions
within groups of protomyocytes from which they
derived. In this view, nerve cells would have derived
from pacemaker cells, retaining rhythm generation
as their primary function, and only later becoming
specialized for conduction over long distances and
as sensory receptors. Grundfest (1959, 1965) postu-
lated that the ancestral neuron was derived from a
secretory cell that developed a conducting segment
between its receptive and secretory poles.
Accordingly, true neurons were originally formed
when the secretory activity became confined to the
terminations of the cells’ processes. Thus, this the-
ory is based on the notion that secretion is a
primitive feature of the nervous system (Figure 3).
A few years earlier, Haldane (1954) proposed that
signaling by means of neurotransmitters and hor-
mones had its origin in chemical signaling in
protists exemplified by the chemical signals involved
in the control of conjugation among different mat-
ing types in ciliates. Lentz (1968) noted that protists
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Figure 3 Cell signaling by diffuse secretion preceded synap-
tic innervation according to Grundfest (1959, 1965).
a, Ancestral state. Single cells secrete biologically active sub-
stances upon stimulation, which diffuse throughout the
epithelium and activate all surrounding effector cells.
b, Emergence of neurons. Upon stimulation, sensory neurons
specifically activate their target cells by local synaptic release
of neurotransmitters. e, effector cell; sc, secretory cell; sm,
sensory-motor neuron. Arrows indicate the site of stimulation,
(+) stands for an active state and ( ) for an inactive state of the
effector cell.

as well as many non-nervous cells have excitable and
conductile properties and, furthermore, that ‘neuro-
humors’ occur in protists, indicating that these
substances could have evolved before the appearance
of neurons. He therefore suggested “that the nerve
cell arose by the coupling of electrical activity with
secretion of biologically active substances so that a
chain of events in response to stimuli resulted in
alteration of effector activity.” In contrast to
Grundfest’s proposal that the ancestral neuron was
a secretory cell which developed specialized receptive
surfaces and a conductile intermediate component,
Lentz proposed t