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It would be very strange indeed to believe that everything in the living world is the product of evolution except one 
 thing –   the process of generating [genetic] variation!

Eva Jablonka und Marion J. Lamb

We have to remember that what we observe is not nature herself, but nature exposed to our method of questioning.

Werner Heisenberg

An insect is more complex than a star.

Martin Rees
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This book is dedicated to Olivia, Lemonia, Simon, and all future grandchildren. May their generations share 
nature’s deep wisdom in adapting life to its home on Earth.
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INTRODUCTION

The theory of evolution is advancing, over-
coming entrenched notions, and break-
ing new ground more than 160 years after 
Darwin’s seminal work on the evolution of all 
forms of life on earth. This book will guide 
the reader through a series of fascinating the-
oretical developments in the field.

As a reader, you will be introduced to the 
history of evolutionary theory and confronted 
with questions left unanswered by the stan-
dard synthetic theory, originally known as 
the Modern Synthesis. As you advance from one 
chapter to the next, you will visualize the 
essence of a new theory: the Extended Evolutionary 
Synthesis, which critically r e-e  valuates the 
basic assumptions of Modern Synthesis, includ-
ing its central focus on genetics, with random 
mutations as the only cause of phenotypic 
variation, and the narrowing of the scope of 
evolution to additive, minute changes. If you 
are of the opinion that genes are the sole car-
riers of heredity, your view will be shaken.

You will learn how evolutionary develop-
mental biology (  evo-  devo) determines the 
constructive mechanisms of embryonic devel-
opment that can provide for evolutionary 
changes at all biological levels. Evolutionary 
events acquire a new  appearance—  that of 
the inherent abilities of the embryo, which 

determines its own form and generates new 
variations. What are the consequences for the 
theory, that species shape their own environ-
ments, for example, beavers or termites with 
their constructions and birds with elaborate 
nests in which their young grow up? First 
and foremost, we humans are transform-
ing the earth. The transformation of nature 
by humankind determines our own evolu-
tion. Moreover, we direct our own evolution 
through medicine and  high-  tech, artificial 
intelligence, and robotics. This was not on 
the radar of evolutionary theory until now.

I wrote this book for biologists and nonbi-
ologists alike, students and adults, educators, 
and the curious. If you are interested in think-
ing outside the box and open to new ideas, 
then I invite you to dive into the modern sci-
ence of evolution. I will ( hopefully) present 
some challenging themes in an understand-
able manner and explain unavoidable techni-
cal terms. Important terms are also listed at 
the beginning of each chapter so that, if you 
wish, you can familiarize yourself with them 
a little in advance by looking them up in the 
glossary. Of course, some sections of the book 
deal with the concept of genetic interaction. 
Do not let this discourage you from read-
ing on; however, you are welcome to skip 
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forward a bit. I have also intentionally bro-
ken up the factual description in some places, 
where I bring my experiences into play or 
address you, the reader, in the text. These will 
serve as breathing spaces in your reading.

My own opinion on the state of the theory 
of evolution is subordinate. I will allow evo-
lutionary biologists from all over the world to 
speak to you. In the end, you will be able to 
formulate your own opinion about how evo-
lution proceeds from a 21st century perspec-
tive. Nevertheless, I hope to infect you with 
my enthusiasm for studying newly discov-
ered mechanisms of evolution! I witnessed 

the emergence of the  post-  Modern Synthesis, 
met and had discussions with the world’s 
leading researchers, and wrote a disserta-
tion on a truly breathtaking  evo-  devo topic. 
Are you familiar with how additional fingers 
arise? Darwin was not, and he struggled to 
understand the process. In this book, you will 
discover the origins of polydactyly and other 
biological phenomena. You will look at evo-
lution from a novel perspective, through the 
eyes of people of the 21st century.

AXEL LANGE 
Taufkirchen (Munich), Germany 

axel-lange@web.de

mailto:axel-lange@web.de
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CHApTER ONE

Darwin’s Millennium Theory and Bateson’s Counter Model

Charles Darwin was not the first to hypothe-
size that life on earth undergoes the processes 
of change. However, he was the first to intro-
duce a mechanism for evolutionary change, 
natural selection. He was also the first to use 
several empirical examples, particularly those 
of breeding animals. Initially ridiculed for his 
work, Darwin eventually gained widespread 
acclaim. At present, Darwin (  1809–  1882) is 
rightly considered one of the foremost think-
ers in human history. At present, 160 years 
have passed since the presentation of his 
seminal theory of the evolution of all life. 
Nevertheless, although one constantly reads 
or hears of new developments in the mod-
ern media regarding astronomy, genetics, 
or quantum physics, one tends to get the 
impression that no new developments have 
occurred in the theory of evolution since the 
convergence of Darwinism, Mendelism, and 
genetics. For the most part, only Darwin’s 
basic ideas of random mutation and natural 
selection are reproduced in the public sphere, 
seemingly indicating that his theory has not 
developed significantly since. However, this 
book aims to show that nothing could be fur-
ther from the truth.

Important technical terms in this chap-
ter ( see glossary): Adaptation, continuous and 
discontinuous variation, fitness, gene, gradu-
alism, natural selection, phenotype, saltation-
ism, Survival of the Fittest, and Weismann 
barrier.

1.1   CHARLES DARWIN’S THEORY 
AND ITS SIGNIFICANCE

Darwin’s famous book On the Origin of Species 
by Means of Natural Selection was sold out a mere 
one day after its publication in 1859. His sub-
sequent book, The Descent of Man, and Selection in 
Relation to Sex ( Darwin 1871), was published 
12 years later and received little acclaim. The 
man who derived our descent from the com-
mon origins of life with the apes was mocked 
for his ideas.

Darwin’s magnum opus is a long and tedious 
read. Likely, few who write about evolution-
ary theory have read the book in its entirety. 
The reader literally feels the author’s effort to 
set his hypothesis of natural selection on sta-
ble ground. For this purpose, he uses breed-
ing animals, pigeons, dogs, cats, and ducks. 
By their example, he shows impressively how 
man succeeds in generating species varia-
tion via artificial selection. After illustrating 
the principle of artificial selection by man, 
Darwin turns to the process known univer-
sally as natural selection. Nature selects without 
the intervention of man or any other entity. 
The discovery of natural selection is thus the 
central mechanism of evolution and can be 
considered the center of Darwin’s theory of 
evolution. We therefore address his theory as 
the selection theory. This book takes a critical 
approach to selection theory and its mode of 
operation.

https://doi.org/10.1201/9781003341413-1


2 EXTENDING THE EVOLUTIONARY SYNTHESIS

However, the extent of Darwin’s discover-
ies did not end there. Let us, therefore, briefly 
and sequentially consider the central theses of 
his theory. We will condense the 490 pages 
of the first edition of 1859 to a single page. It 
is not necessary to read a book that describes 
Darwin comprehensively ( there are already 
quite a few of those) to discuss a few additions 
and unanswered questions that remain at the 
end. Rather, it is instructive to discuss how 
Darwin’s theory and, above all, the theory of 
his successors—  today’s standard theory—  can 
be extended by important arguments while 
overcoming the basic assumptions.

  

1.1.1   At Least Three Theories in One

To summarize, Darwin observed ( or extended 
the observation of earlier researchers) that 
many species possess great fecundity; how-
ever, concurrent with a limited food supply, 
their population sizes do not explode, instead 
remain stable over time. His first theoreti-
cal conclusion was that competition among 
individuals in a population must occur to 
maintain their existence. Before Darwin, oth-
ers had spoken of struggles between different 
species but not of those between individu-
als within a species. For example, Darwin’s 
friend, the geologist Charles Lyell, imagined 
that species not only become extinct but also 
displace each other. Accordingly, one spe-
cies could gain space only at the expense of 
another. Equilibria in nature varied unstably 
in this way.

Darwin extended the analysis astutely as 
follows. There are innumerable individual 
differences in a population, and no two 
individuals are identical. Such individual 
differences—  variations, as he called them—
 are both hereditary and small. They accumu-
late slowly in small increments over many 
generations to form larger, visible varia-
tions. This is how, for example, the highly 
diverse limb shapes of vertebrates evolved. 
In this context, we speak of  gradualism—  an 
important term that we will revisit frequently 

   

in subsequent chapters and that has been 
instrumental in the modern criticism of 
evolutionary theory. Darwin’s second cen-
tral theoretical conclusion was drawn from 
the following observations: a natural selec-
tion process exists for all species because of 
their high fecundity. The survival of individ-
ual members of a species, according to this 
process of natural selection, depends on the 
variations they inherit.

Finally, Darwin’s third core theoretical 
statement was that natural selection leads to 
an increased proportion of offspring of the 
best adapted member of a species in subse-
quent generations. This is the famous concept 
Survival of the Fittest, as he later called it. If the 
thesis holds true that individuals of a species 
struggle to exist, then it also holds true that favor-
able modifications tend to persist and unfa-
vorable ones tend to disappear. Fitness is then 
the ability to pass on one’s own advantageous 
traits to subsequent generations and, more-
over, to do so under the particular living con-
ditions of a population, not absolutely. These 
are Darwin’s discoveries. There are others by 
him.

According to this theory, the complex 
structure and functionality of living things 
are solely a result of natural processes. Natural 
selection alone is the lever, the mechanism or 
process that determines evolutionary events 
on earth. This was the “ bombshell” that 
Darwin detonated. Later, he added sexual 
selection as a complementary factor or a sub-
type of natural selection, a captivating topic 
in its own right. Imagine, for example, the 
magnificent birds of paradise. For our pur-
poses, however, sexual selection is not a fore-
most concern (  Figure 1.1).

Of course, Darwin’s work leaves some 
essential questions unanswered. We may stip-
ulate that his book contains two large gaps, 
which drew attention very early. We miss the 
how of heredity and the whence of variation. Of 
course, Darwin gave much thought to hered-
ity. However, his theory was contradictory 
and, ultimately, incorrect. The mechanisms 
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 Figure 1.1   Show-  off fish. Darwin was intensely focused on breeding when he developed his theory. From 
artificial selection, he deduced the effect of natural selection. Here is a magnificent specimen of a molly 
(Poecilica sphenops). The exceptionally enlarged caudal and dorsal fins are produced in today’s breeding popu-
lations by natural spontaneous mutations and  human-  induced outcrossing. In wild populations, the tail 
has a constant, adapted size and shape due to strong natural selective forces acting on its function as the 
main propulsive fin. An exception are the males of the related swordtail (Xiphophorus hellerii), which Darwin 
already described. In the aquarium, where natural selection is absent, sexual selection can have a stronger 
effect. T hus—  as in the p icture—  striking secondary sexual characteristics may develop in a male and be well 
received by females.

of heredity were finally addressed and elu-
cidated by Gregor Mendel and other early 
geneticists. Darwin, however, gave no expla-
nation of why or how variations arise at all. 
The questions and the answers to them will 
run like a thread through this book.

1.1.2   The Relationship of All Life

From Darwin’s groundbreaking view, it is 
unequivocal that all species are related to one 
another by virtue of descent with modification. All 
species have a history of descent. These lin-
eages permit a chronological sequence of the 
splitting of the ancestral lines and the modi-
fications that occurred in the process. Today, 
we know the following: humans and all mam-
mals are descended from  mouse-  like species 
that lived on earth more than 150 million 
years ago and were inconspicuous contem-
poraries of the dinosaurs. Mammals, birds, 
reptiles, amphibians, and fish all trace their 
ancestry to small,  worm- l ike animals that 
lived in the sea 600 million years ago. Finally, 

all animals and plants trace their ancestry 
to bacteria-  like, single-  celled organisms that 
lived 3,000 million years ago. Darwin’s early 
assumption of a common descent of all life 
forms from simple organisms was a coura-
geous thesis at that time. It was only proven 
correct much later, once it became possible 
at the beginning of this millennium to cre-
ate genetic family trees that, for example, 
reveal human and mouse genes with a high 
degree of homology and thus reveal the relat-
edness of these organisms. Thus, even gene 
comparisons between humans and fruit 
flies, which are much older in evolutionary 
terms, are possible. Finally, the fact that the 
genetic c ode—  the blueprint for amino acids 
and  proteins—  is almost identical in all living 
organisms points emphatically to a common 
ancestry of all life forms.

  

The theory of evolution lays out this spec-
tacular scenario before us. The theory can 
scientifically justify the enormous number 
of different species, genera, and families on 
earth. Moreover, it can explain how they are 
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all related to each other. It can explain why 
humans, cats, elephants, horses, bats, whales, 
and even dinosaurs share the same basic skel-
etal shape, the same limb  construction— w hy 
they all have two eyes, one nose, one mouth, 
two lungs, and one heart. The evolution-
ist speaks of homologous structures. The 
design principle of the human hand applies to 
appendages with entirely different sizes and 
functions such as walking, swimming, flying, 
or writing. There must inevitably have been 
a common ancestor of all these homologous 
structures (  Figure 1.2). 

All this is indeed a grandiose show of life 
on earth, built on the pillars of Darwin’s 
theory. Whether these pillars remain stand-
ing exactly as they were in Darwin’s time, 
especially with selection as the sole driver of 

evolution, is a question we will explore criti-
cally, step by step, in this book.

1.1.3   Darwin’s Openness as a Scientist

Darwin’s most admirable quality was his open-
ness in expressing the strengths and weak-
nesses of his own hypotheses. Preemptively, 
he discussed the most diverse possible objec-
tions that could be raised against his theory 
of natural selection. He did not categorically 
exclude alternatives but instead examined con-
cepts and problems from various perspectives. 
Famously, Darwin encountered difficulties 
applying his theory to explain the evolution 
of complex structures such as the human eye; 
this example has been cited countless times. 
Speaking bluntly, he went so far as to confess 

 Figure 1.2  Homologous vertebrate extremities. Vertebrate extremities are homologous with respect to all 
bones, meaning that they share a common ancestor with the same bone elements. However, they may differ 
in function. The range of variation in size and shape is remarkable. In contrast, the wings of birds and insects 
developed not homologously but analogously, i.e., independently of each other.
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that it seemed to him “ absurd in the highest 
possible degree” that the eye could have devel-
oped by means of natural selection ( Darwin 
1859). Even to Darwin, the eye seemed like a 
system of independent parts: the retina with 
its photoreceptors to receive images, nerves 
to transmit signals from the retina to specific 
brain areas, and the lens to focus the image. 
On their own, none of these parts have any 
obvious use. What awareness could a lens have 
that it needs a retina to process light signals? 
Darwin conceded the possibility that the eye 
could only function in its current, apparently 
perfect, form if all its individual parts worked 
together ideally. Its path of origin was thus an 
open question.

In the same breath, Darwin formulated the 
conviction that subsequent generations of 
researchers could certainly uncover how the 
eye evolved from “ an imperfect and simple” 
organ of sight that, in its initial form, functioned 
well enough to be useful to its owner and has 
since developed in no other way than by natu-
ral selection into the “ perfect and complex eye” 
as we know it. By contrast, for an animal such 
as a snail, the eye structure is sufficient if it can 
distinguish light from dark. A s low- m oving 
animal has no need of a more complex visual 
receptor to explore its proximity.

Darwin also places a restriction, for exam-
ple, when he writes the often quoted phrase 
Natura non facit saltum ( nature does not make a 
leap). He immediately adds that this is an “ old, 
but somewhat exaggerated, canon in natural 
history” ( Darwin 1859). Let us consider the 
following: Darwin’s entire theoretical basis 
is that selection acts on accumulated, small 
variations in their order of appearance in the 
population. Darwin’s theory offers no expla-
nation for jumps. On how such jumps could 
arise, more discussion will follow. Nowadays, 
no scientist restricts his own hypotheses in 
this w ay— t o do so would be far too risky. 
Who wants to imply that he has even the 
slightest doubt about his own work? At most, 
the readers should have doubts and criticisms 
but preferably no one does.

1.1.4   Alfred Russel Wallace: 
The Co-Discoverer     

Here, it should be mentioned that Darwin also 
drew on the knowledge of other scientists, 
most notably, Robert Malthus. Malthus (  1766– 
 1834) was a national economist and founder 
of the modern economic discipline. He pro-
posed the theory that food resources or soil 
yields on earth could be multiplied linearly, 
whereas living beings, including humans, 
multiply in a nonlinear, even exponential, 
manner. For example, overpopulation would 
inevitably occur over many generations when 
each family has four children, all of whom in 
turn have four children and so on, if it were 
not for food limitations. Darwin considered 
this doctrine as fundamental to the fact that 
there must be a struggle for limited resources. 
Members of a species that are well equipped 
for this struggle have a selective advantage 
over others that are not.

At this juncture, I would like to pay 
further tribute to one of Darwin’s con-
temporaries, Alfred Russel Wallace ( 1 823– 
 1913;  Figure  1.3). Like Darwin, he was an 
Englishman who embarked on a journey to 
the other side of the world, although some-
what later than Darwin himself. Wallace 
also conceived the idea of natural selection; 
however, his contribution was essentially 
forgotten. In a letter to Darwin, Wallace 
presented his theory, which resembled 
Darwin’s own, as if it were written in his 
own hand. Darwin became considerably 
excited over this. In a gentlemen’s agree-
ment, the ideas of both researchers could 
finally be presented to the Linnean Society 
in London in 1858, before Darwin pub-
lished his main work, long in preparation, 
in 1859.  Wallace— g enerous as he  was— 
 allowed Darwin to publish first. He may 
not have had Darwin’s foresight, but he was 
certainly a great naturalist. When refer-
ring to the mechanism of natural selection, 
it should be correctly called the  Darwin– 
 Wallace theory of natural selection.



6 EXTENDING THE EVOLUTIONARY SYNTHESIS

 Figure 1.3  ( a) Charles Darwin, ( b) Alfred Russel Wallace, and ( c) William Bateson. Three great British evolu-
tionary theorists and biologists of the 19th century.

1.1.5   Evolution Is a Fact

Evolution is a fact. If we disregard compli-
cated, little-  used philosophical contortions,
evolution is a theory in the sense of a sys-
tem of scientifically based statements that 
are confirmed by observation. This theory 
can explain sections of reality with underly-
ing regularities and derive predictions from 
them. One such prediction of evolutionary 
theory is that species diversity on earth will 
continue to decline in the coming decades if 
the average global temperature continues to 
increase. We will learn about several other 
predictions in subsequent chapters ( 4 – 6 ). At 
the same time, however, evolution is a fact in 
the sense that it is real, demonstrable, existing, 
and recognized. It is, according to the famous 
paleoanthropologist Donald Johanson, a fact, 
just as gravity is a fact ( Leakey and Johanson 
2011, YouTube). It has not required any fur-
ther proof for a long time. Today, 160 years 
after Darwin, many gaps in the succession 
of species and between species and families 
have been clarified. Missing links are no lon-
ger a real issue because molecular biology, 
can be used for their detailed elucidation. We 
now know why the human embryo devel-
ops a tail in the womb only to resorb it long 
before the baby is born. Sometimes, however, 

     

this process goes awry, and the newborn 
has a bony tail as an extension of the spine. 
Furthermore, we know via molecular genet-
ics how closely we are related to chimpanzees 
or bonobos. ( F igure 1.4) and how distantly to 
mice, fruit flies, or annelids.

Nevertheless, there certainly remain phe-
nomena that elude our understanding, even 
today. In this sense, we are like Darwin with 
the eye, and it is difficult for us to imagine 
how the genetic code could have arisen evo-
lutionarily. It is the scheme, almost identi-
cal for all living things, according to which 
the smallest building blocks are produced 
that combine to form proteins, the complex 
substances of life that are present in all cells. 
Only a few years ago, I had difficulty imag-
ining a good answer to the question of how 
mammals evolved. The evolutionarily older 
amphibians and lizards lay eggs that contain 
an adequate deposit of nutrients. The transi-
tion to embryonic development in the womb 
appears to be a huge evolutionary leap.

This is because the placenta, i.e., the 
interface that connects the mother with the 
embryo, must have developed first. It supplies 
the young life form with nutrients and oxygen 
from the maternal bloodstream. One imag-
ines that such a placenta can be either present 
or absent, given that intermediate forms are 
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 Figure 1.4  Relative. A young bonobo (Pan paniscus). The genetic relatedness of chimpanzees, bonobos, and 
gorillas to humans is very high. But with nearly 2% divergence, there are still approximately 60 million 
genetic differences. In addition, there are even more differences in gene regulation and development.

not known to exist. What could a step-    by-  step 
cumulative process for its emergence be like? 
Did a hundred or more individual steps pre-
cede the emergence of a functional placenta? 
In fact, more than one theory exists today as 
to how the placenta might have evolved in 
mammals; one such theory suggests that the 
emergence of the placenta resulted from viral 
invasion ( by retroviruses) of the germ cells 
( Onoa et  al. 2001). It cannot have been too 
complicated as there are several fish, includ-
ing sharks, that give birth alive and others 
that do not. But did the maternal mammary 
glands not have to develop simultaneously 
with the placenta in mammals? Likewise, we 
can imagine these only as present or not pres-
ent: the milk flows or it does not flow. Indeed, 
lactation is a rather complex task to coordi-
nate for an evolutionary process that knows 
no goal and proceeds in small steps. I will not 
even attempt to explain the leap from a heart 
with three separate chambers ( amphibians 
and reptiles) to one with four chambers 
( birds and mammals) when there can be 
no intermediary: 3.5 or even 3.6 chambers, 
with the appropriate inflows and outflows of 
blood, cannot exist; can it? Just as one cannot 

 be “ a little bit pregnant,” on cannot have a 
nonwhole number of heart chambers.

However, serious doubt no longer exists 
regarding the facts that the “ ingenious” 
genetic code, caring behavior of the mam-
malian mother, and other complex named 
and unnamed characteristics are one hun-
dred percent the products of evolution. 
The remaining questions will eventually be 
answered. To conclude, evolution is built on 
a foundation of knowledge, about which only 
the eternal unbelievers retain doubts.

1.2   WILLIAM BATESON’S 
COuNTER MODEL

Like Darwin, William Bateson (  1861–  1926) 
was British, but the latter was 52 years younger 
than the former. While still alive, Bateson was 
famous in expert circles in both Europe and 
the United States. He was awarded the highest 
honors. Bateson ( F igure 1.3) coined the term 
genetics and officially introduced this term 
to scientific circles at a meeting in London 
in 1906. He was one of the rediscoverers of 
Gregor Mendel’s writing and was instrumen-
tal in spreading the “ new” theory of heredity. 
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Above all, however, Bateson was known as a 
saltationist ( from the Latin saltare, “ to leap”). 
As I have mentioned above, nature allegedly 
does not make jumps; evolution, according 
to Darwin, proceeds gradually. Darwin him-
self stated that his theory would completely 
collapse if even one complex organ could be 
shown to not have arisen via successive, small 
modifications ( Darwin 1859). This is pre-
cisely where Bateson critically steps in, and 
his contributions to evolutionary theory are 
of interest here.

1.2.1   Discontinuous Variation

It is better to work with the conceptual pair of 
continuous and discontinuous variations than 
to consider each one individually. Examples 
of continuous traits are height and weight. 
They assume a continuum of values. Bateson, 
on the other hand, was a vehement advocate 
of discontinuous variation. This type of varia-
tion has two or more clearly distinguishable 
discrete features, such as four or five toes. 
Bateson by no means flatly denied Darwin’s 
teaching that variation is continuous and can 
accumulate in an organism through repeated 
selection processes. However, he flatly refused 
to elevate natural selection to a doctrine for 
evolution and ascribe to it an exclusive claim. 
Bateson saw both continuous and discontinu-
ous changes in lineages. However, he noted a 
fundamental difficulty arising from Darwin’s 
view: how can clearly delineated, i.e., dis-
continuous, species come about when the 
differences in environmental conditions that 
constitute Darwinian selection conditions are 
fluid over time? On the one hand, Bateson 
speaks of a specific diversity of the form of 
living beings, and on the other hand, a diver-
sity of environments. Changes in the latter, 
however, imperceptibly merge into a contin-
uous series ( Bateson 1894). For example, the 
temperature and salinity of sea water do not 
rise or fall abruptly. Volcanic eruptions, which 
would represent an abrupt environmental 
change, are rare and usually do not affect an 

entire population. Thus, there is continuity 
everywhere, and yet we have clearly distinct 
species. How can this be possible?

Bateson turned to evolutionary theory 
for the solution to this cardinal problem. 
According to his logic, if environmen-
tal diversity is the ultimate determinant of 
species diversity, there is a wide range of 
environmental and structural differences 
within which no discernible result emerges. 
Everything remains as it is, in other words, 
“ the relationship between environment and 
structure is not  fine-  tuned.” In this case, 
Bateson argues, selection cannot be the sole 
directing or limiting cause of specific dif-
ferences between species. It would then be 
problematic to accept natural selection as a 
doctrine ( Bateson 1894). To better understand 
this inconsistency, he argued for a closer look 
at variation. “ Variation is the essential phe-
nomenon of evolution. Variation in fact, is 
evolution” ( Bateson 1894).

To fully refine his idea of discontinuity, 
Bateson spared no effort. His main work, 
Materials for the Study of Variation: Treated with Especial 
Regard to Discontinuity in the Origin of Species, pub-
lished in 1894, is 600 pages long. Its core state-
ment is unmistakable: “ The discontinuity of 
species depends on the discontinuity of varia-
tion.” Bateson provides countless examples of 
discontinuous variation in the animal world, 
such as bees with legs instead of antennae or 
crabs with additional oviducts. In humans, 
he devoted himself to supernumerary fingers 
( polydactyly), extra ribs, and men with extra 
nipples. Everywhere, he found discontinui-
ties ( including, of course, in colors), to which 
he ascribed a role in the origin of species. 
His position was strengthened by the fact 
that traits do not disappear in crossbreeding 
experiments, for example, by being absorbed 
into continuous, mixed forms; rather, variety 
always remains.

In 1897, Bateson reported regarding a 
series of breeding experiments performed 
with a dainty flowering plantlet, the  buckler- 
 mustard (Biscutella laevigata), in the Cambridge   
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botanical gardens ( Bateson 1897). In the wild, 
hairy and smooth forms of otherwise iden-
tical plants are known. Experimental cross-
ing of the two forms, as expected, produced 
 well-  bred hybrid plants that still showed in 
their appearance either one or the other char-
acteristic of the wild plant, with no fusion 
or regression of the trait to an intermediate 
form. Dimorphism, that is, two clearly distin-
guishable forms, remained.

1.2.2   A Hundred Years of Dispute

The fuse was lit for a dispute about the rel-
evance of discontinuous traits in evolution. 
This dispute continued for a long time in the 
20th century and was at times fervent and 
uncompromising. Bateson himself clarified in 
1894 that his considerations on discontinuous 
variation were not, in principle, incompatible 
with the selection mechanism. However, as 
stated earlier, he resolutely rejected doctri-
naire teachings claiming sole responsibil-
ity for natural selection. It is clear, however, 
that when selection operates on a fine scale, 
it has a different theoretical standing than 
it does in an environment of discontinuous 
variation. Intuitively, the attentive reader will 
correctly surmise that the scale and complex-
ity of a discontinuity determine how easy 
or difficult it is to enforce throughout the 
population. Hopeful monsters, i.e., suddenly 
appearing mutants, later brought into play by 
the German geneticist Richard Goldschmidt 
( 1 878– 1 958), certainly do not have an easy 
time of it. Darwin’s perspective seems incom-
patible with the relevance of such hopeful 
monsters to evolution, whereas in Bateson’s 
view, they could be the key to rapid transi-
tions, for example, from a t hree- t  o a f our- 
 chambered heart.

One need not envy the negative reputation 
that Richard Goldschmidt enjoyed during his 
lifetime and that reverberated after his death. 
Goldschmidt is something of a  poster-  boy 
villain in evolutionary biology, and the  hard- 
 line proponents of the Modern Synthesis must 

uphold his views of how things do not work. 
At best, they permit him to assert that c ross- 
 species saltationism is very unlikely and, 
therefore, not worth addressing. Only much 
later, after the turn of the millennium, was a 
German geneticist, Günter Theißen from the 
University of Jena, able to correct the erro-
neous picture painted by Goldschmidt and 
draw a new picture of saltation incorporating 
numerous examples. The evolution of flower-
ing plants ( angiosperms) is one of the most 
remarkable cases, for which no gradual evolu-
tionary line is recognizable. In addition, there 
are several other scenarios for which gradual-
ist paths of continuous change do not seem 
plausible.

As Theißen makes clear, Goldschmidt was 
well aware that macromutations, in the vast 
majority of cases, do not end well for an 
organism; in other words, macromutations 
are lethal. The rejection of Goldschmidt’s the-
ory was based precisely on this point: jump-
ing phenotype variations are unlikely to have 
a positive effect on fitness because affected 
individuals do not have a good chance of 
survival. Therefore, they were always down-
played. However, their improbability or pre-
sumed rarity says nothing logically about the 
possibility of their occurrence. This is pre-
cisely where Theißen focuses his attention 
( Theißen 2009). He clarifies in his article ( as 
others have before him) that many paleo-
biological findings do not show gradualistic 
transitions between species but rather, abrupt 
changes. Although they are rare, so - c alled 
macroevolutionary changes could arise pre-
cisely because of innovations. Perhaps some-
thing similar to this occurs with a change in 
the blueprint only once in a million years. 
Thus, exactly at the points where we have no 
evidence from the fossil record for gradual-
istic, flowing evolutionary processes, such 
events would seem plausible, provided that 
one can explain how they come about.

Of interest at this point is a reference to 
the mechanisms cited by Goldschmidt for 
increasing phenotypic variation. Even before 
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him, biologists other than Bateson, some of 
them famous, had repeatedly pointed out 
the possibility of evolutionary jumps; among 
them, for example, was the botanist Hugo 
de Vries (  1884–  1935), one of the rediscover-
ers of Mendel’s writing. However, to assert 
something and to explain something are 
two different things. In fact, Goldschmidt 
named two possible mechanisms for mac-
romutation. The first one may be forgotten 
right away; it refers to systematic rearrange-
ments of chromosomes. The second mecha-
nism, however, according to Theißen, points 
in a modern  direction—  that of embryonic 
development. Goldschmidt believed that 
important genes ( control genes) could alter 
the early course of development and thus 
exert considerable effects on the adult phe-
notype ( Theißen 2009). In light of what 
we know today about evolutionary devel-
opmental processes, about which we will 
learn in detail here, these were  far-  sighted 
thoughts. Goldschmidt deserves to be taken 
seriously. One who has read C hapters 3 and 
4 of this book will probably make a similar 
judgment.

Today, discontinuities in evolutionary the-
ory appear in a completely new light. Against 
this background, I will discuss what occurs in 
the embryo and how embryonic development 
brings about discontinuity. William Bateson 
was still denied deeper insights into the fasci-
nating events in the embryo. Probably because 
of this, he did not highly value the potential of 
embryology to give new insights into evolu-
tion. Nevertheless, with his focus on discon-
tinuous variation, this tireless researcher laid 
a distinctive foundation for today’s research 
discipline, evolutionary developmental biol-
ogy, or e vo-  devo for short.

1.3   THE TIME AFTER DARWIN

By 1900, it had become quieter around 
Darwin; one could also say his theory was 
as good as dead. Alternative views of evolu-
tion were increasingly in circulation. Even 

the thesis of the Frenchman J ean-  Baptiste 
Lamarck (  1744–  1829), according to which 
characteristics acquired once during life are 
heritable ( a view that had already not been 
completely rejected by Darwin), rose at that 
time like a phoenix from the ashes. Only the 
discovery that Gregor Mendel’s theory of 
heredity could be combined with Darwin’s 
ideas, i.e., that Modern Synthesis could be 
formed from it, revived the flagging dis-
cussion. For this, however, the writings of 
Mendel had first to be rediscovered in 1900, 
as mentioned above.

1.3.1   August Weismann: A 
Stubborn Doctrine

The steadfast hypothesis of the Freiburg zool-
ogist August Weismann from 1883 proved 
to be a port in the storm. Weismann ( 1 834– 
 1914) argued that the transfer of informa-
tion on acquired characteristics to germ 
cells ( i.e., sperm and egg cells) was impos-
sible. In other words, Weismann said that 
changes due to environmental influences on 
the body of an individual cannot have any 
effect on the phenotype, i.e., the totality of 
recognizable characteristics, of the following 
generation. For this to occur, environmental 
influences would have to be able to act on the 
germ cells. But this is exactly what he ruled 
out. Body and germ cells develop separately. 
Once a body cell has differentiated, there is 
no way back into the germ line. This view 
set thoughts on evolution on a fixed track 
for a 100 years, and the so -  called Weismann 
barrier was to be overcome with great dif-
ficulty. Weismann’s germline theory heralded 
the end of Lamarckism. But Lamarck’s idea 
persisted and will occupy us again when I 
present epigenetic and cultural inheritance 
(Section 3.6).  

Not to be overlooked is another contribution 
of Weismann’s that remains unequivocally 
valid today. He discovered the importance of 
sexuality in evolution. Sexuality creates a sig-
nificant widening of variation in heredity. In 
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today’s terms, this occurs because the child 
inherits only one haploid DNA strand from 
each parent, i.e., only one of the original two. 
Only on the diploid ( complete) DNA strand 
newly created in the child is it then deter-
mined which copy of each gene is active, that 
of the father or that of the mother. This mech-
anism creates “ an inexhaustible abundance of 
ever new combinations of individual varia-
tions, as is essential for selection processes” 
( Weismann 1892). An irreversible mixing of 
the paternal and maternal components does 
not take place. They remain as units but are 
recombined. With these insights into the 
workings of sexual reproduction, Weismann 
provided fundamental insights into the driv-
ing forces of species change.

1.3.2   How Are Genes Defined? 
Where Are They Located?

Meanwhile, classical genetics was gaining 
momentum. It explained how mutations are 
inherited and, under the influence of selec-
tion or other evolutionary processes, undergo 
further modifications or remain in equilib-
rium. Classical genetics provided many fun-
damental insights into heredity. For a long 
time, the identity and location of genetic 
material were unclear. What were the key 
 players— p  roteins and nucleic acids or their 
respective constituents, i.e., amino acids and 
nucleotides? This remained controversial
throughout the first half of the 20th century. 
It was not until Watson and Crick that DNA 
finally took center stage, ushering in a new 
 era—  the era of molecular genetics. In 1953, 
the two researchers discovered, with sub-
stantial preliminary work by others of whom 
hardly anyone speaks anymore, the mag-
nificent structure of the DNA double helix 
formed of a combination of four nucleotides. 
At the end of their short article in the journal 
Nature, Watson and Crick made a terse remark 
that has become famous: “ It has not escaped 
our notice that the specific pairing we have 
postulated immediately suggests a possible 

 

copying mechanism for the genetic mate-
rial” ( Watson 1968/ 2005). A more British 
understatement of such a discovery is not 
conceivable.

Even before genetics and the fervent search 
for hereditary material, a new research dis-
cipline developed, population genetics, with-
out which Darwin and evolution cannot be 
understood. In fact, Darwin’s theory is dis-
cussed on the basis of individuals, their char-
acteristics and their behavior. At least, this is 
the impression one gets from time to time. 
However, this is misleading. Traditional evo-
lutionary biology is a population science. It 
is about populations, for example, the Amur 
leopards in northeastern China or a popula-
tion of bacteria in the laboratory. Darwin’s 
thoughts ( and Wallace’s) should not be under-
stood other than as thoughts on the popula-
tions of plants or animals. It is not individuals 
that adapt but rather the populations of indi-
viduals. Variations take place in individuals, 
who can then inherit them. The adaptation 
process of such variations, however, takes 
place at the population level. It takes place over 
long periods under changing environmental 
conditions. The principles for this, accord-
ing to Darwin, are natural selection and the 
Survival of the Fittest. I will explain in detail later, 
with reference to evolutionary developmental 
biology, that there is an approach to evolu-
tionary change other than via the path of the 
adapted population (  Chapter 3).

Only slowly after 1900 did a  mathematical- 
 methodological awareness develop regarding 
how heredity and evolutionary processes in 
nature can be best described at the level of 
populations rather than at the level of indi-
viduals. The mathematical models of popula-
tion genetics and statistics were and continue 
to be complicated. Their inventors bear great 
names. Only their models, with their many 
differential equations about abstract gene fre-
quencies, created the basis for the great leap 
to Modern Synthesis that is now followed.

The idea of what exactly a gene is has under-
gone multiple transformations, and it is now 
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 Figure 1.5   Gene – c    hromosome – D  NA. Simplified schematic showing a gene as a segment of the chromo-
some A eukaryotic gene contains exons ( coding sections) interrupted by introns ( noncoding). The DNA 
double strand is wrapped around a set of eight histones ( approximately two turns), forming a n ucleosome— 
 the basic DNA packaging unit. Finally, it is condensed into several chromosomes, one of which is shown 
schematically here. The material that makes up the chromosomes, i.e., the DNA and proteins surrounding it, 
is called chromatin.

more ambiguous than ever. Initially, it was 
a hypothetical hereditary factor, but it then 
became a unit of recombination, mutation, or 
biological function. Later, a gene was under-
stood to be a  protein-  determining code in the 
form of a contiguous, then interrupted, seg-
ment of DNA ( F igure 1.5). This understand-
ing became increasingly unclear when DNA 
segments were found to be parts of several 
genes. In no case can a gene or the genome 
be seen today as the unit solely responsible 
for transforming heritable things from one 
generation to the next through reproduction. 
The view of genes “ as causally privileged 
determinants of a phenotypic appearance” 
( Nowotny and Testa 2009) triggers more and 
more discussions. On the contrary, DNA does 
not transform anything. It is not an active 
element but only a template. It requires the 
complex machinery of the cell, particularly 
the activity of enzymes, to regulate the genes 
it encodes. Only through interactions among 
genes, cells, enzymes, and the environment 
does the  multi-  step process of evolutionary 
change take place. These interactions will be 
the subject of this book.

The question can also be examined the 
other way around, and it can be said that no 
protein is produced nongenetically by means 
of transcription and RNA. According to the 
definition commonly used today, a gene is a 
functional DNA sequence. The transmission 
of genes to offspring is one, but not the only, 
basis for the inheritance of a phenotypic trait. 
However, I do not want to get too far ahead 
of myself here; we will return to this complex 
subject in Section 3.7, when the gene is pre-
sented in a modern, systems biology context.

1.4   SuMMARY

Darwin’s theory of natural selection for bio-
logical evolution and the idea of Survival of the 
Fittest were epochal. His idea of biological 
evolution was later accepted as fact. William 
Bateson emphasized discontinuous varia-
tion over the continuous variation espoused 
by Darwin and thus created the basis for a 
 long- l asting debate pitting the two contrast-
ing views against one another. The search 
for the carriers of hereditary material, the 
genes, dominated the first half of the 20th 
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century. August Weismann’s early hypoth-
esis that there was no possibility of changing 
the germ line from the outside determined 
evolutionary theory for a long time. Where 
exactly genes are located remained unclear 
until Watson and Crick elucidated the struc-
ture of DNA.
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CHApTER TWO

The Modern Synthesis: The Standard Model of Evolution

The Modern Synthesis is currently the stan-
dard model of evolution. It is assumed that 
the small variations in heredity ( gradualism) 
are determined through genetic mutations. 
Furthermore, according to Darwin and 
Wallace, this model considers natural selec-
tion as the main mechanism of evolution. 
Within a species, those best adapted to their 
environment survive statistically more often, 
thereby producing a higher number of repro-
ductive offspring. Their ability to pass on their 
own genes to the next generation is superior 
to that of their competitors. Now that we 
have summarized the abbreviated rendering 
of how evolution works from the point of 
view of the Modern Synthesis; let us turn our 
attention to the hardships with which it came 
into being and how it has developed up to the 
present day.

Important technical terms in this chap-
ter ( see glossary): Adaptation, chromosome, 
DNA, Drosophila, gene, gene pool, genetic drift, 
gradualism, macroevolution, microevolution, 
natural selection, neutral mutation, popula-
tion genetics, punctualism, punctuated equi-
librium, and recombination.

2.1   EMERGENCE AND KEY STATEMENTS

Around 1930, conditions were wholly unsup-
portive of a unified theory of evolution. There 
was disagreement on several  points—  even 
on whether the characteristics described by 
Mendel were physical or theoretical entities. 

These units of inheritance were first desig-
nated as genes in 1909. In the 1930s, the great 
edifice of the Modern Synthesis emerged in the 
 English-  speaking world. Today, the Modern 
Synthesis, also called  neo-  Darwinism, is the 
accepted theory of evolution. It combines the 
concepts of heredity and evolution with the 
insights from genetic studies and findings 
of Darwin, Wallace, and Mendel. Evolution 
occurs in populations, not in individuals. 
Population genetics expands on this through 
complicated  statistical-  mathematical calcula-
tions.  Neo-  Darwinism, originally associated 
with August Weismann’s theory ( see Section 
1.3), underwent several transformations and 
has long been equated with the Modern 
Synthesis, especially in  English-  speaking 
countries.

August Weismann’s teachings, mentioned 
previously, merged both the Weismann 
barrier and sexual recombination into the 
Modern Synthesis. Important early work on 
genetics was performed by the American 
physician and later Nobel Prize laureate 
( 1933) Thomas Hunt Morgan (  1866–  1945; 
 Figure 2.1). He studied the fruit fly on a level 
of detail that had not been previously accom-
plished and has never been eclipsed. Drosophila 
melanogaster, as it is known by its taxonomic 
name, became famous in the wake of his dis-
coveries, consequently developing into one of 
the most important model organisms in biol-
ogy to this day.

https://doi.org/10.1201/9781003341413-2
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 Figure 2.1  ( a) Thomas Hunt Morgan, ( b) Julian Huxley, ( c) Sewall Wright, and ( d) Ronald A. Fisher. Julian 
Huxley in front of a portrait of his grandfather Thomas Huxley, Darwin’s friend and patron.

2.1.1   Thomas Hunt Morgan and 
Thousands of Flies

Around 1910, Morgan bred a  white- e yed 
male mutant from otherwise r ed-  eyed flies. 
The offspring from crosses among  white- 
 eyed flies followed the Mendelian rules of 
inheritance. Morgan was able to determine 
that the predisposition for eye color was 
located on the Y  chromosome—  the male sex 
chromosome. Innumerable fruit fly crosses 
constituted Morgan’s daily laboratory work 
after this first success. Probably, thousands of 
mutants were created in his laboratory. Many 
( such as those with four wings or those with 
two legs on their heads) were simply not via-
ble under natural conditions. Doubts began to 
arise in terms of the relevance of such mon-
strous results to evolution.

However, Morgan was not deterred by the 
skeptics. He was able to show the structure of 
chromosomes by staining the cell nuclei and 
demonstrated the arrangement of genes on 
chromosomes. At the time, he was not aware 
of the exact nature of genes. In 1916, Morgan 
added upon the observations of Weismann and 
was the first to discover that sexual reproduc-
tion involves the exchange of entire sections 
of chromosomes. The paternal and maternal 
( homologous) chromosomes exchange intact 
segments to generate a new version of the 
paternal chromosome containing a maternal 

section and vice versa. This crossing over, 
as it is called today (  Figure 2.2), introduced 
an enormously expanded view of recombi-
nation possibilities in sexually induced cell 
division—  meiosis. Recombination conse-
quently became a second element of chance in 
the Modern Synthesis, along with mutations. 
The gene pool of the population remains 
unchanged, and recombination generates 
a DNA strand that is no longer completely 
derived from one parent but comprises parts 
that have been exchanged between strands 
of paternal and maternal origin. With 23 
pairs of chromosomes in humans, trillions 
of theoretically possible new combinations 
exist; thus, the potential for genetic diversity 
is enormous. In this regard, the occurrence 
of identical offspring is practically impossi-
ble, with the exception of monozygotic mul-
tiples ( identical multiples). The mechanism 
of recombination and the genetic diversity it 
produces is, therefore, a clear merit of sexual 
over asexual reproduction.

   

An eminent question in Morgan’s time con-
cerned the stability of genes and genetic varia-
tion. What if a variation disappeared after a few 
generations? In such a situation,  genetics—  as 
a foundation for  evolution— w ould collapse 
like a house of cards. In 1908, the indepen-
dent and timely discovery of two researchers 
led to the concept of  Hardy–  Weinberg equi-
librium, a simple formula and guaranteed 
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 Figure 2.2  Double crossing over. Homologous sexual recombination between two chromosomes. 
Recombination is an important evolutionary factor and provides remixing of existing allelic material. The 
separation and rejoining of chromatids by an enzyme must be absolutely precise at the chiasm, so that not a 
single nucleotide is lost or added. Crossing over is a highly impressive, complicated genetic process.

exam material for every student of evolution-
ary biology, which mathematically proves 
that genetic variation in a population can be 
stable and does not always disappear through 
mixing. Biology was believed to operate with 
the exactness of physical laws, and the stabil-
ity of genes was defended. Genes were soon 
recognized as fundamentally stable; however, 
their physical and chemical representation 
remained unknown. Occasional mutations 
were viewed as an exception; neither genes 
nor mutations disappeared by themselves. To 
ensure that the mutations are perpetuated, 
external influences—  selection and genetic 
drift—  were necessary. Additional informa-
tion on both of these concepts will be pre-
sented shortly.

 
 

2.1.2   Statisticians, Zoologists, and 
Others at the Same Table

Let us turn to the real architects of the Modern 
Synthesis: The British zoologist Julian Huxley 
( 1 887– 1 975), grandson of the Darwin promoter 
Thomas Huxley ( both F igure 2.1) and brother 
of the no less famous writer Aldous Huxley, 
gave the new research direction and thus a 
whole scientific epoch its stamp. Evolution – The
Modern Synthesis ( Huxley 1942/ 2010) is the title 

    

of his famous book, which has been reprinted 
four times to date. It is one of the most success-
ful books in the history of biology. Even today, 
the author’s thematic vision is still impressive 
to the reader, for example, when he addresses 
the genetic effects on individual development 
( ontogenesis) in connection with evolution. 
Admittedly, decades would pass before this 
particular idea grew into a serious research 
program. Huxley showed the connection from 
the external view of Darwin and Wallace, 
based on natural selection, population genet-
ics and a certain, albeit a very rudimentary, 
genetic internal view. He also founded the field 
of evolutionary biology.

The British mathematician and statistician 
Ronald Aylmer Fisher (  1890–  1962; Figure 2.1) 
was a central figure in the Modern Synthesis. 
His publications began garnering attention 
in 1918 and culminated in 1930 with the 
publication of his book The Genetical Theory of 
Natural Selection ( Fisher 1930). According to his 
teachings, Mendelian genetics and natural 
selection were theoretically compatible. All 
populations, as Darwin pointed out, exhibit 
a wide range of variation that is undirected 
or  random— i .e., having nothing to do with 
a potential adaptive  advantage— a nd genetic 
mutations are the origin of such adaptive 
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variation in the population. Fisher’s genetic 
theory of natural selection was, in a sense, the 
first mature synthesis that fused the selection 
theory of Darwin and Wallace with Mendel’s 
genetic theory of inheritance. Fisher intro-
duced statistical techniques to population 
genetics. He analyzed traits determined not 
by one gene but by many gene loci. Genes 
become abstracted, mathematical frequencies 
( gene frequencies) in an abstracted popula-
tion. Mutation rates, selection factors, and 
gene pools are used, while population evolu-
tion is expressed in mathematical formulas.

Fisher was in a heated argument with 
the American Sewall Wright (  1889–  1988; 
 Figure  2.1) over which of the following 
mechanism had a greater influence on species 
evolution: genetic drift or natural selection. 
Wright brought genetic drift into play as a 
random effect and considered it more impor-
tant than selection in evolutionary processes. 
According to this doctrine, random extinc-
tion of parts of a population can occur. The 
composition of all the genes in a population 
( the gene pool) can change statistically with 
the occurrence of a sudden natural event, 
such as an earthquake, mountain formation, 
or flood. Wright lost the debate, i.e., selection 

carried the day, and Fisher had consequently 
saved the concept of Darwinism from decline.

2.1.3   Dobzhansky and Mayr: 
The Practitioners

In parallel with Fisher, J.B.S. Haldane (  1892– 
 1964) applied mathematical analysis to real 
examples of natural selection in the 1920s. 
Haldane concluded that natural selection can 
act even faster than Fisher assumed. In 1941 
and 1945, the Russian Ivan Schmalhausen 
(  1884–  1963) developed the concept of sta-
bilizing selection, i.e., the idea that selection 
can stabilize the expression of a particular 
trait. Elsewhere, this is referred to as canali-
zation ( see Section 3.1).

The younger but no less creative founders 
of the Modern Synthesis were Theodosius 
Dobzhansky and Ernst Mayr (  Figure  2.3). 
Dobzhansky (  1900–  1975), an American who 
emigrated from Russia, published the first 
classic portrayal of the Modern  Synthesis— 
 Genetics and the Origin of Species ( Dobzhansky 
1937)—  in 1937, before the publication of 
Huxley’s aforementioned book. It was this 
work that closed the gap between the teach-
ings of naturalists and those of geneticists, 

 Figure 2.3  Ernst Mayr, 1994, one of the most authoritative evolutionary biologists and naturalists of the 20th 
century. He was a  co-  founder and, until his death, a major proponent and passionate advocate of the Modern 
Synthesis.
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which until then had been considered incom-
patible. The author is considered the forefa-
ther of the Modern Synthesis based on this 
book, and not in the least in relation with the 
sentence that no evolution book dares omit: 
“ Nothing makes sense in biology unless it is 
seen in the light of evolution.”

Subsequently, the German-  American Ernst 
Mayr ( 1 904– 2 005) made a major contribu-
tion to our current understanding of the 
conditions under which new species prefer-
entially evolve. This type of speciation occurs 
through the isolation of small populations. 
Mayr called the process allopatric speciation 
( Mayr 1942). A new watercourse or mountain 
formation may be the cause of such isolation. 
One of the most frequently cited examples is 
the Grand Canyon, whose geological forma-
tion created a barrier that separated popu-
lations of squirrels, resulting in isolation of 
their evolution, which continues to this day. 
Gene exchange or unrestricted gene flow was 
now no longer possible throughout the popu-
lation. Therefore, on the north and south rim 
of the canyon, the Kaibab and Abert’s squir-
rels evolved, respectively (  Figure 2.4). As the 
two populations were no longer in contact 
with each other, they evolved based on dif-
ferent mutations, as described in many biol-
ogy books.

 

Recently, however, the Kaibab squirrels 
were downgraded to a subspecies status. 
According to molecular genetic studies, the 
differences between the two populations 
are not sufficient to consider them different 
species. Color differences, such as the  snow- 
 white, bushy tail of the Kaibab squirrel, alone 
are not sufficient to distinguish two species. 
However, the redefinition does not detract 
from Mayr’s significant discovery and the 
presence of allopatry in squirrels. Allopatric 
speciation exists in many locations, includ-
ing on both sides of the Isthmus of Panama, 
which separated what is now the Gulf of 
Mexico from the Pacific Ocean 3.5 million 
years ago. Another example of this is the spe-
ciation of chimpanzees north of the Congo 
River and bonobos on the southern shore. 
The population of their common ancestor 
was permanently separated by the river nearly 
1.5 million years ago. Furthermore, although 
these two species are not readily distinguish-
able externally, they exhibit significant dif-
ferences in terms of social behavior. Another 
good example is island formations, which 
give rise to endemic species that inhabit 
only one island ( Mayr 1942). Some famous 
examples of endemic species on islands are 
Darwin’s finches on the Galapagos Islands and 
kiwis in New Zealand.

 Figure 2.4  Kaibab and Abert’s squirrels. The two species of squirrels, Kaibab ( a) and Abert’s squirrels ( b), 
evolved during the formation of the Grand Canyon by allopatric speciation. The color differences on the 
dorsal, or back, side of the tail can be seen clearly. However, the separation of two distinct species is not con-
sidered complete at present.
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“ Species are groups of actually or poten-
tially interbreeding natural populations,
which are reproductively isolated from other 
such groups” ( Mayr 2001). Therefore, a spe-
cies is a reproductive community. Darwin 
does not explain specific speciation as pre-
cisely as Mayr: the D arwin-  Wallace doctrine 
emphasizes continuous, gradual change
rather than the mechanism through which 
clearly delimited species are formed. In a way, 
Ernst Mayr was considered the Darwin of the 
20th c entury—  there is no evolution book 
in which he is not mentioned. He published 
more than 850 articles and books during his 
life of more than 100 years. In the Modern 
Synthesis, Dobzhansky and Mayr embody the 
counterweight of the naturalists, alongside 
the dominance of the population geneticists. 
Before natural selection eventually won a pre-
liminary mathematical victory, Dobzhansky 
continued to emphasize that there was by 
no means a consensus from the outset as to 
whether evolution proceeds continuously or 
in leaps and bounds. According to him, it was 
also not clear whether  micro-   and macro-
evolution proceed via the same mechanisms, 
i.e., molecular evolution on a small scale and 
species-  forming evolution.

 

 

  

2.1.4   Role of Dinosaurs and Plants 
in the Modern Synthesis

Another central figure in the Modern
Synthetic theory is the American paleontolo-
gist George Gaylord Simpson (  1902–  1984). 
Simpson demonstrated that the Modern
Synthesis harmonized with paleontology, 
the study of extinct species. Initially, several 
paleontologists had strongly rejected the new 
ideas, principally those related to selection. 
However, Simpson’s work in 1 944— Te mpo 
and Mode in Evolution—  made it clear that the 
fossil record is consistent with the irregular, 
branching, undirected patterns advocated by 
the Modern Synthesis ( Simpson 1942). The 
American botanist George Ledyard Stebbins 

 

 

( 1 906– 2 000) also deserves to be mentioned 
here. He contributed significantly in bridging 
genetics and botany through his book Variation 
and Evolution in Plants ( 1950).

The Modern Synthesis consequently 
emerged as a collaboration between rep-
resentatives of several disciplines. It is an 
integrated effort involving the fields of popu-
lation genetics, zoology, systematics, botany, 
paleontology, and other research areas in 
biology. In essence, it is an early interdis-
ciplinary approach to research. Renowned 
researchers found a common explanation of 
evolutionary processes, primarily founded on 
the evolutionary mechanism of natural selec-
tion outlined by Darwin and Wallace. This 
new branch of biology could now compete 
with the exact science of physics in aspects 
such as predictability, measurability, and 
provability. Fisher even dreamed that his the-
orem might be compared to the second law of 
thermodynamics.

Historically, the development of the 
Modern Synthesis has been an extraordi-
narily complex process. Biologists other 
than those mentioned here in brief made 
significant contributions to the p resent- 
 day theory and practice of evolutionary 
research. In parallel, new scientific dis-
ciplines emerged with a new perspective 
and through the efforts of their advocates. 
Unification of these disciplines in the newly 
formed evolutionary biology was an out-
come of the Modern Synthesis. Outside of 
narrow scientific circles, beginning in the 
1970s, the Modern Synthesis became inter-
nationally known to a wider audience pri-
marily through the popular science books 
of the Briton Richard Dawkins. It was also 
Dawkins who captivated me with his riv-
eting book Climbing Mount Improbable (1996)
and first piqued my interest in the theory 
of evolution. However, reading it left me 
with more unanswered questions than the 
answers to my prior questions. I have been 
pursuing these questions ever since.
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2.2 VARIATION–    SELECTION–
 ADAPTATION: THE PRACTICE
      

In the following section, I describe a series 
of experiments and examples that have been 
instrumental in underpinning the mecha-
nism of the Modern Synthesis with natural 
selection at its core. In addition to popula-
tion geneticists, the study of species and 
subspecies in nature was an important pillar 
in establishing the novel form of thinking. 
Regionally distinct jumping mice were stud-
ied, as were subspecies of butterflies with 
varying caterpillar patterns. In the case of 
mice, specific breed characteristics appeared 
to remain constant after hybridization. In 
other words, such traits were inherited. Prior 
to this, inheritance had been anything but 
certain. In the case of caterpillar patterns, it 
was possible to infer varying degrees of gene 
action ( in modern terms, gene expression) 
directing the expression of alternate pat-
terns. Local adaptations of species obtained 
a genetic basis through these experiments; 
furthermore, it was even possible to map the 
geographical differences between subspecies 
on chromosomes. Geography of genes subse-
quently emerged.

2.2.1   An Ingenious Experiment Confirms 
the Modern Synthesis

The long stretches of time estimated by 
Darwin and Wallace for speciation may per-
haps be much shorter than expected. For 
example, the acceleration of bacterial evolu-
tion in the laboratory has long been possible, 
such as through the application of irradiation 
stress. The high rate of variation and  multi- 
 drug resistance of bacteria, which can no lon-
ger be controlled via antibiotics, has become 
a major cause for concern worldwide. Even 
the human immunodeficiency virus ( HIV) 
has adapted to changes in external conditions 
in just a few years and has gained the ability 
to survive in a constantly mutating form. We 
can observe evolution at work, so to speak. 
The ingenious laboratory experiment of the 

microbiologist Salvador Luria (  1912–  1991) 
and the geneticist Max Delbrück ( 1 906– 1 981) 
in 1943 in the USA on bacterial colonies of 
Escherichia coli proved that spontaneous muta-
tions in the heredity of bacteria must first 
be present before populations react adap-
tively under the stress of a virus attack, and 
thus, under altered selection conditions, i.e., 
become resistant to phages. Therefore, bacte-
rial mutations do not occur as an adaptation 
however, they are an underlying condition 
that allows bacteria to adapt. In 1969, Luria 
and Delbrück were awarded the Nobel Prize 
for their work.

2.2.2   Guppies with and without an Enemy

Are phenotypic variations in multicellular 
organisms easily detectable in a short time 
similar to that in bacteria? One of the most 
elegant projects demonstrating the effects 
of selection in higher organisms was John 
Endler’s guppy experiment ( Endler 1980; 
 Figure  2.5). He aimed to demonstrate how 
the point pattern in guppies (Poecilia reticu-
lata), a strongly genetically controlled trait, 
changes when environmental and predatory 
patterns are modified. In his initial experi-
ment, guppies with different coarse patterns 
of dots swam in an aquarium with an enemy 
and a coarse substrate. In another aquarium, 
the substrate was fine, more evenly colored 
sand, and an enemy was also present. After 
about 15 generations, the guppies in both 
aquariums had already adapted, by natural 
selection, to their respective substrates, i.e., 
coarse in the first aquarium and small and 
spotted in the second. Thus, they evolved 
over time to become barely distinguishable 
from their surroundings. The enemy fish 
swimming above them had a harder time 
recognizing its prey. In a second experi-
ment, Endler removed the enemy from the 
tank. The substrate was again  coarse- g rained 
or finely structured. Interestingly, the result 
showed that sexual selection dominated in 
this experiment, favoring guppy males that, 
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 Figure 2.5  ( a and b) Evolution live. John Endler’s experiment on the adaptation of guppies to their environ-
ment (( a) with and ( b) without predator) in an aquarium within a few generations. For anyone who has 
doubts about evolution, the evidence is impressive.

in contrast to before, stood out well from the 
substrate and were thus more attractive to 
females. Of course, Endler’s experiment was 
conducted under conditions more restrictive 
than those in a natural environment; how-
ever, the inspiring impression of selective 
forces remained.

2.2.3   Perfect, Less Perfect, 
or No Adaptation

An example of an exceptional morphological 
adaptation is that of the wood frog or ice frog 
in Alaska (Lithobates sylvaticus). It can withstand 
freezing temperatures in winter. To accom-
plish this, it is triggered by cold stress and 
associated with an adrenaline release and 
produces both increased glucose via the liver 
and urea within the cells. As a result, the cells 
do not freeze. Water flows out of the cells 
into the extracellular space, thereby lowering 
the freezing point. Approximately o ne-  third 
of the body’s total extracellular fluid can 
freeze without damaging cell membranes. 
Heartbeat, blood pressure, and respiration 
stop completely. Increased urea production 

  

ensures survival in the dryer environment. In 
the spring, the frog thaws out without dam-
age ( Larson et  al. 2014). The ice frog repre-
sents thousands of other prime examples of 
adaptations in the Darwinian sense. Today, 
however, the mutation-  selection mechanism 
is no longer considered necessarily sufficient 
for the emergence of morphological traits. 
This concept will be revisited in a later sec-
tion ( see  Chapters  3–  6). In passing, it should 
be mentioned that frost protection in animals 
has evolved several times in different, inde-
pendent ways.

 

Elsewhere in nature, structures exist for 
which a selective advantage is not demon-
strable and likely nonexistent. A particular 
example is male nipples. Their evolutionary 
origin, however, has been elucidated. The 
development of nipples is triggered in all 
embryos before sex formation is activated via 
the Y chromosome and it cannot be stopped. 
The question remains as to whether nipples 
in males serve a real purpose. For some evo-
lutionary biologists, the statement Use it or lose 
it! holds true, i.e., structures with no known 
function are lost in the evolutionary process. 
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Accordingly, the gene or genes in question 
inevitably mutate at some point, so that their 
function eventually disappears. Use it or lose it 
is the thesis of adaptationism in the strictest 
sense, according to which all characteristics 
have a fitness function. Doubts regarding this 
are permitted in the example mentioned.

One such case is that of the female orgasm, 
and novel hypotheses have attempted to 
explain this since the time of Aristotle. 
Nevertheless, to date, its biological func-
tion remains unclear. Perhaps it has none, at 
least not related to reproduction. However, 
if something persists for a long enough time 
throughout the process of evolution, evo-
lutionary biologists seek to understand its 
adaptive advantage. Failure to identify this 
advantage in the example here has frustrated 
generations of scientists. The argument that 
the female orgasm is an “ evolutionary acci-
dent, “ or that it only exists as an evolutionary 
 by- p roduct, is rejected today with the reason 
that its  neuro-e  ndocrinological mechanism 
is much too complex for such a conclusion to 
be true. Such a complex trait is not thought 
to arise without multiple steps of stringent 
selection; however, we will explore exam-
ples that contradict this statement in a later 
section. A novel explanation for the female 
orgasm was recently provided by a team led 
by Mihaela Pavlicev, a former colleague of 

mine at the University of Vienna, and Günter 
Wagner at Yale ( Pavlicev et  al. 2019). The 
team relates the female orgasm to ovulation 
based on empirical tests in rabbits. Indeed, 
in rabbits, cats, and camels, orgasm triggers 
ovulation. Although this is not the case in 
women, the existence of such a mechanism 
in other species hints at its selective advan-
tage. Therefore, according to the study, the 
female orgasm appears to have a long evolu-
tionary history, during which the functional 
coupling to ovulation, and thus its adaptive 
value, was lost. Of course, the responsible 
authors know that their study outcomes are 
anything but definitive answers to the ques-
tion of the biological function of the female 
orgasm.

There are many similarly suspicious exam-
ples that call adaptation into question, such 
as the human chin, which our ancestors of 
the genus Homo did not possess. However, the 
fitness advantage of the appendix and tonsils, 
contrary to earlier convictions, cannot be 
as easily dismissed. Both contain lymphatic 
cells, and thus, are a part of the immune 
system.

Let us present a seemingly perfect example 
of a behavioral adaptation. Coastal wolves 
in Canada eat salmon ( F igure  2.6); indeed, 
their diet is specialized in prey from the sea. 
However, they only eat the head, not the rest 

 Figure 2.6  Dancing with the salmon. A coastal wolf feeds on a salmon, eating only its head. It does not touch 
the rest. By this amazing adaptation, he avoids ingesting tapeworms that are deadly to him.
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of the salmon body, although it would prob-
ably taste good to them. The reason is that 
salmon transmit deadly tapeworms to wolves. 
Bears also love to eat salmon but, unlike 
wolves, they consume the entire body. The 
tapeworms that develop in the bear’s body, 
however, do not survive the bear’s winter 
period of dormancy because, once in the 
bear’s digestive tract, they have no source 
of nourishment and they consequently die 
( Darimont et al. 2003). The fact that wolves 
have evolutionarily learned to eat only the 
heads of salmon is an example of intraspecific 
selection and adaptation, although it is not 
known today what exactly guided this adap-
tation process.

The fact that macaques on the Japanese island 
of Kojima have learned to wash sweet potatoes 
in river water  and— a ccording to their t aste— 
 in seawater before eating them, is a no less 
impressive adaptation and one of the earliest 
described forms of cultural behavior in a  non- 
 human species. First observed in 1954 in the 
female Imo, the behavior became established 
within 10 years throughout the local popula-
tion, except for the oldest monkeys. The pat-
tern of imitation described here is culturally 
inherited ( Hirata et  al. 2001), which will be 
addressed in detail in a later section.

An example of n on- a daptation is the rock 
pigeon (Columba livia). While drinking unsus-
pectingly on the banks of the Tarn River in 
southern France, they are devoured by river 
catfish. The European catfish (Silurus glanis)— 
 the largest pure freshwater fish in E urope— 
 approaches imperceptibly on the gravel 
bottom just below the water’s surface, darting 
up to capture a bird on dry land. It has been 
40 years since the catfish was released there. 
In that time, the pigeons have not yet learned 
to be wary of the dangerous predator; even 
at very close range, they do not notice it in 
the clear water, and after a wild attack, the 
surviving birds are soon seen as unconcerned 
as before. By contrast, the learned, novel 
hunting behavior of the catfish is an amazing 
adaptation ( Cucherousset et al. 2012).

  

 

Notably, perfectly adapted organisms do 
not exist in nature. Adaptation is always a 
compromise, because in an organism, it 
requires the coordination of many biological 
units and functions, which cannot evolve in 
isolation. This requires optimization rather 
than maximum adaptation:optimization 
( Kutschera 2004). The fact that adaptation is 
not the best solution that prevails but is the 
least bad one has been expressed previously. 
From this point of view, numerous character-
istics, for example, of the human body, which 
we perhaps consider unsatisfactory, but which 
were not an obstacle to the existence of our 
species, can be explained. Among these are 
the weak spine, the narrow birth canal of 
women, the blind spot on the retina of the 
eye, and numerous others. Nature is not an 
engineer; as such, there is no such thing as 
a design optimized for the overall organism 
system, neither in us nor in other species. 
Humans cannot obliterate our evolutionary 
past, which we share with fish. Nevertheless, 
you will become familiar with a whole series 
of intrinsic organismic design mechanisms of 
evolution in the following sections.

2.3   FuRTHER FINDINGS uP TO 1980

The contributions outlined in this section 
constitute additions to the Modern Synthesis. 
In addition, some speak in the context of an 
extension ( Kutschera 2004). However, to 
avoid confusion, I use the term extensions in 
this book only in the context of the extended 
synthesis in C hapters   3– 6 . The additions in 
this section generally do not follow other 
basic assumptions ( random genetic mutation 
and gradual changes only, among others). The 
central mechanism of the Modern Synthesis, 
natural selection, is accepted without ques-
tion in principle. An exception is sociobiol-
ogy, which overcomes the reservation that 
natural selection is always directed only at the 
individual. Finally, in the context of additions 
to the Modern Synthesis, adaptation processes 
are also increasingly critically examined.
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2.3.1   Punctualism

The fossil record contains many puzzles. The 
series of extinct species often shows jumps, 
creating the impression of abrupt change. 
Evolutionary theory, however, predicts a 
continuous progression, according to which 
changes occur more or less equally and often 
in small steps. Gaps in the fossil record could, 
therefore, only indicate that more finds were 
necessary.

Two researchers vehemently contradicted 
this assertion: Niles Eldredge and Stephen Jay 
Gould. In their sensational article Punctuated equi-
libria: An alternative to phyletic gradualism published 
in 1972, they developed a new view on the 
evolutionary process. They argued for  long- 
 lasting, stable phases in which species changed 
only slightly or not at all ( stasis). These phases, 
or equilibria, are interrupted by abrupt spurts 
(punctuations) (  Figure 2.7). This finding had 
a number of “ unpleasant” consequences for 
the Modern Synthesis, which was based on 
a continuous course of  species- l evel changes. 
Adaptive processes, which have a “ ubiquitous” 

  

effect on every mutation at the population 
level, no matter how insignificant, lose impor-
tance in the new theory. Therefore, punctual-
ism is also referred to as n on- a daptationism. 
Today, punctualism is a  well-  accepted phe-
nomenon, and n eo-  Darwinists must accept the 
existence of gaps in the fossil record.

2.3.2   More Criticism of Adaptationism

The paleontologist Stephen Jay Gould ( 1 941– 
2002; Figure  2.8) emerged as an opponent 
of strict adaptationism. In 1979, he pub-
lished a paper with Richard Lewontin deal-
ing with the arches of St. Mark’s Basilica in 
Venice ( Gould and Lewontin 1979). Evidently, 
these architectural features have much to say 
about evolution. The two researchers took the 
 bricked- u p rectangular surfaces between the 
arches and the wall or ceiling surrounding 
them—  known as spandrels—  as an example 
of how a component of a structure does not 
necessarily have an architectural function; 
moreover, it can be painted with beautiful 
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 Figure 2.7  Gradualism and punctualism. ( a): long periods of dormancy ( stasis) interspersed with abrupt, 
punctuated speciation as described by Eldredge and Gould. ( b): classical,  neo-  Darwinian view with continu-
ous, gradual speciation.
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 Figure 2.8  Stephen Jay Gould. Gould played a significant role in reconsidering embryonic development as a 
factor in the evolution of morphological form.

images. The phrase just so, used by Gould, 
was famously taken from Jungle Book author 
Rudyard Kipling’s Just So Stories for Little Children. 
In the children’s stories, the author tells his 
daughter, who asks among other things, why 
the leopard has spots, that it is just so.

Applying this idea to evolution, Gould and 
Lewontin argued that many features of species 
did not necessarily arise  adaptationistically— 
 they do not confer a fitness advantage but 
exist nonetheless. This was an even greater 
general attack on Modern Synthesis than the 
punctuated equilibria: proposed earlier. For 
the two authors, living beings exist in their 
current form as a result of innumerable ear-
lier adaptations the conditions of which are 
not necessarily present. Today, there is still a 
differentiated discussion regarding the scope, 
limits, and explanatory value of adaptation. 
The reader will soon discover that modern 
research in evolutionary developmental biol-
ogy is veering away from adaptationism and 
focusing on what occurs in the embryo.

2.3.3   New Worlds: Multilevel 
Selection and Sociobiology

Since Darwin, the question has been whether 
selection can be observed at the individual 
level or whether other levels of selection can 
exist alongside it, such as that of individual 
groups. The American David Sloan Wilson 
led this discussion quite openly and provided 
brilliant examples, in which the behavior of 
the group or the interaction between groups 
has a greater impact on reproductive success 
than the behavior of the individual. Individual 
selection is always present; however, selection 
at other levels ( multilevel selection) may pre-
dominate. According to Wilson, higher units 
of the biological hierarchy can be regarded as 
organisms similar to individuals. This applies 
to a human society as well as to biological 
ecosystems. They can equally be vehicles of 
selection. Levels of selection in this sense 
include the species, an entire society, a group, 
kinship, the individual, organs ( for example, 
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the immune system), or genes ( Wilson 2007; 
Wilson 2019).

The transition of humans from h unter– 
 gatherers to farmers can be considered an 
example of selection at a level above the 
individual. Agriculture, in conjunction with 
human sedentary behavior, is a g roup-  specific, 
cooperative activity based on the division of 
labor, and its selective advantage only comes 
into play at this group level. Modern humans 
organize themselves in innumerable small 
and large groups based on the division of 
labor. They construct meaning systems. They all 
tell stories of how we try to live together bet-
ter. In studying them, we learn to the extent to 
which we are a g roup-  selected species. Group 
selection also becomes clear in the example 
of overpopulation, especially in overflowing 
megacities and  mega-  societies on earth. Here, 
it crystallizes the concept that selection pres-
sure is strong on this group level. Only time 
will tell whether humans can withstand the 
selection pressure in the long run. According 
to D.S. Wilson, megacities are transform-
ing our species. Wilson’s answers to today’s 
global challenges can be found in his latest 
book ( Wilson 2019), in which he calls for an 
“ evolutionary worldview,” embracing genetic 
as well as cultural inheritance. From this per-
spective, “ culture is evolution” and “ culture is 
biology.” The challenge, according to Wilson, 
is to finally recognize this view. Wilson argues 
for the unlimited application of evolutionary, 
Darwinian principles as found in all natural 
systems with multilevel selection. He asserts 
that these principles should be applied at all 
levels of culture and politics. On the basis of 
the correct theory alone, i.e., the theory of 
evolution in the form of cultural evolution 
of complex systems, the human superorgan-
ism could, in theory, adapt ( for criticism, see 
Section 7.4).

The discussion related to the extension of the 
level of selection beyond the individual reached 
its climax in the life work of another American, 
Edward Osborne Wilson. The recipient of many 
honors, E.O. Wilson is the founder of a new 

scientific discipline: sociobiology. He and the 
German Bert Hölldobler worked as a brilliant 
team on superorganisms, i.e.,  state- f orming 
insects. It was not surprising to them that the 
evolutionary behavior of individuals is not very 
clear from the point of view of the Modern 
Synthesis. By contrast, the superorganism as a 
whole system, for example, in ant or bee colo-
nies, reveals evolutionary behavior based on 
natural selection that could not be explained 
before. If one compares a superorganism with 
our brain, for example, one could reach the 
simple conclusion that a neuron cannot tell us 
anything related to the intelligence of the indi-
vidual, but the totality of neurons and their 
cooperation can.

It should be noted that group selection is 
just as g ene- c entric as individual selection 
( Jablonka and Lamb 2014). That is to say that 
the material provided for selection is, for 
sociobiologists as well as for representatives 
of the Modern Synthesis, random genetic 
mutations. By contrast, however, D.S. Wilson, 
in the context of multilevel selection theory, 
strongly emphasizes that cross-  generational 
cultural evolution matters no less than genetic 
processes ( Wilson 2019). Later, we will dis-
cuss in detail how increasing group size and 
cultural evolution drove the evolution of our 
brains (  Chapter 7).

 

2.3.4   The Neutral Theory of 
Molecular Evolution

What if most mutations subject to selection 
turned out to be neutral, rather than detri-
mental, to organisms? Could this finding 
threaten the theory of evolution? The neutral-
ity of mutations was analyzed by the Japanese 
Scientist Motoo Kimura in bacteria in the 
1960s. Most genetic changes, he claimed, 
are neutral to natural selection. Some con-
fusion arose as a result of this claim, which 
prompted a heated discussion. Selection 
theory was threatened, but it held fast. The 
relevant point is that neutral mutations also 
represent a basis of plasticity, i.e., the ability 
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of the phenotype: to express itself differently 
under changing environmental conditions. 
Innovations are brought about more easily 
if many neutral, hidden mutations are pres-
ent. This will be a topic of further discussion 
( Sections 3.1 and 3.3).

2.3.5   Molecular Study of Lineages

Phylogenetics is the study of relationships 
between life forms and has been greatly 
impacted by the emergence of molecular 
technology. DNA sequences can be used effec-
tively to determine lineages more accurately 
than methods used in the past. Molecular 
biology, thus has made an enormous contri-
bution to evolution as fact.

2.3.6   Criticisms Remaining of the 
Modern Synthesis after 1980

According to the Modern Synthesis, large evo-
lutionary changes ( macroevolution) arise no 
differently than small ones ( microevolution). 
Both cases are a matter of many small genetic 
 changes—  a bold statement, but from the 
point of view of the Modern Synthesis, a 
compelling one, which after all only con-
firmed the claim of Darwin and Wallace but 
soon met with criticism. It is immediately 
obvious and, using the arguments of the 
Modern Synthesis, well understandable the 
difference between the brown bear (Ursus 
arctos) and the polar bear ( Ursus maritimus) 
could have become apparent. The polar bear 
needs its bright fur for camouflage and for the 
heat regulation. However, it is not so easy to 
explain how reptiles and mammals evolved. 
Reptiles continue to exist, and there is no nat-
ural necessity for them to change into mam-
mals. Yet, evidently, mammals evolved from 
reptiles and amphibians.

 

To understand the morphological emer-
gence of higher taxonomic lineages and the 
changes that occur in them, additional cri-
teria must be used other than the distribu-
tion of genes in a population. These include 

climatic and geological change, the internal 
structure of species, and other factors. A mass 
extinction, such as that of the dinosaurs, is 
not accessible to population genetic models. 
With respect to the gene and its pathway to 
the phenotype, the Modern Synthesis has 
been quite brief. According to the Modern 
Synthesis, one or more genes determine a 
trait and its expression. In between, how-
ever, there was a “ blank space” that had to be 
filled. Criticism of this abbreviated view was 
consequently pre-  programmed.  

A concept that remained strongly criticized 
after 1980 is that of gradualism, i.e., the idea 
that change occurs primarily in small steps, 
and  gene- c entrism, which recognizes genes 
as the only units of heredity.

2.4   SuMMARY

It is one thing to hypothesize that evolution 
exists and another to explain its mechanisms. 
In the Modern Synthesis, the core tenets 
of Darwin and Wallace were taken up and 
expanded with new perspectives. The Modern 
Synthesis aims to explain species change but 
also major blueprint transformations, such as 
the transition from fish to amphibians, to liz-
ards and mammals, to humans.

The gene became known as the foundation 
of all change. Genetic mutations in the inheri-
tance of a few individuals in the population 
of a species can be neutral, harmful, or ben-
eficial to the survival of the species. They are 
sorted out at a higher level, the level of the 
individual. The individual is the “ target” of 
selection; that is to say, selection acts at the 
level of the individual. If the changes are posi-
tive, that is, if they persist in the course of 
natural selection by heredity and improve the 
fitness of their carriers, they have a chance of 
gradually spreading through the population. 
Further small, heritable changes in subsequent 
generations can reinforce the original varia-
tion if they are in turn positively selected. In 
the long run, over the course of many genera-
tions, this can lead to greater, even complex, 
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variation. Adaptation occurs in the population 
as a result of individual selection of the best 
adapted. The population is said to be adapted 
to a particular environmental condition.

In its earliest form, the Modern Synthesis 
conveyed a simple causal relationship between 
genotype and phenotype: genetic mutation 
changes the phenotype. This concept was 
refined in later years. However, the following 
three propositions remain at the core of the 
Modern Synthesis: first, genetic mutation as 
the causal explanation for variations in phe-
notype; second, the  statistical-m  athematical 
selection mechanism underlying many small 
additive steps, and third, the statistical survival 
of the b est- a dapted individuals in a population.

By 1980, the Modern Synthesis was under-
going additions. However, these did not shake 
the basic pillars of the theory, such as random 
genetic mutation as the sole cause of varia-
tion, gradualism, and natural selection as its 
principal mechanism. The theory of neutral 
evolution questioned the credibility of posi-
tive mutations and adaptation. Eldredge and 
Gould’s theory of punctualism and Gould 
and Lewontin’s critique of adaptationism 
are directed against overly rigid views of the 
Modern Synthesis.
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CHApTER THREE

 Evo-    Devo—  The Best of Both Worlds

The interrelationship between embryonic 
development ( ontogenesis) and phylogeny 
( phylogenesis) was neither obvious nor spon-
taneously recognizable to representatives of 
the Modern Synthesis. While an individual 
process is the focus of the developmen-
tal researcher, the focus of the evolutionary 
researcher is a population one. In compari-
son with that of evolution, the duration of the 
developmental process is short. Until 1960, 
the role of development in an evolutionary 
context was uncertain. It was the unknown 
link between the genotype and phenotype. 
This chapter describes the emergence and 
core themes of the fledgling research disci-
pline known as evolutionary developmental 
biology (  evo-  devo).  Evo-  devo is one of the 
four central research domains in the Extended 
Evolutionary Synthesis ( EES): developmental 
plasticity, inclusive inheritance, and niche 
construction ( Laland et al. 2015).

Important technical terms in this chap-
ter ( see glossary): Arrival of the fittest, buffer-
ing, canalization, cell signaling, complexity, 
developmental constraint, developmental 
gene, evolvability, gene centrism, genetic 
accommodation, genetic assimilation, heter-
ochrony, Hox genes, inclusive inheritance, 
innovation, phenotypic plasticity, reduc-
tionism, robustness,  self-  organization, and 
threshold effect.

This core chapter provides a historical 
context for the  modern-  day contribution 
of evolutionary developmental biology to 

evolutionary theory. However, the reader 
may also choose, as a topical introduction, 
sections of  Chapter  4 with  evo-  devo exam-
ples as well as the two interviews with  evo- 
 devo researchers, namely Gerd B. Müller and 
Armin Moczek.

3.1   CONRAD HAL  WADDINGTON— 
 EpIGENETICIST AND 
FOREFATHER OF  EVO-  DEVO

We owe the term epigenetics to the British devel-
opmental biologist Conrad Hal Waddington 
(  1905–  1975;  Figure 3.1), whose theory was a 
major precursor of evolutionary developmen-
tal  biology—  the central topic of this book. 
Here Waddington receives the attention he 
deserves after decades of being ignored and 
rejected during the heyday of the Modern 
Synthesis.

3.1.1   Veins in Fly  Wings—  An 
Attempt at a Proof

In 1953, Waddington provided empirical 
evidence in support of his theories of epi-
genetic inheritance in his paper titled Genetic 
Assimilation of an Acquired Character. Therein, he 
showed how cross veins, short vessels con-
necting the main wing veins in flies, disap-
pear. In his novel selection experiment, he 
exposed fly eggs to short periods of heat 
shock. He repeated this treatment for several 
generations, each time selecting the flies that 

https://doi.org/10.1201/9781003341413-3
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 Figure 3.1  Conrad Hal Waddington. A mastermind of key ideas in evolutionary developmental biology.

lost the largest proportion of their cross veins 
in response to heat shock exposure. At the 
end of the series of experiments, some insects 
lacked cross veins, even in the absence of heat 
shocks (  Figure  3.2). Waddington theorized 
that epigenetic changes brought about dur-
ing fruit fly development were subsequently 
genetically assimilated. That is to say, epigen-
etic changes in response to an environmental 
trigger became heritable in subsequent gen-
erations. This simple experiment attracted 
little attention at the time; nevertheless, it 
was a pivot toward a novel view of inheri-
tance and evolution.

 

Waddington thus provided some empiri-
cal evidence justifying his doubt, expressed as 
early as 1942 when he wrote: “ It is doubtful, 
however, whether even the most statistically 
minded geneticists are entirely satisfied that 
nothing more is involved than the sorting out 

of random mutations by the natural selective 
filter” (W addington 1942).

Fifty years later, Yuichiro Suzuki and Fred 
Nijhout conducted a similar experiment on 
tobacco hornworm ( Section 4.5). Moreover, 
Peter and Rosemary Grant described the  very-  
 s hort- t erm evolution of beak shape in Darwin’s 
finches in association with developmental 
changes ( Section 4.1).

3.1.2   Buffers and Canalization 
in Development

As early as 1942, Waddington theorized on 
the relationships in his example of cross 
veins cited above ( Section 3.1). Several estab-
lished developmental pathways produce a 
phenotypic trait. According to Waddington, 
the developmental process is “ canalized.” 
Presently, the phenotype is described as 
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 Figure 3.2  Drosophila with and without cross veins on its wings. The first experiment to prove that an external 
influencing factor, namely, brief heat shocks, lasting over several generations, could permanently change the 
phenotype.

robust to changes in genetic or environmen-
tal factors ( Flatt 2005). Numerous such buff-
ered alternatives exist because combinations 
of several genes are involved in the forma-
tion of a given phenotypic trait. Waddington 
explicitly emphasized that selection is 
involved in the formation of such networks 
of alternative developmental pathways 
(Waddington 1942).

By way of explaining the evolutionary ori-
gin of a unique feature, Waddington describes  
the conspicuous naked skin callosities on 
the chests of ostriches, where feathers are 
absent. Such callosities protect the bird when 
it crouches on the hot, rough desert floor. 
Waddington assumes that, at one time, these 
callosities did not exist in the ancestral lin-
eage of the ostrich, which raises the question 
of their origin.

The ancestral bird may have acquired cal-
losities over several generations when the 
appropriate body parts were stressed during 
juvenile growth. An environmental factor, 
such as the introduction of very hot, sandy 

  

soil, thus came into play. Before callosities 
existed, development was canalized to a phe-
notype without them. Moreover, canalization 
in wild species is not easily prevented. Several 
“ invisible” mutations ( buffers) support 
the phenotype. In addition, environmental 
change acts as a stressor and can alter the 
developmental course of a trait. However, for 
this to occur, the external influence must be 
sufficiently strong and last for several genera-
tions. Only then can it overcome the buffer-
ing, i.e., the hidden mutations, and thus, the 
canalization to the existing phenotype with-
out callosities. In other words, development is 
decanalized or  re-  canalized to the new phe-
notypic trait. This process requires the  long- 
 term presence of the environmental stressor. 
The previously masked or hidden mutations 
act on the new phenotype only in conjunc-
tion with the stressor. Typically, the new trait 
does not occur in a single animal but affects 
several individuals, often the entire popula-
tion. In the case of climatic heat stress, this 
can be easily imagined.
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3.1.3   Genetically Assimilated

Over several generations, the stimulus 
for maintaining the new phenotypic trait 
may become unnecessary or may only be 
required at a weakened level. As an explana-
tion, Waddington introduces the novel con-
cept already illustrated by fly veins, which 
revolutionizes previous evolutionary theory: 
genetic assimilation follows phenotypic vari-
ation. Waddington proposes that the new 
phenotype, in this case callosities, which are 
produced for numerous generations in the 
presence of heat radiating from the ground, 
will eventually be genetically underpinned, 
in his words, assimilated. In retrospect, the 
phenotype favored long before by the envi-
ronmental stressor is selected. This occurs 
through corresponding mutations, with some 
of the mutations that were previously buff-
ered, i.e., hidden, already present in large 
numbers. They are referred to as hidden or 
masked because they exert no effect on the 
phenotype without the influence of the envi-
ronmental stressor. However, in the presence 
of such a stressor, their effect becomes appar-
ent. Over time, the phenotypic feature is 
maintained even in the absence of the exter-
nal stimulus. The ostrich continues to feature 
callosities, even when it lives and reproduces 
in a zoo in a temperate climate.

Numerous conceivable variations could 
have evolved along the path suggested by 
Waddington. He could just as well have men-
tioned the callosities on our feet. Similarly, 
an animal’s fear of a new predator, such as 
a snake, may be initially learned and later 
genetically stabilized. When we discuss  evo- 
 devo, we will be introduced to numerous 
other examples, for Waddington’s view will 
not be forgotten in the course of the book.

3.1.4   Waddington Was Looking Forward

In a broader context, Waddington’s study 
shows how an organism’s genotype can 
respond to the environment in a coordi-
nated fashion. Development and evolution 

can interact with environmental influences 
and respond to them in a directed manner 
(Waddington 1942).  

With the advancement of evolutionary 
developmental biology, Waddington’s views 
are regaining popularity, and his findings are 
increasingly recognized. For example, in their 
book Evolution in Four Dimensions, Eva Jablonka 
and Marion Lamb write about Waddington: 
“ Many years ago, before anything much was 
known about the intricate ways in which 
genes are regulated and interact, and long 
before concepts of genetic networks became 
fashionable, geneticists realized that the devel-
opment of any character depends on a web of 
interactions between genes, their products, 
and the environment” ( Jablonka and Lamb 
2014). Gerd Müller cites both Waddington’s 
( genetic) assimilation and the entire field of 
epigenetics in the Waddingtonian sense as the 
conceptual roots of e vo-  devo ( Müller 2008).

3.2 EVO-    DEVO—HISTORY AND
EARLY PRIORITIES
           

At the beginning of the era of  evo-  devo, 
researchers approached the connection 
between embryology and evolution. The basic 
idea was that knowledge about development 
could provide greater insight into mecha-
nisms of evolution, and knowledge about 
evolution could in turn provide insight into 
development ( Bonner 1982). Development is 
a powerful aspect of evolution from an  evo- 
 devo perspective because it is the pathway 
by which the genotype is translated into the 
morphological phenotype. Mutations and 
genetic variation become the raw material 
of evolution. The developmental  process—  
  morphogenesis—  forms variations screened
by natural selection, with organisms adapting 
to their environment over generations.

   

3.2.1   Embryo Was Already on the 
Radar in the 19th century

Let us review the historical development of 
 evo- d evo. While in the 19th century, the two 
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 present-  day sub-  disciplines of development
and evolution were not yet treated separately in 
biology, Darwin recognized the crucial role of 
embryonic development in evolution. However, 
as discussed above, he did not address the 
emergence of variation, which was considered 
as a prerequisite by him and did not need to 
be explored further. The exclusion of the emer-
gence of variation from the theory has clear 
advantages because it allows characteristics of 
unknown ontogenetic origin to be treated in 
the same way as those with known develop-
mental pathways. In this abstract approach, one 
does not need to know the evolutionary history 
of a trait ( Amundson 2005).

     

In fact, by the second half of the 19th 
century, embryology had already advanced 
beyond Darwin and more than half a century 
later Modern Synthesis appeared. Wilhelm 
Roux, a German developmental biologist in 
Breslau, Innsbruck, and Halle, wrote and 
reasoned in 1881 that there is no one-    to-  one 
relationship and thus no complete determi-
nacy between the heritable material and the 
developing organism, the phenotype. There 
couldn’t be none ( Roux 1881). This does not 
fit the later picture of the exact genetic blue-
print envisioned by the Modern Synthesis.

 

3.2.2   The Embryo Does Not Fit into the 
Picture of the Modern Synthesis

The Modern Synthesis did not address embry-
onic development, although the field of 
embryology had existed for centuries. The 
 gene- c entered, statistical thought space of the 
Modern Synthesis, contains abstracted popula-
tion gene frequencies but does not encompass 
developmental processes. For example, a prog-
eny can deviate from its parent, and something 
can “ go wrong;” nevertheless, a coordinated 
process can lead to a modified phenotype in 
an individual organism. The  neo-  Darwinists 
ignored embryonic development and did not 
seek answers to the question of how embry-
onic development could influence evolution 
and vice versa.

Nevertheless, during the emergence of the 
Modern Synthesis, some researchers thought 
differently from those in the mainstream. 
At this point, it is useful to mention a few 
precursors. Waddington’s concept of canali-
zation and genetic assimilation has already 
been discussed ( Section 3.1). He referred to 
canalization as a developmental path analo-
gous to a solidified gutter along which a ball 
is directed. Just as a developmental path is 
not easily changed by genetic mutations, 
the ball cannot easily leave the gutter. The 
result remains the same despite mutations. 
Canalization is thus an expression of stability 
in development.

This reversal of the previous view, in which 
now externally, epigenetically triggered phe-
notypic change is followed by genetic fixa-
tion, was impossible to accept as a theory 
apart from the Modern Synthesis. Waddington 
was dismissed as an eccentric. His empirical 
foundation may not have been particularly 
convincing; nevertheless, his ideas have been 
incorporated into research and the theory of 
evolutionary developmental biology (  evo- 
 devo). He is therefore considered one of the 
forerunners of this discipline.

Besides Waddington, the British embry-
ologist Gavin Rylands de Beer, together with 
Huxley, developed modern thoughts for his 
time ( 1930) in Embryos and Evolution.

In 1953, as already described, Watson and 
Crick elucidated the structure of DNA ( see 
Section 1.3). Genes are composed of DNA, 
and their  double- s tranded structure is per-
fectly suited to a copying mechanism of 
inheritance. It was not clear, however, how 
gene expression could be switched on and 
off, in other words, how spatiotemporal gene 
expression took place. The two Frenchmen 
Francois Jacob and Jacques Monod, both 
later Nobel Prize winners, took up this topic, 
and in 1961, their efforts were successful. In 
the bacterium Escherichia coli, they discovered 
the intricate mechanism of genetic regula-
tion, laying the foundation for understand-
ing the process in multicellular organisms. 
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The first of these was the fruit fly, in which 
gene regulatory events that take place during 
the development of larval segmentation were 
described. Over time, this discovery has pro-
vided constantly increasing insight into entire 
chains of gene regulation typical of embry-
onic development,  so- c alled gene regulation 
networks. We will address the role they play 
in  evo- d evo and whether they can be used to 
explain the structure and form of organisms.

3.2.3 Developmental Genes—The
Embryo Is Rediscovered
            

Developmental biology experienced a rapid 
surge in popularity beginning in the 1970s 
with the discovery of developmental genes, 
including the  well- k nown group of Hox genes 
in vertebrates. In Drosophila, genes responsible 
for the spatial structure and shape of the fly 
larva had already been on the radar since the 
1930s. These genes, which control the forma-
tion of characteristic body structures, were 
called homeobox genes.

Developmental genes are expressed exclu-
sively during embryogenesis and may never 
be needed again. As it turns out, developmen-
tal genes are a molecular construction toolkit 
common to most living things. Their exis-
tence alone is convincing and significant evi-
dence of evolution. The Basel molecular and 
developmental geneticist Walter Gehring dis-
covered that one such gene, Pax6, initiates eye 
development in all vertebrates. In addition, it 
controls eye development in the fruit fly and 
other insects. Several other steps follow the 
first step of Pax6 expression in a gene expres-
sion cascade. The Pax6 double gene knock-
out mouse is born without eyes ( F igure 3.3). 
In a heterozygous embryo, where the gene 
is mutated on only one parental chromo-
some, small eyes develop. Thus, the Pax6 gene 
became known as the “ eye gene.”

Unexpectedly and impressively, Pax6 exem-
plifies the relationships among animal taxa; 
however, it is only one of several develop-
mentally important genes. We must examine 

 Figure 3.3  Eyeless mouse. A double knockout of the 
Pax6 gene in mice prevents eye development. If only 
one Pax6 gene is mutated, the embryo has smaller eyes; 
therefore, this allele is also called Small eye or Sey. Eye 
malformations based on Pax6 mutations also occur in 
humans.

the Hox genes in further detail. In vertebrates, 
13 different Hox genes are always present as 
four coherent complexes ( A through D) in all 
vertebrate cells. Thus, for example, Hox genes 
A9, B9, C9, and D9 are located on different 
chromosomes of the same cell. Strikingly, the 
arrangement of these genes in the genome 
corresponds to the order in which they are 
expressed to form the structural elements of 
the body.

When a Hox gene is in a series with oth-
ers downstream in a chromosome, its gene 
products are expressed toward the caudal end 
of the body (  Figure 3.4). Hox genes in verte-
brates help determine how the vertebrae are 
shaped or at which positions the ribs appear. 
Hox genes function in tandem for complex 
structural tasks, i.e., several of them produce 
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 Figure 3.4  Hundreds of millions of years of kinship. Humans ( below) and flies have similar developmental 
patterns despite their distant common ancestry. The Hox genes in the image are an essential part of a succes-
sive segmentation cascade of gene expression responsible for the local arrangement of the head, thorax, and 
abdomen as well as antennas, wings, and legs. Their exact position in embryonic segments has been deter-
mined. The picture shows the homologous genes of Drosophila and humans. While the fly possesses a single 
cluster of homeotic genes, mice and humans have four Hox gene clusters. They are labeled A to D.
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one complex phenotype (  Nüsslein-  Volhard 
2004).

Sonic Hedgehog, a  well-  known key devel-
opmental gene, played a critical role in the 
research lives of the 1995 Nobel laureates, 
German biologist Christiane  Nüsslein-V  olhard 
and two other researchers. In the nascent 
organism, developmental gene expression 
can show wide spatial and temporal vari-
ability. Thus, development is more efficient 

than it would be if a new gene were needed 
for each function; after all, genes are limited 
in number. Sonic Hedgehog (abbreviated Shh for 
the gene or SHH for the corresponding pro-
tein) was named after Sonic the Hedgehog 
in the American animated series Adventures of 
Sonic the Hedgehog because the gene produces a 
 hedgehog-  shaped mutant in the fly larva. Shh 
is required for hand development in verte-
brates; lung, tooth, and face formation; and 
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neurogenesis, i.e., in the brain. Moreover, 
the evolutionary history of Shh dates back 
hundreds of millions of years and is highly 
conserved between fruit flies and humans. 
In Drosophila, it is jointly responsible for larval 
segmentation.

Sonic Hedgehog, Pax6, and the Hox genes are 
all striking proof of the evolutionary rela-
tionships among all vertebrates, in particular, 
those between humans and flies and other 
 insects— e ven worms. This recent revelation 
of the stringent interrelationship of animal 
families is one of the most impressive achieve-
ments of modern  biology— i ndeed of biology 
in general. In 2011, I was visiting the Max 
Planck Institute for Developmental Biology 
in Tübingen, Germany. I had been invited by 
Hans Meinhardtt, whom I admired and who 
has unfortunately since passed away. The 
developmental biologist introduced me to his 
research on pattern formation with Turing 
mechanisms. I was hoping to exchange a few 
words with the Nobel laureate Christiane 
 Nüsslein- V olhard, whose office was diago-
nally opposite his, but unfortunately, she was 
not there.

 Nüsslein- V olhard and her colleagues and 
fellow Nobel laureates Eric Wischaus and 
Edward B. Lewis are genetic  evo-  devo biol-
ogists par excellence, although they are 
not likely to describe themselves as such. 
Certainly though, research on how the con-
trol of individual evolution of living things 
has evolved in phylogeny is also a central e vo- 
 devo topic ( see Section 3.4).

As Walter Gehring discovered, homology 
between species occurs not only in indi-
vidual genes but also in groups of them. In 
1984, he achieved notoriety ( McGinnis et al. 
1984) with his discovery of the homeo-
box (  Figure  3.4). The homeobox provided 
a “ toolbox” of genetic elements that regu-
lated developmentally important genes in 
a fixed pattern during embryogenesis. The 
full complement of Hox genes is highly con-
served across the animal kingdom and fol-
lows the same developmental principles from 

 

arthropods to vertebrates. It is not an exag-
geration to state that kinship in development 
spans geological periods. The same develop-
mental principles operating in evolutionarily 
distant tribes with the same genes and similar 
homeoboxes are solid evidence of their evolu-
tionary relatedness. The surprising revelation 
of these developmental similarities represents 
a pinnacle that rarely occurs in r esearch—  an 
early, striking breakthrough for  evo-  devo.

The subset of homeobox genes known as 
Hox genes are control genes ( also called mas-
ter genes or master control genes). These are 
genes that coordinately manage the expres-
sion of other, functionally related genes dur-
ing development. Hox genes control axis 
formation, segmentation, and appendage 
development in particular. Clearly, mutations 
in Hox genes, especially those in the homeo-
box, are extremely critical and often lethal for 
the embryo. The reason for this is that basic 
structure formation takes place with the help 
of these master genes in the early phase of 
embryonic development. An error at this stage 
can easily disrupt the structure and function 
of the whole organism. This is another way 
of framing the high degree of conservation of 
these genes.

It is clear at first glance that the genetic 
toolbox has been preserved over hun-
dreds of millions of years of evolution and 
that this high degree of conservation indi-
cates its indispensability to every organism. 
Nevertheless, evolution occurs. How then, 
against this seemingly immobile background, 
can variation arise at all, whether continu-
ous or discontinuous, adaptive or not? How 
can organismic diversity, as we know it, arise 
from a rather r igid- l ooking genetic construc-
tion kit and its developmental pathways? 
These questions stimulated further inquiry in 
the minds of researchers. The diversity of life 
forms in nature is almost unbelievable, which 
raises the question of how the contradictory 
principles of conservation and change can 
coexist. The early  evo- d evo researchers faced 
a completely different situation from those in 
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the initial phase of the synthetic theory. The 
representatives of the Modern Synthesis had 
no answers to these elementary questions of 
evolution.

In the initial phase of e vo- d evo, other obvi-
ous questions came to mind: What would 
happen if a developmental gene was naturally 
expressed earlier or later, and what would be 
the consequence if the gene remained active 
a few minutes longer and thus reached higher 
levels of expression than in the normal case? 
This phenomenon, referred to as heteroch-
rony, received considerable attention. What 
is the effect of such temporal developmen-
tal changes on the embryo? Other questions 
followed: How can the developing organism 
generate complex, discontinuous variation, 
consisting of various cell and tissue types 
with diverse functions? Can a structure such 
as an extra finger or toe arise embryonically, 
in a single generation? What is the range in 
phenotypic shape ( developmental plasticity) 
of complex variation, for example, the beaks 
of Darwin’s finches ( Section 4.1)? When and 
why does this range exist? Why is there often 
stability instead of plasticity?

Several of these questions can be placed 
under the heading of “ evolvability.” The con-
cept of evolvability, or evolutionary capacity, 
is intended to capture the extent to which 
organisms can generate viable phenotypic 
variation ( Kirschner and Gerhart 2005). This, 
of course, implies the opposite consideration 
of whether evolvability can be constrained 
in principle by developmental mechanisms. 
Such c onstraints— o f which there are dif-
ferent t ypes— a re called developmental con-
straints. The questions posed up to this point 
already constituted several problem areas or 
challenges. They have been the subject of 
hundreds of dissertations and publications 
over the past three decades. It should also be 
mentioned that other questions arose as  evo- 
 devo evolved and became a pillar of the EES, 
which I will discuss below and in  Chapter 6.

One thing is certain: the Modern Synthesis 
did not provide answers to all these questions. 

If one wishes to condense the new evolution-
ary biological goals into a single picture, then 
the Modern Synthesis is concerned with the 
Survival of the Fittest, while  evo- d evo is con-
cerned with the Making of the Fittest, i.e., with 
how the best adapted came into being in the 
first place. Some also speak of the Arrival of the 
Fittest, which means the same thing. Both rep-
resent the evolutionary developmental path 
up to this point.

3.2.4   Ontogenesis and  Phylogenesis—  How 
a New Research Discipline Emerged

In his landmark book entitled Ontogeny and 
Phylogeny ( 1977), the influential American 
author Stephen Jay Gould wrote about numer-
ous topics that would underpin the connec-
tion between development and evolution. 
Using the concept of heterochrony, which 
received  in-  depth treatment in this book, 
Gould reasoned that changes in the timing of 
development can be a source of major evo-
lutionary transitions. The massive work is 
considered a catalyst for the emergence of 
evolutionary developmental biology. In 1979, 
Gould, along with Richard Lewontin, fol-
lowed up with a memorable paper, in which 
they rejected the idea that every phenotypic 
trait must be adapted ( Gould and Lewontin 
1979). Mistakenly, they argued, traits were 
considered individually in the Modern 
Synthesis, which did not present an accurate 
picture of evolutionary events. In fact, accord-
ing to the two authors, because of multiple 
developmental constraints, different devel-
opmental processes could only vary together 
or be shifted in blocks; therefore, they could 
also evolve only in blocks. The disintegration 
of the rest of the embryo is thereby avoided; 
there is no chaos.

A clear demonstration of this exists today, for 
example, in the formation of additional fingers 
or toes ( polydactyly). A finger constitutes such a 
“ block.” It consists of several different cell types 
in the form of bones, muscles, nerves, blood 
vessels, etc. Not only can it be regenerated and 
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inherited with a single genetic point mutation 
in one generation; but in numerous cases, it is 
also one hundred percent functional ( Lange 
et  al. 2014). We will examine more such 
impressive examples in detail.

Returning to the historical progression, 
in the 1980s, researchers were undergoing 
changes in perspective, and the discussion 
turned increasingly toward the fact that het-
erochrony in development is one of the most 
effective ways to trigger major phenotypic 
changes with little genetic change effort. 
For some phenotype changes, for example, a 
change in eye color or hemoglobin, the devel-
opmental pathway was clear. However, the 
aforementioned shifts in the timing of devel-
opmental events due to heterochrony were 
more interesting variations in phenotype, 
which could cause a major structural change 
in the embryo.

In addition to heterochrony, other evo-
lutionarily effective developmental mecha-
nisms have been discovered. The location of 
gene expression can also shift, a phenom-
enon known as heterotopy. The term is sel-
dom used, but in this book, you will find 
at least two impressive examples of it. In 
this context, one also speaks of ectopic gene 
expression. For example, Armin Moczek’s lab 
succeeded in generating new eye tissue in 
beetles ( Zattara et  al. 2017, see Section 3.9). 
In Section 4.8, the reader will learn how the 
expression of Sonic Hedgehog at a site of the hand 
bud, where it is normally never expressed, is 
responsible for the formation of one or more 
additional fingers.

The fact that a gene product, i.e., a pro-
tein, is produced in different  amounts—  via 
a mechanism called h eterometry—  can give 
rise to phenotypic variations. We will exam-
ine this in more detail in Section 4.1 in the 
evolution of beak shape in finches. In sum-
mary, we have several degrees of freedom in 
evolution, such as time, place, quantity, and 
others, that can facilitate evolution. ( I thank 
Armin Moczek for this reference).

The new research discipline of  evo-  devo 
emerged around these themes. The term 
was introduced in 1996. Development refers 
to embryonic development, in several cases, 
early embryonic development, including 
the phases in which the basic structures of 
the organism, for example, the preforms 
( anlagen) of the extremities or the organs 
such as the nervous system, heart, and so on, 
are formed.  Evo- d evo is a prime example of 
modern interdisciplinary research. It inves-
tigates how control mechanisms in develop-
ment can influence biological evolution at the 
genetic and epigenetic levels.

A coordinated, intensified debate on the 
relationship between evolution and devel-
opment was initiated at an international 
conference in Berlin in 1981, the Dahlem 
Conference Evolution and Development, chaired by 
John Tyler Bonner. Bonner, a developmental 
and evolutionary biologist, died in February 
2019 at the age of 99 as I was writing this 
chapter for the German edition. At that 
time, he had brought together 50 biologists 
in Berlin from several subfields to present 
what was then known about development 
and evolution. The interdisciplinary aspect 
was explicitly at the heart of the confer-
ence. Although the door to a discussion on 
the ultimate role of genes was not opened, 
role of genes in the various, complex phe-
notypic shifts during development was ques-
tioned. According to Bonner, the key to this 
is still completely unknown. Beyond genes, 
the enormous superstructure produced by 
genes was a seminal discovery. In this super-
structure, some events seem to occur that 
cannot be predicted by genetic information 
alone ( Bonner 1982). This pointed to the 
role of development as a complex, interre-
lated system. This idea was the tenor of the 
conference.

The realization that development must be 
part of the explanation of the emergence 
of the phenotype in numerous, interde-
pendent steps is, of course, not a sufficient 
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justification for a new theory of e volution— 
 not if one remains attached to the idea that 
this path is completely given or readable in 
the genome and that the genetic blueprint 
determines the phenotype. However, at the 
1981 Dahlem Conference, the conventional 
reductionist and deterministic model of 
thinking, including the notion of genetic 
blueprint, was challenged. In addition, seri-
ous doubts about the unlimited possibilities 
of natural selection were formulated ( Bonner 
1982): Development was discussed as a hier-
archy of levels of complexity, in which each 
level maintains open lines of communica-
tion with all the others. The novel concept 
that developmental constraints must be 
seen within these hierarchical levels of the 
organism emerged. Moreover, due to the 
complexity of the various levels, the capac-
ity of selection to change them is limited. 
Moreover, the selection is always limited by 
the events of the preceding developmental 
stage. Finally, the more complex the organ-
ism, the less direct the effect of phenotypic 
selection on the genome.

The outdated picture of evolution deter-
mined solely by natural selection was thus 
far from being consigned to the archives, 
but the 1981 conference, together with 
the immediate preliminary work of Gould 
( 1977) and Gould and Lewontin ( 1979), 
marked the beginning of a new research 
discipline, even though it did not yet bear 
the name e vo-  devo. Increasingly and con-
sistently, this program furnished answers to 
questions, such as “ How can the organism 
itself generate variation? Are there intrin-
sic mechanisms of variation generation in 
development, namely, without selection and 
without adaptation?” These were and still 
are some of the fundamentally novel ques-
tions that arose against the background of 
the Modern Synthesis, which itself did not 
provide a good access point for these new 
ideas.  Evo-  devo was thus to become the 
foundation of a comprehensive new way of 
thinking about evolution.

3.3   GENE REGuLATORY NETWORKS

After the turn of the millennium, e vo-  devo 
underwent a  two- w ay evolution. Building 
on the progressive technique of comparative 
genome sequencing, an early group of geneti-
cists focused on developmental genetics and 
gene regulation. Sean B. Carroll ( 2006), USA, 
Andreas Wagner ( 2014), Switzerland, and Paul 
Layer, Germany, to name a few, view gene 
regulation processes with changing combina-
tions of gene switches as the primary factors in 
organismal development and change. Indeed, 
trans-  and cis-  acting regulatory elements are
the more easily mutated genes themselves.
    

3.3.1   Genetic Toolkit

Sean B. Carroll is an award-  winning evo-  devo 
researcher in the United States who has been 
popularized in the media. His very success-
ful book Endless Forms Most Beautiful (Carroll
2006) introduced the genetic version of  evo- 
 devo to a wider audience outside the special-
ist community. There are several YouTube 
presentations in which Carroll demonstrates 
how the genome uses a genetic “ toolkit.” The 
important tools in this toolkit are mainly the 
Hox genes, responsible for body form and 
structure. As mentioned earlier, Hox genes 
are conserved over long geological periods 
and have remained very similar across ani-
mal phyla. How then, is evolutionary change 
possible?

  

   

Evolution uses  so-  called gene switches to 
generate phenotypic shape and variation out 
of highly conserved genes. For example, the 
Bmp gene family encodes a set of signal pro-
teins called bone morphogenetic proteins, of 
which approximately 20 have been identified 
to date. The gene product BMP-5 is involved 
in skeletal construction, more specifically that 
of the ribs, outer and inner ear, fingertips, 
and nasal cavity. Developmental genes are 
surrounded by numerous switches through 
which their spatial and temporal expressions 
are regulated. In the case of BMP-5, some gene 
switches direct their expression in the ribs 
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and others in the construction of the inner 
ear. The switches themselves are short DNA 
segments to which proteins can bind via a 
specific “ lock and key” mechanism in each 
case. Altogether, there are a few hundred such 
locks. The key protein function is to activate 
( switch on) or repress ( switch off) gene tran-
scription. Every step in development, and 
thus every new switch combination, occurs 
in a controlled sequence. There are millions, 
perhaps billions, of steps in the entire devel-
opment process. In this way, according to the 
ideas of gene regulation researchers, with 
the involvement of numerous developmental 
genes ( e.g., the Hox genes), their switches, 
and the corresponding lock proteins, the 
 three-d  imensional body is formed.

A single gene is often regulated by 10 or 
more differently structured switches, which 
can occur in an immense number of possible 
combinations. The combinations of switches 
are more highly mutable than the genes 
themselves. For a  three-  way combination of 
500 switches present in an embryo, there 
are 500 × 500 × 500, or 12.5 million possible 
combinations. If four switches are combined 
as instructions for the expression of a spe-
cific gene at a very specific point in develop-
ment, there are already more than 6 billion 
possible combinations. This gives some idea 
of the immeasurable design schemes that 
are possible with the help of gene switches 
( Carroll 2006). Carroll uses numerous insect 
wing shapes and patterns to demonstrate the 
seemingly endless repertoire that can be pro-
duced with the same arsenal of genetic tools. 
In summary, Carroll states that evolution is 
mainly about how “ old genes learn new 
tricks” ( Carroll 2007;  Figure 3.5).

According to Carroll, several of the secrets 
of evolution stem from changes in genetic 
switches. The smallest changes in the sequence 
and combination of switches can result in an 
enormous effect and diversity in the design 
of embryos. This makes it much easier to 
understand why humans get by with so few 
genes ( approximately 23,000, compared to 

the nematode with about 19,000). The gene 
switch combinations are, for Carroll, the 
music makers. According to this hypothesis, 
it is far more efficient to expand the coding 
capacity of the genome via combinatorial 
regulation than by maintaining hundreds of 
thousands of genes. Thus, the evolution of 
organismic forms depends not so much on 
which genes an organism has, but on how 
they are used. The antiquated view that a new 
set of genes is needed for every morphologi-
cal variation is considered outdated.

However, because so incredibly many 
switch combinations are possible, there can 
also be numerous combinations that pro-
duce the same or approximately the same 
phenotypic output, i.e., proteins with the 
same function. This is the canalization or 
robustness toward the same output that we 
are already familiar with. The consequences 
of multiple identical phenotypic outputs are 
made clearer by Andreas Wagner.

Without question, macroevolutionary 
change can also be explained by the prin-
ciple of gene regulatory networks, accord-
ing to Carroll’s theory. Changes in form and 
function can be explained in detail in living 
beings such as arthropods, as can the emer-
gence of new forms, which in the end are not 
fundamentally new but are created and rebuilt 
from existing ones, such as claws from the 
forelimbs of crayfish or wings from the fore-
limbs of birds. For example, at the beginning 
of vertebrate evolution, there were numerous 
duplications and shifts of a single Hox gene 
cluster. Changes in the DNA sequences of the 
gene switches that regulated the Hox genes 
were always involved. For Carroll, new struc-
tures in evolution are modifications of exist-
ing ones. However, the essence of change or 
innovation, no matter how extensive or how 
new, is the duplication of existing genes and 
new combinations of gene switches.

A strict Darwinist, Carroll repeatedly uses 
the phrase use it or lose it. A gene or element that 
is not used is, according to him, inevitably 
lost. It mutates, and thus, gradually but surely 
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 Figure 3.5  Wing shapes and pigmentation patterns of higher bipeds. After 70 million years of evolution, a 
seemingly infinite spectrum of color and structural patterns has been revealed.

EVO-  DEVO—THE BESTOF BOTHWORLDS

loses its function. Selection occurs on the gene 
level, with the incessant oversight of natural 
selection. This is Carroll’s adaptationist signa-
ture. Regarding the evolutionary development 
of increasingly complex structural forms, we 
learned earlier that genes often function in 
interrelated blocks, and developmental pro-
cesses can often only be shifted in blocks. This 
view integrates developmental modules; how-
ever, Carroll spends little or no time address-
ing this point and provides no answers as to 
the mechanisms e vo- d evo can use to rapidly 
provide complex variation. He does not con-
cern himself with pattern formation processes 
and  self-  organization on the cellular level, for 
example, in the context of limb f ormation— 
 he even rejects them. The environment figures 
only marginally in his work but plays a cru-
cial role in more recent treatments of the topic 
(Section 3.8).  

The complexity of the developmental sys-
tem in Carroll’s view is a modest one and 
much less systemic than that of the subse-
quent, more epigenetically oriented group 
of researchers presented in the next sec-
tion. Carroll’s discoveries are consistent with 
Darwinian selection; he does not advocate a 
theoretical shift.

3.3.2   The Arrival of the Fittest

Like Carroll, the A ustro- A merican biologist, 
Andreas Wagner, focuses on gene regulation 
networks. Wagner does not use the term e vo- 
 devo but instead focuses on the robustness 
and innovation in biological systems. Wagner 
shows how the two  interact— a s upposed 
contradiction, since robustness is a rather 
conservative attribute. Robustness implies the 
maintenance of the organismal form in its 
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current state. Innovation, on the other hand, 
is a progressive or explorative concept. Herein 
lies the contradiction Wagner seeks to resolve: 
How can both be possible simultaneously?

We learned about robustness when
Waddington introduced the concept of canal-
ization, the ability of a biological system to 
withstand perturbations such as DNA muta-
tions and environmental change. Language, 
for example, is robust. When I omt sme ltrs 
hre, the reader may bristle for a moment but 
understands my meaning nonetheless. By 
comparison, computer programs are much 
less robust. A single mistake in a line of code, 
and the program performs differently or 
crashes altogether. In biology, for example, 
gene redundancy and duplication are sources 
of robustness to mutations. Approximately 
half of the genes in the human genome are 
redundant. Natural selection can maintain 
this redundancy and the resulting robustness 
( Wagner 1999, 2000).

 

In addition to duplicated genes, proteins, 
gene regulation, and metabolism are par-
ticularly robust (  Figure 3.6). Wagner uses the 
example of lysozyme, which acts as a bacteri-
cide in saliva and tears. In laboratory experi-
ments, the polypeptide sequence of lysozyme 
was slightly modified to generate 2,000 pro-
tein variants. Curiously, no less than 1,600, 
or 80% of all artificially modified protein 
variants, retained their bactericidal abil-
ity. Wagner refers to such modified protein 
variants as “ neighbors” if they occur in the 
organism and share functional redundancy. 
Neighbor proteins occur frequently, accord-
ing to the study. “ The more such neighbors 
with the same phenotype, the more robust 
the organism is” ( Wagner 2014). Robustness 
exists above all in metabolism, a complex, 
biochemical system where alternative bio-
chemical metabolic pathways exist should 
a gene or protein fail altogether. Metabolic 
pathway redundancy is essential to life. 
Importantly, natural selection maintains this 
diversity, thus preserving robustness. Wagner 
depicts robustness as a state of disorder in 

which several pathways can perform the same 
function. In the absence of pathway redun-
dancy, the organism would be programmed 
like a computer and enormously susceptible 
to errors.

Why then, is robustness alone, not suffi-
cient to drive evolution? Here Wagner arrives 
at the progressive, explorative aspect of inno-
vation. The connection between the two 
becomes clearer immediately: If humankind 
invents something new, and it does not work 
as intended, the unsuccessful invention can be 
abandoned for a new one. Nature, however, 
cannot afford this luxury. It must preserve 
what works, the old and the new. Without the 
stable preservation of their functions, organ-
isms die. Simultaneously, they must be pre-
pared to cope with new situations. I will use 
the example of Apollo 13. It is well known 
that a l ife- t hreatening fire occurred during 
this flight to the moon. Aborting the mission 
and turning back was out of the question, so 
the flight crew found a way on the flight to 
cope with both the fire disaster and the scar-
city of oxygen. They did so on the fly, in the 
truest sense of the word: the crew mastered 
the problem brilliantly with the resources 
available on board.

A similar situation exists in nature. At 
any time, an organism can be confronted 
with a new situation for which novel char-
acteristics are required. It resorts to the neu-
tral genetic mutations identified by Motoo 
Kimura ( Section 2.3). These mutations, long 
considered useless, thus become the basis 
for later evolutionary innovations (W agner 
2008).

Suppose environmental conditions have 
changed, necessitating species adaptation. 
This is where neutral mutations come into 
play. Although neutral under the old condi-
tions, they can quickly contribute to novel 
and sometimes advantageous phenotypes 
under the altered conditions. Neighboring 
proteins already present can be used for this 
purpose. Selection ensures the preservation 
of neutral mutations as the basis of new form 
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 Figure 3.6  Robustness. Eukaryotic metabolic network. Dots indicate metabolic intermediates ( metabolites), 
and lines indicate conversions by enzymes. Many metabolites can be produced via multiple pathways; hence, 
the organism is robust to the loss of certain metabolic enzymes.
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and function. Where neutral mutations are 
absent, and robustness is lacking, nothing 
new emerges ( Wagner 2005, 2011, 2014).

In addition, with only minimal genetic 
mutations, different protein neighbors can 
be generated next to functionally identical 
ones when innovations and adaptations are 
required. Long protein chains often only 
require a difference of a single amino acid to 
exhibit a new function. The same applies to 
variation in metabolism and gene regulation. 
As an example, Wagner cites the synthetic 
biochemical pesticide pentachlorophenol. 
In an impressive innovation, the bacterium 
Sphingobium chlorophenolicum can use its own 
enzymes to convert the pesticide into a meta-
bolically useful molecule. Wagner likens the 
conversion of a highly toxic substance into 
food to turning a weapon into a bar of choco-
late. Another common mechanism in bacteria 

is to feed on the very antibiotics that have 
been circulated to destroy them (W agner 
2014).

Wagner’s point is that innovations are 
often easy to realize. There is a hyperspace 
of large networks of genotypes capable of 
encoding the same phenotypes. Populations 
of organisms can explore this hyperspace, 
and astronomical numbers of possible solu-
tions are available there, many of which 
are much closer than imagined. However, 
Wagner does not mention that constraints on 
the development of body structures block the 
arbitrary conquest of this morphospace, and 
developmental biases that we will address 
shortly ( Section 3.4) can impose significant 
constraints on innovation, given enough 
time ( Minelli 2015; Newman 2018). He thus 
reopens the door to a way of thinking about 
old adaptation.
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In 2011, based on decades of laboratory 
work with his teams and these mechanisms, 
Wagner proposed a theory of innovation in 
which the ability of living systems to inno-
vate is a consequence of their robustness. The 
ability to innovate in nature, as we have seen, 
arises from the organism’s engagement with 
a constantly changing environment ( Wagner 
2011).

To summarize, Wagner brought forward 
interesting and valuable explanations at the 
level of gene regulatory networks and protein 
folding. With his modern understanding of 
the necessary connection between robust-
ness and innovation, he is reminiscent of 
Waddington. However, Waddington more 
clearly established the link between environ-
mental perturbation factors and the pathway 
to genetic assimilation. The connection the-
matized by Wagner is no longer disputed in 
science today. “ Robustness and plasticity are 
complementary and intertwined and must 
be considered together. They should not be 
seen as being in opposition to each other” 
( Bateson and Gluckman 2012).

Wagner does not require higher levels of 
biological organization above proteins, and 
like Carroll, he does not address them. In 
the eyes of others, the Arrival of the Fittest in  
 evo-  devo is much more than Wagner’s ver-
sion of it.

  

3.4    SYSTEMIC-  INTERDISCIPLINARY 
 VIEW—  A RESEARCH DISCIPLINE 
ACQUIRES ORDER

It is a fact that modern, practical  evo-  devo 
research is dominated by developmental 
genetic topics around gene regulation and 
gene networks. This may create the dis-
torted image that  evo- d evo is restricted to 
this field alone, but such a conclusion would 
be made in haste. Nevertheless, the second 
group of e vo- d evo scholars envisages more 
 far-  reaching goals. They are taking a sys-
temic, interdisciplinary approach and aim-
ing to paint a larger e vo- d evo picture. Men 

and women such as Mary Jane  West-  Eberhard 
( 2003), Denis Noble ( 2006), Marc Kirschner 
( Kirschner and Gerhart 2005), Armin Moczek 
et al. ( 2019), and Gerd B. Müller ( 2007) view 
the entire developmental apparatus as a sys-
tem that interacts in complex ways at the 
genetic and epigenetic levels of organization 
( DNA, proteins, cells, cell communication, 
cell aggregates, the organism, and the envi-
ronment). According to this group, the entire 
system of embryonic development is itself 
evolved and is in a complex, systemic rela-
tionship with the environment. The beliefs 
of this group thus represent a new broader 
perspective.

To explain phenotypic formation and 
change, one must consider not only higher 
levels of organization than genes and gene 
regulation but also new p rinciples—  those of 
pattern formation, self-  organization, devel-
opmental bias, and so on. These principles 
allow predictions to be made about evolu-
tionary variation. Before addressing these 
topics in detail, we will describe the  evo-  devo 
research program pioneered by the above-
mentioned group, which extends far beyond 
the knowledge of gene regulation. C hapter 4 
presents some examples, and then  Chapter 6 
deals in detail with the EES, which builds on 
the concepts described here.

    

According to Müller (2008), evo-  devo 
research is divided into three thematic blocks 
(  Figure 3.7), some of which contain individ-
ual questions that the scientific community is 
only beginning to address.

  

The first block contains three e vo- d evo 
questions ( 1 – 3 ), directed from evolution to 
development:

 1. The first topic deals with how the 
developmental program in recent spe-
cies could have arisen during evolu-
tion. Development itself is a system that 
evolved over hundreds of millions of 
years. The process, still far from being 
understood in terms of its interaction 
with the outside world, which we see 
and analyze today in higher developed 
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species in the embryonic phase, was 
not always present as this routine, 
finely adjusted interplay. There must 
have been a long evolutionary process 
leading up to this, which continues to 
this day. Starting with the first multi-
cellular animals ( Metazoa), selective 
fixation and genetic routinization did 
not emerge until much later in those 
robust forms of development and in the 
reliable Mendelian forms of inheritance 
that we see in  modern-  day organisms.

 2. Evolution of the developmental repertoire refers, 
on the one hand, to the evolution of 
genetic tools. As we know by now, 
Sean B. Carroll ( 2007) speaks of the 
genetic toolkit. The question is how 
this toolkit could emerge and evolve or 
how, for example, genetic redundancy, 
new gene functions, or modularity 
could emerge at the genome level. 
On the other hand, the evolution of 
the developmental repertoire, which 
emerged over millions of years, also 
includes a complex variety of epi-
genetic processes. These processes 
of developmental interactions were 
simpler hundreds of millions of years 
ago. Today, they include sophisticated, 

 well-  rehearsed mechanisms that pre-
cisely regulate, for example,  cell–  cell 
interactions.

 3. How does evolution affect specific 
developmental processes? One such pro-
cess is heterochrony, which involves not 
only a temporal shift of developmental 
processes but also changes in develop-
mental control. Evolutionary modifica-
tions in the segmentation and regional 
differentiation of larger sections of 
anatomical structure, for example, are 
accompanied by shifts in domains of 
Hox gene expression ( Müller 2007).

The second block of  evo-  devo ques-
tions (  4–  6) concerns the influence of 
development on evolution, i.e., the 
inverse of those posed in the first block. 
These are the novel questions of  evo- 
 devo. They reveal the causal interactions 
between development and evolution for 
the first time and challenge the prevail-
ing theory of evolution (  Figure 3.7). 
These include the following:

 4. How does development influence 
phenotypic variation? In  evo-  devo, 
we often speak of the developmental 
constraints already mentioned. Such 
constraints, in several cases, prevent 

Evolution Development

E  n  v  i  r  o  n  m  e  n  t 

Evo-devo (questions 1-3)  

Devo-evo (questions 4-6)  

Eco-evo-devo (questions 7-9)  

 Figure 3.7  Questions at the interface of evolution and development.  Evo-  devo queries mechanisms of action 
of evolution on development (  1–  3); of development on evolution (  devo-  evo,  4–  6); and of the interaction 
between development, evolution, and the environment (  eco-    evo-  devo,  7–  9). The theory of evolution is thus 
methodologically extended and complex.



48 EXTENDING THE EVOLUTIONARY SYNTHESIS

the occurrence of large evolutionary 
variations and are thus hurdles during 
development. These hurdles can be of 
a physical, morphological, or phyloge-
netic nature, and they lead to robust-
ness ( canalization) or stability.

 5. What does development contribute to 
phenotypic innovation? This question 
concerns evolutionarily new forma-
tions, such as the inner skeleton of ver-
tebrates, mammary gland of mammals, 
bird feather, insect wing, or turtle’s 
shell. Natural selection cannot produce 
anything new; it can only act upon the 
existing. That which is selected out, 
the anatomical solution to problems, 
is contributed by the developmental 
system. In other words, if selection 
on its own cannot reshape organic 
forms, there must be some other way 
in which organismic innovation arises. 
The answer can only lie in develop-
ment. More on the exciting topic of 
innovation in a moment.

 6. How does development affect the orga-
nization of the phenotype? The ques-
tion of the organization of body plans 
in development is not directed at the 
origin or variation of individual body 
traits, as proponents of the Modern 
Synthesis assumed, but at how the 
organism can be produced as an inte-
grated system. Morphological structures 
and organ systems vary and evolve 
as integrated units, with numerous 

changes occurring in a coordinated 
fashion so that complex variation is 
possible without rendering the organ-
ism nonfunctional. Supernumerary 
fingers ( polydactyly) can serve as a 
convenient example here. A new finger 
does not appear without blood ves-
sels or muscles. It is physiologically 
fully intact. Development ensures this 
 overall morphological performance.

Finally, the third block, namely the 
eco-    evo-  devo set of questions (  7–  9), 
concerns the causal relationships of 
development and evolution with the 
environment. This type of question 
was also newly introduced by  evo- 
 devo, since the Modern Synthesis 
cannot deal with such mechanisms of 
action (  Figure 3.7).

 

 

 7. How does the environment interact 
with developmental processes?

8. How do environmental changes affect 
phenotypic evolution?

9. How does evolutionary development 
affect the environment?

 

 

A theme central to questions 8 and 9 is phe-
notypic plasticity. Plasticity means that a 
genotype or, better stated, development, can 
produce different, possibly strongly deviat-
ing phenotypes under different environmen-
tal conditions. Examples of this will follow 
( Section 3.8), but first, other evolutionary 
theorists who advocate a systemic  evo-  devo 
will have their say.

In Conversation with Gerd B. Müller

Professor Müller, you studied medicine as a young man. Why did a trained physician 
with the best career prospects at the time dive into a new world and complete a sec-
ond dissertation in zoology?
During my medical studies, I became more interested in the causes of the biological 
structures and processes we were to learn than in the therapy of their disorders. I was 
initially fascinated by the possibilities of experimental embryology and then became 
increasingly involved with evolutionary theoretical issues, moving further and further 
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away from applied medicine. Eventually, this turned into a parallel degree in zoology. 
However, I still think that a sound knowledge of biology and evolution is also a basic 
prerequisite for understanding pathological phenomena in human medicine.

The Nobel laureate Konrad Lorenz worked at the University of Vienna in your early 
days there. I believe he read in the same lecture hall as you. You received your doc-
torate under Rupert Riedl. Your indispensable compulsory reading at that time was 
Chance and Necessity, a book by another Nobel laureate, the Frenchman Jacques Monod. 
Looking back, how did you experience this time, which was so strongly marked by 
the synthetic theory?
Lorenz returned permanently to Austria in 1973, the year the Nobel Prize was awarded, 
and at the invitation of Rupert Riedl gave guest lectures at the University of Vienna 
on his evolutionary approach to behavioral research. These lectures eventually led to a 
 long-  running seminar at his family residence in Altenberg. Attending these lectures and 
seminars laid the foundation for my later involvement with evolution. At the beginning 
of his first lecture, Lorenz recommended three books, which he held up emphatically in 
the lecture hall: The Logic of Scientific Discovery by Karl Popper, Chance and Necessity by Jacques 
Monod, and–    amazingly–  Nicolai Hartmann’s The Teleological Thinking. I was amazed. My 
medical studies had never mentioned any textbooks other than s ubject- s pecific ones, 
and certainly not philosophical texts. After the lecture, I purchased the three books at 
the university bookstore around the corner, and it became clear to me for the first time 
how closely natural science and philosophy are connected. In the Altenberg Circle, all 
discussions were characterized by this mutual relationship.

    

Riedl was the driving force behind these events. His lectures finally brought me 
into biology, which I finally completed with him with a dissertation on evolutionary 
experiments in developmental biology. Riedl was an evolutionary rebel who saw him-
self surrounded by dogmatic representatives of the synthetic theory, i.e., the evolution-
ary theoretical position that wanted to attribute all evolutionary change exclusively to 
 population- g enetic mechanisms within the framework of the basic Darwinian model. 
Riedl countered this with his systemic theory, which was based on reciprocal interac-
tions between different causal levels and referred primarily to morphological evolution, 
which was largely left aside by the standard theory. Although Riedl’s idiosyncratic con-
ceptualization often meant that he was not listened to very much, there was an enor-
mous amount to learn for us students from this confrontation of different intellectual 
positions. From today’s perspective, it can be said that Riedl was right on many points.

You have witnessed the emergence of the e vo-  devo research program from its incep-
tion in the 1980s, and you have been able to shape its development. Embryonic evo-
lution staked its claim: it had and still has something to say about evolution. What 
fascinated you personally so much about evolutionary developmental biology?
Reflections on the role of embryonic development in changing the species have a long 
history that goes back to  pre-  evolutionary times. However, in the p opulation-  genetically 
influenced synthetic theory, the principles of individual evolution had not been reflected 
at all. Personally, the insight that phenotypic evolution can only occur via a change in 
developmental mechanisms fundamentally motivated me to enter basic research and 
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contribute to the elucidation of this relationship. The methods of experimental and 
molecular developmental biology emerging at the same time, as well as new,  three- 
 dimensional,  computer-  assisted imaging techniques, also made it possible for the first 
time to address questions in evolutionary developmental biology empirically and quan-
titatively. The great potential of this new approach to evolutionary biology was clearly 
evident in the early 1980s. Here, a new departure was possible, a chance to redevelop 
and shape an entirely new field of research.

What gave you the impetus to believe that e vo- d evo is not just another empirical 
research discipline but contains “ ammunition” for a fundamental extension of evo-
lutionary theory?
I would see it somewhat differently: the limitations of the standard theory were 
known and widely discussed, and e vo-  devo was clearly one of those fields from which 
a theoretical renewal could emerge. It was therefore necessary to develop appropri-
ate questions, methodological approaches, and experimental procedures that could 
demonstrate the influence of developmental biological conditions on the evolution-
ary process. This has since succeeded in many instances and has provided the data 
for those concepts which, when brought together with results from other fields of 
evolutionary biology, have provided the impetus for a new theoretical synthesis. It is 
important to note here that many of the crucial e vo-  devo concepts were formulated 
before the molecular genetic turn in developmental biology and not because of it, as 
is often claimed today.

You met all the great evolutionary theorists in the postwar period. Which was your 
most impressive and lasting encounter?
In fact, it was a wonderful experience to meet Ernst Mayr, John Maynard Smith, Richard 
Lewontin, Edward Wilson, Stephen J. Gould, and many other theorists in person. Of this 
generation, Lorenz and Riedl certainly had the most lasting impact on me. Interestingly, 
however, colleagues of the same age as me were even more determining for me, those who 
had not taken the detour via medicine and were therefore already active in developmental 
and evolutionary biology research before me. These include Pere Alberch, Günter Wagner, 
Eörs Szathmáry, Eva Jablonka, Stuart Newman, and a few others. Newman was a crucial 
encounter because he brought a fundamentally different view of cellular and developmen-
tal biological processes to the evolutionary theoretical discourse. Our meeting resulted in 
many joint articles, symposia, books, and a friendship that continues to this day.

Since you were appointed to the University of Vienna in 2003 and founded the 
Department of Theoretical Biology there in 2005, you have accelerated your efforts 
toward an EES. In 2008, you organized the important  Altenberg- 1 6 Symposium with 
16 w orld-  leading evolutionary biologists and theorists from different disciplines. I was 
allowed to accompany you on this exciting journey for a while. Tell me: How did this 
initial meeting develop into an expansion of theory, and what was the outcome of this 
important meeting, which was certainly not characterized by homogeneous ideas?
In 2007, I met Massimo Pigliucci, an evolutionary theorist of the time, who was then 
teaching at Stony Brook University, at a meeting in Exeter, and we discovered that we 
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both had an article in print whose title included the term “ Extended Synthesis” in the 
sense of a “ new evolutionary theoretical synthesis.” This coincidence seemed to us symp-
tomatic of the situation in evolutionary theory at the time, and we decided to take this as 
an opportunity to think more broadly about innovative evolutionary theoretical concepts 
and their relevance to the overall theory. I was able to set up a workshop at the Konrad 
Lorenz Institute for Evolutionary and Cognitive Research in Altenberg near Vienna on 
the topic Pigliucci and I had planned, with the goal of coming out with a book on the 
current state of evolutionary theory in the Darwin Year 2009. We narrowly missed this 
goal; the book did not appear until 2010, but it did much by bringing together the first 
major assembly of concepts such as developmental bias, epigenetic inheritance, niche 
construction, etc. and placing them in a common theoretical framework. Of course, not 
all participants were in complete agreement, and some even later participated in  counter- 
 articles to the EES, but the book signaled to the outside world a new departure that was, 
by and large, very well received.

Is the EES an extension of the standard theory, or is it a reconstruction?
We are interested in a comprehensive synthesis of the known evolutionary factors and 
theoretical concepts in evolutionary biology, which consists of many more components 
today than it did half a century ago. Of course, large parts of the standard theory are 
included here, such as the rules of population genetics, but the inclusion of new com-
ponents, such as e vo- d evo or niche construction, also creates a new theoretical structure 
that is based on a different logic and leads to different predictions and explanations than 
the classical theory. Some elements of the standard theory are also not adopted or are 
given a different function, such as natural selection, and therefore, EES cannot be inter-
preted as a mere peripheral extension of the standard theory.

Some of your colleagues see the efforts of the EES representatives as fighting wind-
mills. What do you say to the accusation that considerations of the EES are basically 
already implicit in the Modern Synthesis?
The representatives of orthodoxy will always insist that an existing explanatory system 
already includes all phenomena not explicitly considered. In the present case, it is usu-
ally argued that some of the new components of EES have been considered before or 
have been applied here and there. But these components have never before been placed 
in a concrete theoretical context. The novelty of EES is not that all its elements were 
unknown before but that these concepts are synthesized into a new theoretical structure. 
The excitement about this, in some respects, is unfounded. Scientific theories are always 
changing, sometimes in small steps and sometimes in somewhat more radical paradigm 
shifts. One day, EES or some differently named extended theory will be the standard 
theory and will in turn be reworked again.

Another question that has remained open since we met: Synthetic evolutionary the-
ory is a theory about populations. This approach has been the reason for its success. 
 Evo- d evo also aims to provide evolutionary insights, but its theoretical approach is 
based on events in individuals. How does that fit together?
Populations are also made up of individuals. Evolutionary changes at the level of pop-
ulations are caused by changes in the individuals. We must therefore understand the 
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regularities in the construction and function of individuals in order to be able to explain 
the changes in populations. These rules determine what is “ feasible” in the evolution-
ary change of species in the first place. This is precisely the essential contribution of 
 evo-d  evo.

What are the greatest hurdles that need to be overcome for the EES to gain the desired 
broad acceptance? How long does such a process take?
The greatest hurdles are dogmatic insistences. These are based not only on cherished 
theoretical convictions in the heads of some protagonists of classical theory but also on 
the priorities of the current scientific establishment. At stake are interpretive sovereignty, 
power, influence, positions, research funds, etc. When newly emerging currents begin 
to tie up resources, there is understandable resistance to the decline of traditionally suc-
cessful fields. However, I do not have the impression at all that the acceptance of EES is 
so low. Especially from our younger colleagues, we receive mostly positive reactions, and 
large parts of the evolutionary theoretical discourse deal very seriously with the argu-
ments of the EES. The problem of  persistence—  if it is o ne—  will solve itself.

Eight years ago, I asked you whether practical science is ready for methodologi-
cal rethinking. How is research today adapting to the fact that complex theoretical 
models are required and that interdisciplinary, networked, and systems thinking is 
needed? Are these efforts in your subject, i.e., in evolutionary theory, increasingly 
flowing into research and publications today?
We often hear from applied research that no matter what theories may exist, we move 
on. Such attitudes exist even in evolutionary biology and are increasingly supported by 
the trends toward quantification and digitization in all areas of research. In some places, 
the impression has arisen that t heory- f ree research is also v alue- f ree and thus more 
objective. After all, one could always look later to see if the data had any relationship 
to the theories, in the sense of “ data without theory meets theory without data,” as the 
philosopher of science Werner Callebaut once said. I think this is a fundamental mis-
understanding of the role of theory in the natural sciences because it is the theories that 
determine what we can find, whether we are aware of it or not.

Unfortunately, however, even the large public universities, whose role would be to pro-
vide education, knowledge, critical thinking, and interpretations of our world ( and thus 
theories), have been completely sucked into data production and have s urrendered—  at 
least in the biological fi elds— t o a largely economized model of science. Research is to be 
done where large amounts of money can be procured, which in turn brings reputation 
and further economic advantages to the universities. Theoretically oriented directions 
that do not follow this logic are increasingly pushed into the background at universities. 
For this reason, other independent institutions are emerging that actually take over the 
original functions of the universities, such as the Santa Fe Institute in the USA or the 
Konrad Lorenz Institute in Klosterneuburg near Vienna, in which I am also active. Such 
institutions offer the opportunity to think in an interdisciplinary and networked way 
and to work on complex issues. They promote discourse on theory development and 
philosophical questions in the natural sciences and preserve free science.

Professor Müller, thank you for the interview!
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3.5   FACILITATED  VARIATION— 
 THE PERSPECTIVE OF CELLS

Marc Wallace Kirschner is a cell and systems 
biologist at Harvard Medical School. He, 
along with John C. Gerhart at the University 
of California at Berkeley, developed the theory 
of facilitated variation. This is a systems theory that 
put evolutionary development on a new foot-
ing. The authors thus belong to the  evo-  devo 
group of systemically thinking scientists. The 
theory was presented in 2005 in the book 
The Plausibility of Life. Resolving Darwin’s Dilemma, 
 co-  authored by the authors Kirschner and 
Gerhart. The following remarks refer to this 
book.

For a brief review, the synthetic theory 
argues at the level of the genome, with gene 
frequencies abstracted from the organism, 
and examines  mathematically–  statistically 
the occurrence of mutations in these genes, 
which are assumed to be random, on the 
population level ( Section 2.1). This is a strictly 
reductionist method because the gene fre-
quency approach alone, together with natu-
ral selection, serves to explain evolution. 
Kirschner and Gerhart aim to overcome this. 
For this purpose, the theory of evolution is 
better thought of as consisting of the follow-
ing three equal pillars or partial theories:

• a theory of phenotypic variation

• a theory of inheritance

• a theory of selection

Let us take a closer look at how the authors 
integrate these three subtheories. According 
to Kirschner and Gerhart, the theories of 
inheritance and selection have traditionally 
been described in detail. Therefore, they 
focus on the first component, the novel the-
ory of phenotypic variation, which has been 
missing up to this point. It combines the 
existing doctrine of inheritance and natural 
selection with the phenotype. Different pro-
cesses act in cells to realize phenotypic varia-
tion. The cellular point of view is also a novel 
one. I will therefore examine these processes 

individually in more detail. In the next chap-
ter, the theory will then be illustrated using 
the example of different beak sizes and shapes 
in Darwin’s finches ( Section 4.1). The multi-
ple functions of the HSP90 protein also fit into 
this picture ( Section 3.8).

Cellular events can be viewed as

• preserved core processes in cells

• exploratory processes in cells

• weak regulatory couplings between 
cells

• compartmentation, the formation of 
modules or blocks of cells.

Let us begin with the  long-  term preserva-
tion of what Kirschner and Gerhart call the 
preserved core processes in cells. Some of the 
terms we are already familiar with, especially 
the Hox genes, reappear here.

3.5.1   Preserved for Hundreds 
of Millions of Years

Humans share 15% of their genome with 
the bacterium E. coli, 30% with the fruit fly, 
and 70% with the frog, Kirschner says. In 
the cells of recent species are processes that 
have remained unchanged for as long as these 
cells have existed. This does not mean that all 
chemical processes in recent cells are as they 
were in the beginning; however, there are a 
few hundred fundamental processes, core 
processes that are so elementary that changing 
them would spell death for the cell. By core 
processes, we mean the biochemical processes 
known to occur in different cells, several of 
which are identical. We are dealing with a 
larger but limited set of core cellular behav-
iors. The term “ core processes” does not nec-
essarily refer only to the cell nucleus and thus 
to the DNA but should be understood beyond 
that as “ main processes,” which can also be, 
for example, intercellular signaling pathways.

However, this limited set of conserved 
core processes may very well change in the 
way the individual processes ( let us call 
them “ Lego bricks” in advance) interact. 
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However, the individual processes do not 
change the process. Cell processes can there-
fore be recombined or used differently. Only 
very rarely, however, do truly new processes 
appear. Rather, we see novel combinations of 
the established core processes; these allow the 
evolution of new phenotypes. Kirschner and 
Gerhart call this flexible possible combina-
tion of cell processes “ adaptive cell behavior” 
(  Figure 3.8).

The authors give examples of preserved 
core processes in cells. These include the cell 
cytoskeleton, i.e., its internal structure, meta-
bolic reactions ( Sections 3.3 and 3.3.2), and 
signal transduction, i.e., the numerous signal 
transmission chains within the cells, as well 
as the mechanisms of gene expression. The 
fact that the cell has highly conserved pro-
cesses on the one hand but is simultaneously 
adaptive is only made possible by three pre-
requisites, all of which are based on the fol-
lowing stable core processes:

• protein synthesis based on an identical 
genetic code for all living things.

• an identical, permeable function of 
the cell membrane in all cells of all 
living organisms; This enables cells to 
communicate and cooperate with each 
other and with their environment.

• identical functions of the Hox genes, 
the gene family responsible for 
important aspects of the body plan. 
Embryos are built from compartments 
( subplans), in vertebrates, for example, 
for the head, spine, and tail.

The stringent conservation of these core pro-
cesses means high constraints, i.e., barriers 
to unwanted change. The core processes are 
also compared with Lego bricks. Their exact 
dimensions are their constraints. They only 
fit together with other Lego bricks. Kirschner 
says that “ Constraint deconstrains variation.” 
Lego bricks can be combined in several ways 
with other Lego bricks, precisely with their 
constructional restriction. This is their deci-
sive advantage.

Thus, the conservation of master genes to 
protect against unfavorable mutation must 

Conservation of the existing

(a) (b)

Adaptive cell behavior

Exploratory processes

Weak regulatory linkage

Compartmentation

Hox genes

Hox genes 
recombined

Conserved core 
components:

* Genetic code
* Protein synthesis
* Cell membrane

Examples of recombinations 
of core processes:
* Modification of regulations
* Scope of gene expression 
* Protein synthesis
* Genetic recombinations like 
* Gene copying 
* Alternative splicing 

 Figure 3.8  Facilitated variation. Evolution requires both constancy and variability. Kirschner and Gerhart 
therefore distinguish two types of cell  processes—  those that maintain the status quo ( a) and those that allow 
change ( b). Organisms have evolved over long periods of time in such a way that both sides of a species are in 
a certain balance between preservation and change.
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be ensured, among other things, to maintain 
the continuous flow of life. This is demon-
strated in evolution for extremely long peri-
ods of time. If today we find the same genes 
in Drosophila as in humans, for example, Sonic 
Hedgehog, they must have existed before our 
predecessors split off from those of the fruit 
fly. Earlier, we even learned about an active 
protection against unfavorable mutation with 
the heat shock protein HSP90. In the absence of 
stress, it can buffer unfavorable mutations and 
thus maintain stability. Simultaneously, it can 
allow variation in the presence of heat shocks 
( Section 3.9). In the author’s view, conserved 
cell processes are primarily maintained by 
natural selection. Unfavorable changes in the 
core processes of cells would be consistently 
eliminated by selection because they do not 
allow the cell to survive. For this reason, they 
are termed “ core processes.”

3.5.2   And Yet Change Is Possible

How does this conserved landscape contrib-
ute to variation? When Kirschner and Gerhart 
speak of recombination of the core processes 
of cells, they primarily mean modification of 
regulation, for example, with respect to time 
and place, the circumstances or extent of gene 
expression, RNA availability, or protein syn-
thesis. However, genetic rearrangement, such 
as the formation of gene and gene segment 
copies, is also involved in the recombina-
tion of core processes. In addition, alternative 
splicing plays a key role in the recombina-
tion. The term alternative splicing indicates 
the fact that the transcription of a  gene— i .e., 
transcription of the genetic i nformation— 
 into RNA ( more precisely, messenger RNA 
or mRNA) and translation of the RNA into a 
 three-  dimensional protein does not necessar-
ily result in an identical protein every time. 
Rather, the protein structure may vary. For 
instance, a gene with coding segments a, b, 
c, d, and e could be read as a-    b-  c, a-    b-    d-  e, b-  
  c- d , or other combination. Alternative splic-
ing thus increases the number of components 

   

available ( think of Lego building blocks) to 
create newly assembled proteins from exist-
ing coding genes. It is thought that 95% of 
human genes with multiple exons are alter-
natively spliced ( Pan et al. 2008). Thus, 500 
different mature mRNA alternatives can be 
produced from a single gene transcript, even 
one from a human gene.

However, there are other mechanisms 
that generate the phenotypic differences 
between humans and chimpanzees, even 
though the overall difference in their two 
genomes is only approximately 1%–  2%. The 
reason lies in what Kirschner and Gerhart 
call the regulatory diversity or combination 
diversity of the core processes of the cells: 
Genes are expressed in different locations, 
at different times, under different circum-
stances, and in innumerable different com-
binations. Such changes in gene expression 
can easily occur during development, and 
the effects on the phenotype can be signifi-
cant, as in the chimpanzee and the human. 
The stable core processes allow for some 
forms of expression or idiosyncrasies that 
are essential to enable precisely the facili-
tated phenotypic variation that we discuss 
here. These are, first, the exploratory behav-
ior of cells, second, their weak regulatory 
couplings, and third, compartmentation in 
the embryo. I discuss these three peculiari-
ties of variable cell responses in more detail 
below to illustrate how facilitated variation 
is made possible. Now that we have dis-
cussed the conservation of cell processes, 
the following three sections will deal with 
change, i.e., with the question of what is 
facilitated or what makes the facilitation of 
variation possible.

3.5.3   The Exploratory Behavior of Cells

Behind every phenotypic change, for exam-
ple, in the skeleton, are other necessary 
changes that must occur in an orderly, some-
times simultaneous fashion to maintain the 
system. For example, in the evolution of the 
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vertebrate extremity, flexible adaptations of 
tendons, muscles, nerves, and blood vessels 
are necessary in addition to bone remodel-
ing. Kirschner and Gerhart speak here of 
exploratory behavior, when cells, depending 
on their extracellular environment, exhibit 
a broad spectrum of alternative reactions. If 
one examines the finely branched blood ves-
sel system, it quickly becomes clear that there 
is no deterministic specification in the DNA 
for supplying each individual cell in the body 
with sufficient oxygen or nourishment, cer-
tainly not with different amounts of either 
one. This is because the required oxygen sup-
ply varies from one tissue to another. This 
is regulated by exploratory behavior. The 
advantage of this is that in our capillary sys-
tem, which has a total length of 100,000 km, 
the local needs of all cells in the body can 
be supplied in different ways. Capillaries can 
form at any time because cells react accord-
ingly to a lack of oxygen. By contrast, a sys-
tem with a genetic default regulated in detail 
would have to be infinitely complex.

The readers may be familiar with the 
hypothesis that the papillary ridges on the 
underside of the fingers, those that produce 
the fingerprint, are not genetically deter-
mined. Have you ever wondered how they 
are formed? Perhaps you suspect epigenetic 
involvement in this case, and it could well be 
called that. Equally good, but unfortunately 
rarely mentioned, examples are the blood 
capillaries (  Figure 3.9) or the neural networks,  

which are even more differentiated. Their 
courses are all nongenetically determined, as 
are the details in the beautiful coat pattern of 
my Maine Coon cat. If you have ever doubted 
the notion of a genetic blueprint or genetic 
program, you may find your belief in it rein-
forced. The sense in which the term “ genetic 
blueprint” was introduced decades ago may 
not be accurate anymore. The genome needs 
permanent feedback from the cells. Even the 
smallest developmental step in the embryo 
is determined by interactions of the genome 
with cells and of cells with their environment.

In this way, the exploratory process gen-
erates an unlimited number of result states 
( for example, an infinite number of papillary 
ridge patterns). This property of cells, namely 
their ability to form branched structures, is 
based on heritable changes in regulation. 
Thus, the plasticity of the possible formation 
of the structures ( blood vessels, nerves, etc.) 
is what is important to produce a complex 
organism, and it is what the cells have mas-
tered for billions of years.

The authors illustrate this concept clearly 
again with another example. The evolution 
of the vertebrate extremities forms very dif-
ferent shapes and sizes, from the bat wing 
to the elephant foot and many other forms 
for swimming, grasping, climbing, etc. 
During the remodeling process, it must 
always be determined which cells will dif-
ferentiate into specific cells of bones, ten-
dons, muscles, nerves, or blood vessels. It is 

 Figure 3.9  Exploratory behavior. The courses of small blood vessels ( capillaries) are not genetically deter-
mined in detail. They follow explorative behavior.
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almost inconceivable that random mutations 
and individually timed rounds of selection 
can accomplish this. There must be a more 
effective way that does not involve minute, 
selective testing. This is where the principle 
of exploratory cell behavior comes into play. 
Supportive cell functions are made available 
wherever they are needed, even in the face 
of major skeletal changes. We are familiar 
with the case of polydactyly, supernumerary 
fingers and/ or toes in vertebrates, including 
humans. Here, a new unit, a finger or toe, 
arises in a single generation. In the place 
where it is formed, nothing existed previ-
ously, not even a single cell. But when the 
additional finger is developed and the baby is 
born, it has all the physiologically necessary 
cell types and tissue forms. No lengthy muta-
tion and selection process is required; the 
morphological adaptation of the components 
occurs spontaneously. One tool for this is the 
ancestral preparedness of the cells for what is 
to come and their exploratory behavior. The 
new finger is functional in every respect.

Exploratory processes must also be imag-
ined in the growth and formation of brain 
cells. Axons with their long nerve fibers 
search for and locate each other via biochem-
ical exploratory behavior. On YouTube, you 
can find a video showing how axons move 
toward each other through the extracellular 
spaces, finally locating each other and form-
ing new synapses ( see tips for further read-
ing). This is a daily occurrence. If you have 
read this chapter carefully, then read it again, 
and hold some of it in your mind the next 
day, then you would have experienced such 
a process. The wiring and thus the physics in 
your brain would have changed.

Structures in an organism are thus variably 
formed with exploratory processes. Genetic 
determination analogous to a program with 
an exact scale is unnecessary. This “ program” 
would be inefficient because it would be 
much more complex. It would therefore 
take far too long to make adjustments. This 
is what Kirschner and Gerhart call “ Darwin’s 

dilemma.” The Viennese zoologist Wolfgang 
Wieser, who died in 2017, had already writ-
ten in 1998 without any doubt: “ The genome 
does not provide the blueprint for a living 
being, but only a map with an average scale” 
( Wieser 1998), but even that would still be a 
kind of blueprint. However, from the point of 
view of systems thinkers, the genome is not a 
blueprint at all. We will approach this radical 
idea in a moment ( Section 3.7).

3.5.4   Weak Regulatory  Couplings– 
 Cells in Loose Conversation

Other cellular mechanisms are needed to 
initiate phenotypic variation. How can cells 
communicate with each other so that core 
processes can be recombined for evolution? 
What kind of cell signaling substances must be 
present so that new combinations of promis-
ing core processes can occur?

This is where that which Kirschner and 
Gerhart call “ weak regulatory coupling” 
comes into play. It is weak in the sense that 
the biochemical specifics of a cell signal have 
only a weak relationship to the specific out-
put on the other side. The receiver can be 
the same cell or a different cell. What exactly 
occurs in the target cell is determined by its 
own regulatory processes and not solely by 
the signal substance sent. Only at the target 
site is the response maximally prepared and 
ready for retrieval. However beware that the 
expression “ weak” also implies the absence 
of “ strength,” i.e., there are “ no strong cou-
plings.” What Kirschner and Gerhart mean by 
“ weak” is that the types of connections can 
easily be changed evolutionarily to fulfill dif-
ferent functions. Take as an example the elec-
trical outlets in a home. The system is highly 
adapted. All sockets are identical in construc-
tion, and the current is the same. The electri-
cal current ( information) that flows from the 
socket into your laptop does not need to know 
how this terminal device works. You can also 
plug a power cord into your dishwasher. It is 
the same current flowing, and it makes all your 
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appliances work. Thus, in terms of facilitated 
variation, that would be weak information for 
a prepared process at the end of the informa-
tion flow. The information “ 120 V alternating 
current” is even suitable for devices that have 
not been invented yet!

The reason why regulatory couplings are 
weak is that they are an indirect, undemand-
ing, l ow- i nformation type of regulatory 
connection that can easily be reversed or con-
verted to suit other purposes. Thus, evolu-
tionary changes do not require alterations in 
a highly integrative complex  process–  only in 
the intensity or site of action of simple signals.

To take an example from biology, if an organ-
ism reacts to the intake of sugar by increas-
ing insulin secretion, then a weak, indirect 
coupling is present. There are even multiple 
weak couplings between sugar and insulin. 
The different reactions of the organism can-
not be performed directly by the molecules 
of sugar and insulin. Even the registration 
of the blood glucose level itself consists of 
multilevel, weak couplings, as does the trig-
gering of trembling or sweating in a diabetic 
when the blood glucose level is too low or 
even the secretion of glucagon, an antagonist 
of insulin, which occurs in extreme cases as 
a survival mechanism of last resort. Glucagon 
acts quickly to stabilize blood sugar again if, 
despite the aforementioned physiological sig-
nals, glucose is not supplied externally. These 
are only a few of the countless s elf- c ontrol 
mechanisms operating in the b ody— i n this 
case, a metabolic process based on a complex 
chain of weak links. Only the stable core pro-
cesses in the cells make it possible that such 
loose couplings have formed.

This has also been vividly formulated in the 
following way: Cells and genes do not have 
a cause-    and-  effect relationship to each other 
like the gas pedal and the car engine. The cells 
interpret the DNA in a kind of “ consensus 
process,” but they do not obey it. Cells and 
individual tissue areas are autonomous. They 
behave as a whole that interprets stimuli, 
but not like a machine that is unilaterally 

 

dependent on DNA commands. In such a 
scenario, evolution is made possible by the 
fact that the cell does not take direction from 
genes but interprets their instructions loosely. 
In this way, there is no need for a meticulous 
“ plan” for all the details of a body feature.

The tendency of biological units to unite 
and move toward the construction of coopera-
tive systems based on the division of labor can 
be observed along all lineages of evolution. 
Here, cooperation stands in contrast to ego-
istic behavior, as presupposed by the Modern 
Synthesis. Wolfgang Wieser also drew atten-
tion to this as early as 1998.

3.5.5    Compartmentation–  The 
Modular Solution

During development, specific cells are formed 
for individual tissue types ( skin, muscles, 
nerves, etc.). Initially, the cells are not special-
ized. Therefore, how does the specialization 
come about? Kirschner and Gerhart speak of 
compartments. By compartment, they mean 
a region of the embryo in which one or a 
few specific genes of the cells are expressed, 
and certain signaling proteins are produced 
at a certain stage of development. However, a 
compartment can also be defined at the cellu-
lar level with specific  intra-   and intercellular 
processes. The ability to activate differently 
conserved core processes at different loca-
tions in an organism and create these reaction 
spaces in the first place is called compartmen-
tation. Which compartments do we know?

An insect embryo, for example, forms 
approximately 200 compartments in the 
middle phase of development. Science can 
determine compartment maps with the spa-
tial arrangements of the compartments of an 
animal, the quasi framework for the arrange-
ment and construction of complex anatomical 
structures. Each animal phylum has its typi-
cal map, which is highly evolutionarily con-
served, much more than the detailed anatomy 
and physiology that emerges or builds upon a 
compartment.
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The neural crest region at the edge of the 
central nervous system is a good example of a 
concrete compartment. The neural crest cells 
migrate throughout the body during develop-
ment and proliferate or differentiate. Thus, 
bones, cartilage, nervous tissue, or even parts 
of the heart develop from originally undif-
ferentiated cells of the same type. What 
exactly happens depends on cell signals and 
other factors. Just how spectacularly diverse 
the differentiation options are can be seen 
from the fact that the neural crest region in 
animals could give rise to such completely 
different head outgrowths as antlers, horns, 
or trunks. Kirschner and Gerhart also cite 
the enlargement of the human skull in the 
context of brain enlargement as an example 
of flexible, yet regionally determined, cell 
differentiation.

3.5.6   A Theory with New 
Informational Content

In summary, Kirschner and Gerhart argue 
that the generation of complex phenotypic 
change is facilitated by existing processes 
in cells that have been conserved for mil-
lions of years. This reduces the amount of 
genetic change required to generate pheno-
typic novelty. These same core processes are 
repurposed in ever-  changing combinations. 
However, it may also be true that proteins are 
generated in places where they had not previ-
ously been produced, with genes that were 
previously active in other domains. On the 
one hand, the stable core processes severely 
limit the amount of variation; on the other 
hand, they create the needed space for phe-
notypic variation. Facilitated variation has 
evolved adaptively, that is, natural selection 
has promoted it (  Figure 3.8).

 

In other words, facilitated variation means 
that phenotypic variation must be possible in 
development based on the construction of an 
organism itself. Evolution does not work effec-
tively in the manner proposed by Darwin and 
the Modern Synthesis. According to Darwin 

and  neo- D arwinian theory, every aspect of 
an organism is subject to possible mutation. 
This view must be updated to account for 
the fact that in the course of evolution, some 
things change and others do not. Changes have 
occurred in spurts over 3  billion years, inter-
spersed with periods of conservation ( stasis, 
Section 2.3). Basic, fixed processes are passed 
on to descendants in variable combinations. 
Stabilization and diversification are closely 
associated.

Carroll also speaks of conservation of Hox 
genes, and Wagner emphasizes the interplay 
between the preservation of existing pro-
cesses and structures and possible innova-
tion. Only Kirschner and Gerhart, however, 
transfer the connections to the cell, to groups 
of cells that send out and receive signals, 
and thus, to the interaction and cooperation 
between cells. Such signaling pathways allow 
the cell to act and react in its specific envi-
ronment. Cell assemblies are the phenotype. 
We will learn about a computer simulation 
based on  cell–  cell interactions in Section 4.8. 
Using the concrete case of evolutionary limb 
development, we can thus understand which 
phenotypic patterns can be induced by c ell– 
cell interactions.  

The theory of facilitated variation extended 
the statements of the Modern Synthesis. 
Evolution is not a m utation–  selection process 
occurring with equal frequency everywhere 
in the organism. Most importantly, the new 
theory is broader, richer, and more open. A 
theory can be judged either by its informa-
tional content or by its explanatory value. The 
theory of facilitated variation contains novel 
information about stable cellular processes 
and interactions among the different levels of 
organization of the organism.

The theory presented makes it clear that the 
origin of phenotypic variation is less depen-
dent on very lengthy gradual Darwinian 
trial-    and-  error processes that may take far too 
much evolutionary time to be truly effective. 
Rather, Kirschner and Gerhart show us that 
organisms themselves play a major role in 
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determining the nature and extent of varia-
tion. The organism is prepared for change. 
It has a “  response-  ready response system” by 
which it responds to mutations with highly 
organized processes. In other words, the 
organism has intrinsic properties to generate 
variation. Better yet, it has the capacity to gen-
erate ordered, intrinsically coordinated varia-
tion. In this way, the capacity for adaptation is 
greater and more flexible than in the conven-
tional  mutation–  selection scheme. “ Variation 
is facilitated largely because so much novelty 
is available in what is already possessed by the 
organism” ( Kirschner and Gerhart 2005).

3.6   INHERITANCE IS MuCH MORE 
THAN MENDEL AND GENES: 
INCLuSIVE INHERITANCE

Eva Jablonka, professor emeritus of genet-
ics ( and an epigeneticist) in Tel Aviv, and 
her London colleague Marion Lamb have 
researched inheritance in depth. They also 
address taboo subjects without hesitation. 
For the first time in the history of the the-
ory of evolution, epigenetic inheritance has 
been explained thoroughly and systematically 
from several perspectives.

Jablonka and Lamb target the statement 
generally propagated in the Modern Synthesis 
that genes are the true and only units of inher-
itance, and acquired characteristics cannot be 
inherited as described by Lamarck. On this 
point, all proponents of the Modern Synthesis 
agreed. However, Jablonka and Lamb expand 
on this narrow view by arguing that multiple 
routes of information flow to subsequent gen-
erations exist, all of which are relevant to evo-
lution. The novel components of this view are 
genetic inheritance of nonrandom mutations 
and epigenetic inheritance (  Figure  3.10). In 
addition, there is cultural inheritance in the 
form of learned behavioral inheritance and, 
in humans, symbolic inheritance through 
signs, writing, the Internet, etc. ( Jablonka and 
Lamb 2014). All these forms are highly rel-
evant to evolution and are grouped under the 
term “ inclusive inheritance” ( Danchin et al. 
2011). Inclusive inheritance is one of the four 
central research areas in the EES, along with 
 evo-  devo, developmental plasticity, and niche 
construction ( Laland et al. 2015). Of course, 
inheritance can also be treated as a subfield of 
evolutionary development, as is done in this 
chapter. Let us examine in detail the different 
forms of inheritance.

 Figure 3.10  ( a and b) Epigenetic inheritance. The field of epigenetic inheritance has experienced a surge of 
interest in the last decades. In this context, parental care is an exciting topic. The interactions between genetic 
and epigenetic mechanisms contribute to parental care. Brood care is not limited to mammals, for example, 
in herds of elephants, where nonparent relatives also care for the young. The male strawberry poison frog 
( Oophaga pumilio) carries his tadpoles on his back, one at a time, to watering holes in the funnels of bromeliads. 
The mother provides the young with an unfertilized egg, which she lays in a watering hole of the plant and 
which serves as food.
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3.6.1   Genetic Mutation Does Not 
Always Occur by Chance

Ambiguities already exist in genetics. On the 
one hand, identical genes can lead to dif-
ferent phenotypes, which we have come to 
know as plasticity. On the other hand, com-
binations of different genes or different levels 
of gene activity can produce the same robust 
phenotype. Genes cannot be considered in 
embryonic development without reference to 
their environment. In fact, there is a constant 
interaction between genes, their products, 
proteins, and their environment. The envi-
ronment consists of not only the cell itself 
and neighboring cells but also of more distant 
cell tissues, organs, and the external world. 
Recall August Weismann’s barrier between 
the soma and germ line. In the long term, 
the idea should not take shape in the form he 
imagined, namely that once information has 
left the germ line, i.e., has been incorporated 
into somatic cells, it cannot  re-  enter the germ 
line. Interactions between the somatic cells 
and the germ cells are a hot topic in research 
today. The idea is by no means new, but it is 
still not a part of the  neo-  Darwinian canon. 
After dealing with Waddington, it became 
less possible to ignore such interactions in the 
long run.

Against this background of broader inter-
action, we must examine “ chance varia-
tion” more closely. One historical passage 
illustrates, particularly well, how positions 
on this have changed. I reproduce a passage 
written by the French Nobel laureate Jacques 
Monod in 1971. His book Chance and Necessity, 
for a long time, required reading for biology 
students. He says: “ It necessarily follows that 
chance alone is at the source of every inno-
vation, and of all creation in the biosphere. 
Pure chance, absolutely free but blind, at the 
very root of the stupendous edifice of evolu-
tion: this central concept of modern biology 
is no longer one among many other possible 
or even conceivable hypotheses. It is today 
the sole conceivable hypothesis, the only one 
that squares with observed and tested fact” 

( Monod 1971). The doctrine of the Modern 
Synthesis cannot be expressed more aptly.

The use of the term “ chance” or “ random” 
in the theory of evolution is ambiguous. The 
above picture of evolution as the result of 
random processes shall be revised. Monod 
is to be understood as saying that chance is 
integral to the synthetic theory of evolution. 
However, this can carry different meanings. 
First, it can mean that mutations are copying 
errors that occur during inheritance and can-
not be eliminated despite elaborate, effective 
DNA repair procedures. Second, mutations 
are random in the sense that it is not pos-
sible to predict which gene will be mutated 
and at which location. Third, random muta-
tion can be undirected with respect to its 
advantages or disadvantages for an organ-
ism. According to classical theory, the effect 
of a mutation on the fitness of a population 
( positive/ negative/ neutral) only becomes 
clear during the selection process.

A fourth and contrasting statement of the 
Modern Synthesis is that genetic change is 
random with respect to its ( physiological) 
function ( Noble et  al. 2014). This view is 
now considered outdated. By means of vari-
ous developmental mechanisms that we have 
come to know and that interact constructively 
at different levels, random mutation may very 
well produce functional alterations. The EES 
( on which more will be discussed in cha p. 6) 
would even go so far as to say that develop-
ment contributes to the functional integra-
tion of positive effects of mutations on the 
phenotype. This brings back into focus the 
 genotype-  phenotype relationship and par-
ticularly the physiology of the phenotype 
( Noble et al. 2014).

A critical examination of the synthetic the-
ory reveals that the last two ideas of chance 
lead us on a tangent. We learn that genetic 
mutation and phenotypic variation can 
also have a bias. Jablonka and Lamb ( 2014) 
emphasize, “ No longer can we think about 
mutation solely in terms of random failures 
in DNA maintenance and repair.” However, 
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fundamentally, mutations are not always 
biased either. The truth lies somewhere in 
the middle, the authors say. They cite several 
cases that give a better sense of the complex 
issue and shed new light on mutations.

It has long been known that bacteria show 
an increased mutation rate under stress. To 
be sure, each mutation can be viewed as ran-
dom. The overall response of the genome, 
however, is a biased, adaptive process. Nobel 
laureate Barbara McClintock observed a simi-
lar phenomenon in plants, primarily in corn, 
beginning in 1948. Here, contiguous sec-
tions of DNA could be identified,  so-  called 
“ jumping genes,” better referred to as trans-
posable elements or transposons, which are 
copied “ in one piece” and moved to a differ-
ent location in the DNA. McClintock inter-
preted this as adaptive behavior. For a long 
time, the scientist was not taken seriously, 
to put it mildly. Today, it is debated whether 
the increased mutation rate is a side effect, 
a  so- c alled byproduct of the stress situation 
to which organisms are exposed. However, 
the fact that this results in an ordered copy-
ing of contiguous DNA segments makes one 
wonder. The fact is that 44% of the human 
genome consists of transposons or transpos-
able elements, of which only a small propor-
tion is active today. However, it is precisely 
this small proportion that is responsible for 
the genetic diversity of human populations 
( Mills et al. 2007).

The next case, local hypermutation, is more 
difficult to criticize. It occurs at a site in the 
genome where mutations are reasonably 
likely to be advantageous; these sites in the 
genome are called mutational hotspot. The genes 
in these regions code for proteins involved in 
important and distinct cellular functions. It 
appears that certain DNA regions have been 
virtually selected for mutation. Such striking 
local hypermutations have been observed in 
pathogenic bacteria, as well as snails and ven-
omous snakes.

The third case deals with induced local 
mutations. Induced refers to the fact that they 

originated in the environment. Surprisingly, 
these mutations are observed at locations in 
the genome where they can help the organ-
ism cope with a change in the environment. 
Such mutations are known, for example, in 
the bacterium E. coli.

All three forms of mutation mentioned 
here have an adaptive and thus nonrandom 
potential, that is, they can arise during a 
 selection–  adaptation process for entire popu-
lations and promote fitness. Research on this 
topic is ongoing. Like Kirschner and Gerhart, 
Jablonka and Lamb also conclude that instruc-
tive processes for generating variation exist. 
The authors summarize: “ It would be very 
strange indeed to believe that everything in 
the living world is a product of evolution 
except one t hing–  the process of generat-
ing [genetic] variation” ( Jablonka and Lamb 
2014).

An early proponent of nonrandom genetic 
variation is the American biologist, James A. 
Shapiro, the discoverer of transposable ele-
ments in bacteria. Some of the concepts men-
tioned in this section are based on his work. 
He introduced his own field of research, 
which he called natural genetic engineering. In 
his book Evolution: A View from the 21st Century 
( 2022), he calls for a set of interactive and 
information-  based evolutionary principles.
Among other things, he states that living 
cells and organisms are cognitive, sensitive 
entities that act and interact for specific pur-
poses to ensure survival, growth, and propa-
gation. They possess corresponding sensory 
perception, communication, information 
processing, and decision-  making abilities.
Cells are built to cooperate, he says. They 
can rapidly change their inherited traits 
through natural genetic engineering and epigen-
etic processes, as well as through cell fusion. 
Evolutionary innovation, he says, emerges 
through new cellular and multicellular 
structures as a result of functions of cellu-
lar  self-  modification and cell fusion ( Shapiro 
2022). This leads very clearly toward a new 
view of the genome not only as r ead-  only 
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memory but also as r ead–  write memory, 
toward a new notion of evolutionarily more 
flexible adaptive capacities and thus the role 
of the cell in evolution.

3.6.2   Epigenetic  Inheritance–  A Widely 
Discussed Topic in Scientific 
Literature and Media

Epigenetic inheritance has received more 
attention than  evo-  devo in public media. 
Epigenetic processes regulate gene expres-
sion. In simple terms, nongenetic modi-
fications such as DNA methylation and 
chromatin remodeling ( see  Figure 1.4) deter-
mine whether the transcription enzymes can 
access particular genes. Such modifications 
are called epigenetic markers, and alterations 
in these due to external influences are termed 
epimutations.

From an evolutionary point of view, epi-
genetic inheritance is particularly interest-
ing. In this context, the Lamarckian concept 
of inheritance of acquired characteristics 
comes into view. Nutritional studies con-
ducted in Sweden found that if grandfathers 
were undernourished during their slow 
growth period before puberty, their grand-
children were four times less likely than the 
average to develop diabetes. The opposite is 
also true: grandchildren whose grandfathers 
were well nourished during that same period 
of life were significantly more likely to die 
from strokes and other vascular diseases. 
Different nutritional situations affect struc-
tural proteins that organize DNA into chro-
matin. This is a case of epimutation. Emma 
Whitelaw, an Australian molecular biologist 
and leader in epimutation research, epigenet-
ically bred twin mice with different appear-
ances (  Figure 3.11). In 1999, she successfully 
demonstrated epigenetic inheritance by the 
next generation in agouti mice ( Morgan 
et al. 1999), and in 2018, it was reported that 
abnormalities of mice traumatized in early 
childhood are detectable even after three gen-
erations ( van Steenwyk et al. 2018).

 

In 2014, the discovery that paternal stress 
can be passed on to offspring via small non-
coding RNA fragments known as microRNAs 
caused a sensation beyond scientific circles 
( Gapp et al. 2014). Sustained stress alters the 
microRNAs produced in the epididymis. One 
sperm alone consists of hundreds of differ-
ent types of such microRNAs. These RNAs are 
transported together with the sperm to the 
egg cell, wherein they alter the RNA in the 
cytoplasm, disrupting the cellular processes 
of the oocyte. Such newly emerging life is 
thus epigenetically shaped by influences that 
may predate its conception. This mechanism 
is responsible for the fact that paternal trauma 
can be transmitted epigenetically to the fol-
lowing generation and beyond. Epigenetic 
inheritance can mean that children feel the 
traumas of their parents or grandparents 
without sharing any experiences with their 
ancestors.

In other contexts, however, it may also be 
the case that parental epigenetics provide for 
stress resilience, i.e., resistance, and that the 
following two generations are less susceptible 
to stress. Let us turn our attention to the epi-
genetic inheritance of positive experiences: 
In the past, people might have laughed at 
a mother singing to or talking to her child 
during pregnancy, convinced she was doing 
something beneficial. In the meantime, bio-
logical evidence has been found that the child 
is epigenetically  imprinted— i n a positive 
sense—  by the experience.   

Another example of epigenetic inheritance 
from among the many ways of responding to 
environmental stress ( Ellis et al. 2017) is that 
stressed mother rats in the laboratory spend 
less time licking their young than nonstressed 
ones. In haste, one might judge these mothers 
to be neglectful parents; however, this would 
be incorrect. The young females benefit from 
love deprivation by gaining greater social 
dominance over those that have been licked 
more; they are more attractive to males and 
have a greater chance of reproducing. Males, 
in turn, become more involved in juvenile 
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 Figure 3.11  Agouti mice. The discovery in 1999 that fur color differences and tail shapes in mice can be 
inherited epigenetically, without D NA-  level changes, caused a sensation.

play fights when they have been licked less. As 
adults, they are more combative. Moreover, 
females that are licked less also lick their own 
young less. One would expect natural selec-
tion to be predictive. This is an example of 
adaptive stress resilience.

What is the evolutionary significance of 
this? Even with epigenetic inheritance, we 
are members of the same species; neverthe-
less, it is the small but significant steps and 
changes within the species that can only be 
investigated empirically. We speak here of 
 intra-  species evolution. It is difficult enough 
to achieve scientifically verifiable, stable 
results with humans, in which way a charac-
teristic or a behavior is inherited over several 
 generations— t he generation gap is con-
siderably large. Decades-  long experiments 
are impractical and financially unfeasible. 
Consequently, it is the clear evidence of epi-
genetic inheritance mechanisms in the case 
here that motivates us to recognize and dis-
cuss possible evolutionary changes.

 

Today, several mechanisms of epigenetic 
inheritance are known, and they influence 
evolutionary development. It is assumed that 
epigenetic inheritance can also be adaptive 
under certain conditions, which is of course 
particularly interesting for evolutionary 

biologists. However, there is some debate 
as to how many generations of epigenetic 
inheritance can span. Take, for example, a 
study that examined the effects of two insec-
ticides commonly used in agriculture on rat 
fertility. The chemicals injected into pregnant 
females during the early development of their 
embryos impaired the embryos’ gonadal 
development. As a result, the male offspring 
developed oversized testes and less capable 
sperm. Amazingly, however, the males passed 
on the developmental defect to their own off-
spring via the germ line. The DNA was not 
changed, but the methylation of the DNA in 
the sperm of the offspring was changed. The 
epigenetic changes extended into the fourth 
generation ( Skinner et al. 2010). This research 
result, which was published in Science maga-
zine in 2005, created significant impression.

One could raise the objection that after 
four generations, the environmental influ-
ence described here has been overcome. 
However, this would be shortsighted, because 
to learn something about environmental 
influences on inheritance, we must consider 
that in the case of agrochemical substances, 
kerosene, commercially available plastics, 
or nutrient deficiencies, we are often deal-
ing with permanent stresses in large parts 



65EVO-  DEVO—THE BESTOF BOTHWORLDS

of the population. In such cases, however, 
inheritance by means of alteration of epi-
genetic markers that do not follow the clas-
sical genetic rules of inheritance may well be 
evolutionarily relevant. Epimutation is now 
associated with an increased risk of obesity, 
changes in personality structure, and changes 
in social behavior in mice. Consequently, 
Michael K. Skinner speaks of the classical 
view of evolution as a rather inert product of 
random mutations. According to Skinner, this 
view must be expanded to include epigenetics 
with the possibility of faster evolutionary 
reactions.

The topic of epigenetic inheritance is
a subject of ongoing research ( Lind and 
Spagopoulou 2018). Multiple lines of evi-
dence are provided that what is passed on to 
the offspring via the egg and sperm is more 
than just genes, as has been preached to us 
for nearly 100 years. Epigenetic markers and 
microRNA are the interfaces of the genome 
with the environment during organismal 
development. One of the most exciting topics 
in evolutionary research will be whether epi-
genetic pathways allow faster adaptations to 
environmental changes than random genetic 
mutations. Genetics and epigenetics may not 

 

yet see eye-    to-  eye. Nevertheless, epigenetics
and epigenetic inheritance are becoming very 
influential in medicine and evolution.

      

3.6.3   Epigenetic Inheritance by 
Learning from the Ancestors

It may be questioned, take, for example, 
the silk bowerbird: how does the male of 
the species create his elaborate, beautiful 
bower (  Figure 3.12)? Is the skill passed down 
through many generations? As it turns out, 
this is partially true. In fact, male bowerbirds 
watch other more experienced birds, experi-
ment for years, and constantly improve their 
skills until they can build beautiful arbors ( it 
is not a nest!) and exhibit extraordinary and 
complex courtship to attract females, which 
are very demanding. He then leaves many 
small gifts for her in front of the arbor, all in 
the same color. Similarly, the subsequent gen-
eration must learn the a rbor-  building tech-
nique, which is not handed down in detail 
from its predecessors. This form of inheri-
tance of a learned behavior is predominantly 
nongenetic.

The media has repeatedly reported on amaz-
ingly coordinated, seemingly anticipatory 

 

 Figure 3.12  Great silk bowerbird with love arbor. The intricacies of arbor construction must be relearned by 
male birds in each generation; initially, they often experience rejection by females. In front of the arbor lie 
gifts for the wooed. The ability to create such a work of art is epigenetically inherited.
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behaviors in animals. For example, a BBC 
documentary shows a perfectly synchronized 
pack of dolphins driving their prey fish from 
shallow water to the muddy shore, pounc-
ing after them, and picking them up on land 
before crawling back into the water. Orcas 
work with perseverance as a team to tip seals 
off small icebergs by creating high waves. 
Such group behavior is passed on by older 
animals to younger ones. Finally, it should 
be mentioned here that tits, finches, nightin-
gales, and other young songbirds learn to sing 
from their parents and other birds by imita-
tion until they master their own plastic song 
with many complicated stanzas and numerous 
regional dialects. Their vocal apparatus, the 
syrinx, vastly surpasses ours. Evolution has 
enabled tits, with their small bodies and even 
smaller lungs, to sing continuously without 
suffocating. Of note, Aristotle introduced the 
term dialect (dialektos) while discussing varia-
tions in the songs of birds.

 

Reflecting on whether Lamarck has any 
lasting relevance in biology, the conclusion at 
the end of this chapter is that the nongenetic 
inheritance of learned behaviors, and, fur-
thermore, the inheritance of symbols such as 
writing and language, are highly Lamarckian 
when viewed in this light.

I will discuss in  Chapter 5 how the learned 
behavior of organisms, passed down through 
generations, changes their environment and, 
via feedback, helps determine their own 
evolution.

3.6.4   Decoupling of Evolution from Biology

Jablonka and Lamb extensively deal with 
humankind in the context of evolution. They 
view the ability of Homo sapiens to deal with 
symbols as unique.

Richard Dawkins. introduced the term 
meme in analogy to the gene. A meme is 
behavioral information, a content of con-
sciousness, which can be exchanged between 
individuals ( Dawkins 1976). A meme can be 
a new fashion, a style of clothing, or a new 

game. Memes can spread through a popula-
tion very quickly, orally, in writing, or elec-
tronically, but they can also disappear just 
as quickly.

The nature, scope, and complexity of how 
we humans acquire, organize, and communi-
cate information is unique. Our s ymbol- ba sed 
culture is constantly changing. We hardly 
think consciously about the meanings of signs, 
pictures, signals, beeps, and cell phone sounds. 
These symbols are hereditary.

This view is not particularly Darwinian, 
but it is relevant to the evolution of human-
kind. The brain has opened up the possibility 
for humans to change their own evolution 
through adaptive cultural action. Moreover, 
humans are decoupling from biological evo-
lution, as Konrad Lorenz recognized early on. 
As humans, we have taken our evolution into 
our own hands with medicine and genetic 
engineering.  Soon—  whether we want to or 
 not—  humans will overcome the hurdles of 
rebuilding their own genome with genome 
editing. However, mistakes are almost inevi-
table. We are already intervening in epigen-
etic processes where the genome fails, for 
example, in cancer therapy. With increas-
ing medical knowledge, harmful mutations 
can be eliminated, diseases brought under 
control, or their outbreaks prevented. The 
selective forces of nature have long been 
pushed back by the technology available to 
humankind. Whether one calls humankind’s 
intervention in evolution a natural process 
or not ( see the interview with Eva Jablonka) 
remains a matter of definition and opinion. 
I had the opportunity to discuss this point 
with Eva Jablonka in person. In the process, 
the reasons for our differences in thinking 
became apparent; nevertheless, both points 
of view are legitimate. In this book, I make 
a strict distinction between natural pro-
cesses and human interventions ( which, of 
course, have evolutionary foundations). This 
distinction allows us new fields of consider-
ation when it comes to our own evolution-
ary future ( cha p. 8).
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3.7   THE MuSIC OF LIFE

Nothing is static. Systems biology is marked 
by change. The model of a gene regulation 
network can look very complicated, but the 
totality of biological complexity is greater. 
Such networks are often designed like com-
puter circuit diagrams. However, computer 
schematics are deterministic; biology is not.

Today, we have reached a point where 
500 years of thinking in linear models con-
trasts with nearly 50 years of only tenta-
tively beginning cross-  disciplinary thinking
in complex models. However, the future 
belongs to the understanding of complex-
ity. Complex models will find their way into 
all applied disciplines. They will use random 
processes. But beyond that, they will also deal 
with unpredictable, uncertain environments 
that cannot even be predicted by probabilistic 
modeling ( Mitchell 2009).

     

Organismic systems biology is a young 
discipline that aims to understand complex-
ity and causal interactions. One scientist who 
advocates for its necessity and fights for a new 
world view in biology is Denis Noble, an 
Oxford emeritus cardiovascular physiologist. 
From him, one can learn how infinitely com-
plex a single biological function, such as the 
heartbeat, can be. After reading his slim book 
The Music of Life ( Noble 2006), even a biologist 
is amazed at the intricacies of organisms and 
biology.

3.7.1   Questionable Determinacy

I am a type 1 diabetic and have been for 
more than 50 years. I am equipped with the 
most advanced systems available: a targeted, 
 closed-  loop system involving an insu-
lin pump connected to my body. A sensor 
under my skin continuously measures the 
glucose level in my blood at  1-  minute inter-
vals. The pump and the sensor are connected 
via Bluetooth. Using my smartphone, I can 
monitor all my values using the most sophis-
ticated platform. The smartphone in turn 

reports information back to the pump, for 
example, whether corrections to the insulin 
supply are necessary. If so, the smartphone 
independently doses corrections in amount 
and duration. The system makes automatic 
insulin adjustments every  5– 1 0 minutes. If 
there is even a suspicion that my blood glu-
cose level is above or below the predefined 
tolerance range, an alarm is sounded  and— 
 if I want it t o—  an automatic message is sent 
to my adult children wherever they happen 
to be in the world. In an emergency, they 
can call the emergency service, which will 
be at my apartment with a key in 15 min-
utes. This is an example of modern technol-
ogy controlling a biological function. For as 
long as I can remember, I have been using 
my own intelligence to accurately predict 
my insulin requirements. But I have given 
up on trying to do so perfectly and live with 
very good compromises. Exact determi-
nacy between the variables insulin amount, 
physical or mental exertion, health condi-
tion, carbohydrate intake, insulin action 
time, injection site and depth on the body, 
time of day, ambient temperature, etc., and 
the blood glucose level, to name only a sub-
set of factors, does not exist. There are far 
too many interactions with the environ-
ment. I wanted to find out the exact corre-
lation, but the project always failed. Under 
similar conditions, my blood glucose mea-
sured an hour later would be high one time 
and low another, but not where it should 
be. A molecular biologist would certainly 
explain to me at the molecular level what 
exactly is going on in the body during insu-
lin delivery. What is clear up to this point 
is that lifelong concentration and discipline 
are necessary, but not sufficient, to achieve 
truly useful compromises when one has 
diabetes. Perhaps the generations of pan-
creatic systems that are just now emerging 
with artificial intelligence will be a great 
improvement. However, this can be viewed 
critically.
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3.7.2   The Genetic Program Is an Illusion

Noble makes it unmistakably clear: A genetic 
program does not exist. To explain biology 
with a genetic blueprint is a mistake. The 
genome is not the “ book of life” from which 
physiological functions can be read. This was 
how it had been interpreted even after the 
decoding of human DNA at the beginning 
of the new millennium. The old reductionist 
explanatory model of synthetic evolutionary 
biology is a  one-  way causal chain of genes => 
proteins => cell signals => subcellular mecha-
nisms => cells tissues => organs => environ-
ment. We certainly need such monocausal 
 one-  way streets to navigate our daily lives. 
Science today, however, takes on a different 
appearance. Noble rejects this approach, as 
well as those that replace the genome with 
proteins ( the proteome) or other entities. Such 
approaches only lead to a shift of the same 
thought pattern to another level. Molecular 
genetics tells us little about life, and life is 
not a “ protein soup” either. We must learn 
to think in reverse and stop imagining that 
gene expression is comparable to the read-
ing and playing of a CD. The challenge in our 
century, according to Noble, is to understand 
that the genome is “ read” by the phenotype, 
not vice versa. However, even that does not 
quite hit the mark, because science has made 
great strides in underlaying protein sequences 
with coded DNA sequences. “ But sometimes 
we seem to have forgotten that the original 
question of genetics was not what makes a 
protein, but rather ‘ what makes a dog a dog, 
a man a man.’ It is the phenotype that stands 
in need of explanation. It is not just a soup of 
proteins” ( Noble 2006).

With this drastic, naturally simplified 
picture, Noble strikes at the core of what 
has already been addressed in the preced-
ing chapters. Today,  evo-  devo research in 
a systems context approaches evolutionary 
development in the way that Noble dem-
onstrates. Kirschner and Gerhart agree with 
this ( Section 3.5), as do Jablonka and Lamb 

( Section 3.6), Gerd B. Müller ( Section 3.9), 
and Armin Moczek ( Section 6.5).

There is no biological function that arises 
from the coding of a single gene, and each 
gene in turn is involved in numerous biologi-
cal functions. Physiological functions are not 
found at the gene level. Genes, Noble argues, 
are blind to what they do. Proteins, cells, tis-
sues, and organs are similarly blind. None 
of these levels determine function by itself. 
For a time, it seemed obvious to shift the 
focus from genes to proteins. But even that is 
insufficient, because biological functions also 
require molecules that are not encoded by 
genes, such as water or lipids ( fats). “ A lot of 
what ( the) products ( of genes), the proteins, 
do is not dependent on instructions from the 
genes. It is dependent on the poorly under-
stood chemistry of  self-  assembling, complex 
systems.” We will address  self- or ganization 
in a later section.

3.7.3   We Inherit Cellular Machinery 
from Our Mother

Noble also voices what cannot be said often 
enough: We inherit more than just our par-
ents’ genes. We inherit a complete, fertil-
ized egg cell from our mother ( zygote). This 
cell contains the machinery necessary for 
DNA to function. “ The cell is an evolved 
structure which, far from being assembled 
through instructions contained in the DNA, 
is a product of several billion years of evo-
lution” ( Dupré 2010). This machinery is 
one hundred percent prepared to enter the 
nucleus and begin its work, the transcription 
of parental DNA into RNA and the transla-
tion of RNA into proteins. These proteins are, 
therefore, encoded by the maternal genome. 
The elements provided by nature, primarily 
water, are usually not mentioned at all in this 
context.

“ Without genes, we would be nothing. But 
it is equally true to say that with only genes 
we would also be nothing” ( Noble 2006). 
According to Denis Noble and John Dupré, 
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understanding inheritance as the inheritance 
of genes is an outdated dogma. “ Today, more 
than 50 years after the discovery of the dou-
ble helix, it seems that the identification of 
the genetic basis of inheritance has separated 
this necessary component of the process from 
the rest, equally necessary” ( Nowotny and 
Testa 2009). What is lost and rendered invis-
ible in the process, they argue, is the context 
in which genes function. In the same tenor, 
they say elsewhere that the order of genes 
and that of the products they realize, i.e., the 
order of the genotype and phenotype, have 
been separated during the development of 
molecular developmental biology (  Müller- 
 Wille and Rheinberger 2009).

As a consequence of Noble’s assertion, the 
picture of a o ne- w ay street of causality lead-
ing from the genome to the organism would 
have to be replaced by one that emphasizes 
the interactions of the levels ( F igure  3.13). 
This picture also has arrows in the opposite 
direction, from the organism to cells and 
from cells to genes. In the new image in 
Noble’s mind, however, the genome is not 
replaced by another level of organization, 
such as the cellular level specified by the work 
of Kirschner and Gerhart.

3.7.4   Against Reductionism?

First, Noble wants to make the reader aware 
that reductionism in the form of gene centrism 
in a system model is not discarded only to be 
replaced by another model. At this point, he 
points out a certain slippery slope: a systems 
thinker who engages in rigorous  systems-  level 
analysis need not discard the meaningfulness 
of successful reductionist models. Rather, he 
uses the explanatory power of such models 
to integrate them into his own. By contrast, 
reductionists, Noble argues, usually claim 
intellectual hegemony. Models are not models 
of something; rather, they are models for some-
thing. If models are misrepresented in the first 
way, they are assumed to have a “ partial or 
complete structural identity of a model and 
what is being modeled.” However, in real-
ity, models are simplifications ( Honnefelder 
and Propping 2001). This is how even highly 
interacting systems biology models should be 
understood: they can and will always only 
sketch the complexity of the true living world 
in a limited way.

We now know what Noble does not accept, 
namely a  bottom-  up approach. But what 
view does he espouse? What is the positive 
core of his system idea? Genes and proteins 
do not “ know” what they do for higher levels 
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 Figure 3.13  The middle-  out pathway. According to this proposal by Nobel laureate Sydney Brenner, all 
 cause–  effect directions for understanding biological functions are equal and coexist.
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of function. The individual parts of a system 
perform their tasks without knowledge of the 
overall system. Thus, the cell in the early bud 
of the hand in vertebrate development does 
not know, of course, that it is to become part 
of a hand. I will return to this later when I 
present an  evo- d evo computer model of the 
hand.

Is a t op–  down approach more appropriate 
here? With such models ( which were no less 
reductionist than the  bottom-  up approach), 
physiology was able to achieve great success, 
for example, with the explanation of oxy-
gen transport in the blood. One could iden-
tify red blood cells, hemoglobin, and many 
more components. Noble makes it clear with 
explanations that once one has reached the 
molecular level in thought, one may believe 
for a moment that one has finally achieved 
the goal of understanding biological function. 
However, ultimately this belief gives way 
to the realization that one must follow the 
upward path again. It is equally unsatisfying 
to assign an overall explanation to one causal 
chain or the other, Noble concludes. A bio-
logical system functions differently. Analyzing 
the biochemical process of how insulin regu-
lates blood glucose does not help me under-
stand exactly what to do and when to do it in 
order to manage my blood glucose well.

3.7.5   Biological Function from a 
System Perspective

Noble picks up on an idea from develop-
mental biologist Sydney Brenner, who died 
in April 2019 ( just as I was working on this 
chapter) and was awarded the Nobel Prize 
together with colleagues in 2002 for the 
discovery of apoptosis, or programmed cell 
death. Brenner, preferentially classified as 
a strict reductionist, proposed the m iddle- 
out pathway (  Figure 3.13). According to this 
hypothesis, biological functions take place at 
every level. Each  level—  be it cells, proteins, 
or g enes— c an be used as a starting point for 
a causal process or model. In an interaction 

   

model, there are no preferred alternatives. 
Consequently, there are both  bottom-  up and 
 top– d own directions of explanation, as well as 
causal chains in any other t hree-  dimensional 
direction, and all paths are equal.

The Viennese zoologist Rupert Riedl, always 
thinking in a systems context, anticipated this 
to some extent when he wrote, in Order in Living 
Organism—A S  ystems Analysis of Evolution ( 1978), 
“ Interdependence proves […] to be a form of 
order that permeates the whole organism. It 
extends from the control of the adaptive pos-
sibilities of the individual traits to those of the 
organismic strains and from the regulation of 
the individual dependencies to the image of 
the harmony of the whole individual.”

Every biological function—  the heartbeat,
breathing, insulin secretion, etc., operates on 
this basis in a healthy person, and this is also 
how evolutionary development works. All 
this is explained with many metaphors from 
above, from below, from levels, reductions, 
and machines. Without metaphors, the proj-
ect is not feasible, says Denis Noble. I have 
thus inevitably chosen the same way as his to 
explain it.

     

In his most recent book, Dance to the Tune of 
Life (Noble 2016), the then 80-    year-  old Noble 
once again outlined a determined and coura-
geous overall critique of  20th-  century  gene- 
 centric biology. In clear language that few 
of his colleagues are capable of, he sums up 
his teachings on life: ( 1). Genes are passive 
templates. The genome is not a program. The 
error of the  gene-  centric approach is to view 
genes as causative and controlling. ( 2). The 
DNA sequences are used by the organism, 
not vice versa. The organism tells the genome 
which proteins to make. Patterns of gene 
expression are determined by the organism, 
not the genome. ( 3). The environment does 
not exert a passive influence on variation, but 
a direct one. ( 4). Organisms help direct the 
evolutionary process. Evolution ( variation) 
is thus neither random nor “ blind,” as the 
Modern Synthesis conveys. Accepting this, 
according to Noble, is the greatest hurdle to 
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In Conversation with Denis Noble

Denis, please briefly describe what systems biology is.
Systems biology is an approach to biology. We don’t just study biological components in 
isolation. That kind of reductive analysis is important, but it does not address the question 
how those components relate to other components. Those relationships are processes, not 
things. Systems biology is therefore concerned with processes. The heartbeat, for exam-
ple, is a process. Since organization at higher levels in organisms necessarily constrains the 
processes that can happen at lower levels, systems biology is ideally multilevel. Thus, the 
pacemaker model I developed first in 1960 connects processes occurring at both cellular 
and molecular levels.

As a young student at the age of 2 2— y ou did not have your P hD— i n 1960, you published 
an article in Nature regarding your understanding of how the heartbeat develops. What 
fascinated you about the heartbeat and what did you learn by studying this specific topic?”
I was also fascinated since the heartbeat is so important to life. The idea that I might 
get the experimental information necessary to formulate the first b iologically-  based 
mathematical model was very attractive. But I encountered a major problem. The 
guardians of the huge computer ( a Ferranti Mercury) did not think I knew enough 
mathematics to do it. So, I spent a few months attending the maths courses for 
Engineers at UCL. That enabled me to convince people that I knew enough maths to 
program the computer, but it also taught me something I did not know. Differential 
equation models require initial and boundary conditions before it is possible to 
obtain solutions to the equations.

I succeeded in developing the model to explain heart rhythm, and that led to the two 
publications in Nature. But it also set me thinking.

That makes me curious to ask further. Scientists want to explain their object of 
investigation as simply as possible. Instead, you describe biology and evolution as 
“complicated.” Why?
Exactly so. Scientists want simplicity where they can find it. So did I. I wanted the simplest 
possible equations to explain heart rhythm. But where did those initial and boundary 
conditions come from? Were they just arbitrary constants in the equations? The answer is 
that they can’t be arbitrary. Most of the possible constants would not work. The specific 
constants come, of course, from the biological organization at higher levels. The cell, in 
all its unimaginable complexity, is where the constants are determined. So, I ended up not 
explaining heart rhythm simply from molecular level knowledge of how channel proteins 
work, but rather how those proteins are also constrained to do what they do by the higher 
level organization. I did not know it at the time, but that fact eventually became the fun-
damental reason why I doubted the way in which molecular biology, was answering the 
question “ what is life?” When Francis Crick formulated the Central Dogma ( of molecular 
biology, the author) he said that the “ Secret of life” came from DNA sequences. I knew for 
an e xperimentally-  determined fact that this could not be true.

 Twenty-  five years later, in 1985, when much more complex mathematical models of 
the heart became possible, we also found that the complexity involved is in fact neces-
sary to produce a robust pacemaker mechanism. By robust, I mean that it is not sensitive 
to particular genes if they are knocked out. Modern  genome-  wide association research 
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shows why that is true. For each biological function, there can be as many as hundreds 
of genes that are associated with that function.

Does that mean that the reductionist method of dissecting material objects ( e.g., 
phenotypes) into their smallest constituent parts ( e.g., genes) is outdated?
No. I think reductionist science serves an important function. It is brilliant at working 
out how biological components, proteins, networks, cells, tissues organs, etc. work in 
isolation. By definition, the alternative integrative approach is necessary to understand how 
biological components work together in networks.

The Modern Synthesis originally pursued a population genetics approach that relied 
on abstracted, mathematized genes and simple causality, with the genes serving as 
the only information carriers. Today, we say that organisms help direct the evolu-
tionary process and that the environment plays an active role in it. Why cannot the 
two theoretical approaches, which differ remarkably, coexist?
They can coexist. But that c o- e xistence depends on the fact that they refer to completely 
different definitions of a gene. Population genetics developed before it was known that 
DNA is the genetic database containing template codes for making proteins. The pioneers 
of population genetics were working with a functional definition of a gene, not a molecular 
biological definition.

Wilhelm Johannsen introduced the functional definition of a gene in 1909. It was a 
functional definition since it was defined in terms of the functioning phenotype itself. 
Essentially, this was also Mendel’s definition, although Mendel did not use the word 
‘ gene’. Peas can be wrinkled or smooth, green or yellow, etc. They both thought that 
something in the organism determined which character was displayed by the organism. 
Johannsen specifically called it ein etwas, meaning anything that determined which char-
acteristic is displayed. It wouldn’t actually matter whether that was DNA, RNA or some 
property of a network. In some cases, that can be DNA.

Cystic fibrosis is a good example of a disease state that depends on a single gene. But in 
most cases, it requires many DNA sequences and much more than DNA itself to specify 
which characteristic is displayed. All the epigenetic processes can be involved too. So, 
we have:

 a. functional definition: A gene is DNA plus epigenetic factors plus any environmen-
tal factors involved

 b. molecular biological definition. A gene is DNA coding for specific proteins.

The two are clearly different. If you try to make them the same, we end up in a great 
muddle. This is what Richard Dawkins. does. When pressed on the existence of contri-
butions to inheritance outside DNA itself, he says “ well, that’s OK. If it really contributes 
to inheritance then it can be welcomed as an ‘ honorary’ gene”. That makes nonsense of 
his distinction between DNA as the replicator and the rest of the cell as just the vehicle.

Where and when did the erroneous concept of the genome as a “ program” emerge?
The problem began with Schrödinger’s What is Life? in 1943, with his idea that the genome 
can be compared to a crystal. A crystal grows ( replicates) accurately in a determinate 
manner. DNA replication is not like that ( see Noble 2017, the author). The replication 
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process produces millions of errors which require a complex mismatch error correction 
process. The comparison should not be with a determinate program. DNA is just a data-
base, and like all databases, it needs careful maintenance.

What do our offspring actually inherit from us? Do I hear Lamarckian undertones?
Yes. There are now whole books on transgenerational epigenetic inheritance. Physiologists 
like me are also familiar with all the evidence for paternal and maternal effects. Now that 
we know that exosomes correspond to Darwin’s ‘ gemmules’ I think the wheel has come 
full circle back to Darwin’s acceptance of the inheritance of acquired characteristics. That 
is why I say that Darwin was not a n eo- D arwinist. Anyway, he died ( 1882) just before 
Weismann formulated his Barrier idea ( in a lecture in 1883).

You emphasize the ability of biological systems to  self-  organize. Surprisingly, the 
EES program does not include s elf- o rganization capability. Why? How important is 
Alan Turing’s discovery of  self-  organization ability in evolution?
I think  self- o rganization and agency are the key factors that mean that we need a break 
with the spirit of  neo- D arwinism. The break, as I see it, involves accepting two  non-  
  neo-  Darwinist assumptions: ( a) that organisms can choose, they are not determinate 
machines; ( b) inheritance of acquired characteristics. Darwin accepted both of these. 
Agency features in his sexual selection theories, while his theory of gemmules explains 
how he imagined Lamarckism to work ( see Noble 2019).

In The Music of Life, you say: “ The original question of genetics was not what makes a 
protein but rather ‘ what makes a dog a dog, a man a man’. It is the phenotype that 
stands in need of explanation.” This sentence became the motto of my dissertation. 
Could you please elaborate in more detail what you mean by this?
The phenotype is not just the vehicle for transmission of DNA. It is both the target 
and the means of evolution. It is the target because, for multicellular organisms, it is 
the organism itself that survives or dies. DNA just follows what happens to the organ-
ism. It is the means because the organism is in control both of expression of DNA 
and of DNA changes when organisms are under stress. Life is no more determined by 
sequences in DNA than is my text determined by the QWERTY keyboard on which I 
am writing this text. It is the text that has meaning, not the tapping of keys. It is the 
phenotype that has meaning, not the DNA sequences. The organism gives meaning 
to the DNA.

When and how did you realize that the conventional explanation of evolution is 
inadequate?
My first doubts go back to 1960 and the use of circular causality to explain heart rhythm. 
That introduced me to multilevel causation. Everything is not caused by the molecular 
level alone. Then in 1976 when I organized the first debate on The Selfish Gene (Dawkins
1976, the author). Dawkins was asked by the philosopher Anthony Kenny whether it 
would be possible to understand Shakespeare if all one knew about the English language 
was its alphabet. Richard replied: “ I am not a philosopher. I am a scientist. I am only 
interested in truth.” He either did not understand the question or did not wish to answer 
it. He lost me at that point.
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Then in 1985 when I first realized that the robustness of the heart pacemaker is a function 
of its complexity which gives it the ability to buffer genetic changes. That is a property of 
networks not of genes. Then to 2009 when I chaired the debate between Lynn Margulis and 
Richard Dawkins.. Richard was the cleverer debater. But to my mind his reactions to Lynn’s 
great discoveries on symbiogenesis ( the fusion of two or several different organisms into a 
single, new organism, the author) seemed, once again, to miss the point.

Do you go so far as to say that the standard model of evolution is wrong?
Yes, because it insists that it is right! That is a cryptic remark. So, let me explain. 
 Neo- D arwinism is a simplification of what Darwin thought. That simplification was 
presented as necessary truth. But outside of mathematics and logic, there can be 
no necessary truths. All scientific hypotheses are just approximations to the truth. 
Weismann, like the later  neo-  Darwinists, insisted that the Weismann Barrier prevents 
the inheritance of acquired characteristics. We now know that the ‘ barrier’ is no lon-
ger a barrier. They also insisted that random variations in the genetic material are the 
sole cause of change.

By contrast, I think that organisms themselves harness and use randomness. Organisms 
and their interacting populations have evolved mechanisms by which they can harness 
blind stochasticity and so generate rapid functional responses to environmental chal-
lenges. They can achieve this by r e-  organizing their genomes and/ or their regulatory 
networks. Evolution does therefore have partial direction. The direction is by organisms 
themselves. Harnessing stochasticity is the way in which organisms become free agents. 
A free choice is both unpredictable in prospect and rational in retrospect ( see cha p. 4.8, 
the author).

Lamarck and Darwin both produced theories to explain how acquired characteristics 
could be inherited. They realized that something would need to transmit information from 
the soma to the germ cells. Their theories were very similar ( see Noble 2019, the author). 
The MS actually excluded two very important ideas that Darwin espoused: inheritance of 
acquired characteristics and the agency of. organisms, as exemplified by sexual selection. In 
my view, the Modern Synthesis made a major mistake in excluding them.

Could one expect a consistent theory to emerge in a field as complex as evolution? 
Will there not always be new perspectives to describe complex realities?
I doubt it. I think we will find that Nature has exploited whatever works best at each 
and every stage. Evolution was not the same mechanism before DNA evolved. It changed 
again when it did. It changed yet again when eukaryotic cells formed through symbio-
genesis. It changed again when multicellular organisms developed. It is worth remem-
bering that the Weismann Barrier, one of the cornerstones of the Modern Synthesis, was 
not even relevant before the last stage. The Modern Synthesis, even if true, would only 
have been relevant to perhaps 20% of evolutionary time. So, I think we will find we have 
a patchwork of mechanisms, all of which interact.

Denis, thank you for this very interesting interview.
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overcome in the current understanding of 
evolution. A summary of Noble’s thoughts on 
the topic can be found in Noble ( 2015).

The idea of organismic systems biology rep-
resented here by Denis Noble relies on inte-
gration to the same extent as do the teachings 
of Müller or those of Kirschner and Gerhart. 
With this approach, modern systems models 
are created, and attempts are made to under-
stand biological organisms in their entirety. 
This branch of biological sciences aims to 
obtain an integrated picture of all regulatory 
processes across all levels, from the genome 
to the proteome and organelles to the behav-
ior and biomechanics of the whole organism. 
However, in contrast to the aforementioned 
organismic approach, numerous universities 
today understand systems biology as a purely 
molecular discipline. In this case, the focus 
is on complete DNA sequencing and thus on 
the totality of all gene regulations in a cell. 
For example, cellular metabolism is investi-
gated, and it is asked which genes contribute 
to this and in what form. The corresponding 
gene regulation processes are then simulated 
in complex computer models.

In 2011, while writing my dissertation on 
the topic of  evo- d evo mechanisms in polydac-
tyly, I asked my supervisor how consistently 
complex views and systems thinking were 
reflected in master’s theses or dissertations. 
His answer did not surprise me. There is a 
lot of talk about it, he said, but when it comes 
to dealing with concrete topics in scientific 
papers, unfortunately, it still often comes 
down to classical deterministic explanations. 
I was therefore pleased that a cellular, nonde-
terministic, complex model with 20 million 
simulated, interacting cell reactions about 
the embryonic development of the vertebrate 
limb found its way into my dissertation and 
was published in an Oxford journal edited by 
Denis Noble ( Lange et al. 2018).

At the end of this chapter, I would like to 
pose the question of what life really is. Clever 
minds like the Nobel Prize winner Erwin 
Schrödinger and others have attempted to 

explain this. But it is true that what really con-
stitutes life is not, indeed cannot be, revealed 
to humankind. Denis Noble was aware of 
this. His book title The Music of Life is a beauti-
ful metaphor that conveys a noble aspiration. 
Noble knows the extent of his explanation. 
Humankind is incapable of expressing with 
the brain and language what life actually is. 
I do not know what makes me feel alive and 
enjoy spring, and maybe that is a good thing. 
Let us remain humble.

3.8   PHENOTYPE PLASTICITY 
AND GENETIC ASSIMILATION: 
GENES ARE FOLLOWERS

As promised, I will now return to e co-    evo- 
 devo and take a closer look at the revised role 
of the environment in comparison with that in 
the Modern Synthesis. These are points 7 and 
8 in the third block of Müller’s list of ques-
tions on e vo- d evo as a discipline ( Section 3.4). 
The environment takes on a new role from the 
perspective of e vo- d evo. One may say that the 
environment “ makes the music” in e vo-  devo. 
Thus e vo- d evo becomes ecological evolution-
ary developmental biology, eco-    evo-  devo. The
environment has always been thematized in 
the theory of evolution, say the representatives 
of the Modern Synthesis. It is true; but there 
is a fundamental difference between ascribing 
to the environment a passive selection role and 
an active, shaping role that directly changes the 
organism and its descendants in evolutionary 
development.

  

I would like to name a few scientists who 
fundamentally contributed to revising the role 
of the environment in evolution. A pioneer of 
the debate was Conrad Hal Waddington, who 
early on awakened understanding of the con-
nection between the environment and genetic 
downstream fixation with the term genetic 
assimilation ( Section 3.3.1 “ Genetic Toolkit”). 
Then, there is Mary Jane  West- E berhard’s 
(  Figure  3.14) contribution with her book 
Developmental Plasticity and Evolution ( 2003). She 
approached the complex topic from different 
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 Figure 3.14  ( a) Mary Jane  West-  Eberhard, ( b) Scott F. Gilbert.

angles and created an  800- p age basic work. In 
2009, the textbook Ecological Developmental Biology. 
Integrating Epigenetics, Medicine and Evolution by the 
two authors Scott F. Gilbert ( F igure 3.14) and 
David Epel was published. Important work 
has also been conducted by Fred Nijhout, who 
teaches at Duke University in North Carolina. 
He deals with complex traits whose variation 
is caused by numerous genes and environmen-
tal factors and whose inheritance does not fol-
low Mendelian rules, as stated on his website.

Armin Moczek, a professor at Indiana 
University Bloomington, is the leading expert 
in horned beetles (Onthophagus). He and his 
team lead the world in cumulative evolution-
ary knowledge about these animals. Moczek 
knows why these beetles have horns and how 
they came to be, why the horns are large and 
why, of all things, the males with the larg-
est horns have the smallest penises. Horns, 
whether attached in pairs to the head or cen-
trally to the thorax, are evolutionary innova-
tions. The paths of their respective emergence 
are highly variable ( Moczek 2008).

 

Incidentally, Moczek’s team always stud-
ies the entire life cycle of a species. Evolution 
does not transfer one adult form into another. 

In between lies the developmental path of an 
entire life, and this is naturally seen as inte-
grated into the environment. Anyone who 
has heard Moczek deliver a live lecture on the 
horned beetle. will never forget it.

From 2010 onwards, the concerns of the 
ecology side, specifically the eco-    evo-  devo 
side, in terms of additions, reinterpretations, 
or corrections to the Modern Synthesis can 
be gleaned from the American scientific lit-
erature. I adhere closely to two reviews in 
this section, one on phenotypic plasticity by 
Armin Moczek et al. ( 2011), the other focusing 
on genetic assimilation by Ian M. Ehrenreich 
and David W. Pfennig ( 2016).

3.8.1   The Environment in a New Role

The environment has always played a major 
role in the theory of evolution: the reader 
will agree that changing environmental con-
ditions always drive evolutionary processes, 
according to the Modern Synthesis. Strictly 
speaking, according to the Modern Synthesis, 
the first requirement is that suitable muta-
tions are already present in at least some indi-
viduals; indeed, they must be present so that 
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new environmental conditions can affect a 
population and achieve adaptation. Suitable 
mutants are the foundation for new adapta-
tion. This was impressively demonstrated 
by the  Luria-  Delbrück experiment with E. 
coli (  Figure  3.15). However, here, the envi-
ronment itself is not a factor that actively 
influences evolution. The Modern Synthesis 
overlooks the interactions between the inter-
nal and external worlds. Therefore, we are 
introduced to a novel line of reasoning. For 
 evo-  devo, evolution is not realistic without 
the active connection between organisms and 
their environment. The environment changes 
organisms, and the Modern Synthesis is 
a theory of genes. What is missing,  West- 
 Eberhard argues, is a theory of phenotype 
and phenotypic change. The phenotype, she 
continues, is a creation of both the genotype 
and the environment. It is thus the mediator 
of all genetic and environmental influences 
on development and evolution. Let us now 
examine these one by one.

3.8.2   Developmental Plasticity

Phenotypic plasticity is the ability of an indi-
vidual organism to change its phenotype in 
direct response to environmental stimuli or 

inputs. Plasticity, in this view, is an extensive 
functional response of organisms that helps 
them cope with an unpredictable environ-
ment ( Laubichler 2010). We are familiar with 
a variety of examples of animals and plants.

The environmental factor is undisputed 
among evolutionary biologists. However, the 
key role of phenotypic plasticity in evolution 
is discussed. If the focus is on development, 
it is better to speak of developmental plastic-
ity. Developmental plasticity is one of the four 
central research areas in the EES, along with 
 evo-  devo, inclusive inheritance, and niche 
construction ( Laland et  al. 2015). I treat the 
topic here under the  evo-  devo heading of 
 Chapter 3 because plasticity requires consid-
eration of development.

The variability in characteristics can be 
low or high. Growth differences, for exam-
ple, can range from inconspicuous to dras-
tic. The skinks ( Scincidae), a  species-  rich lizard 
family in Southeast Asia, are a good exam-
ple. They vary in size and, their extremities 
range from short to absent. Another typical 
example is color variations, such as those 
found in the African noble butterfly Precis 
octavia (  Figure 3.16). It is orange in summer 
and blue in winter. In the bluehead wrasse 
( Thalassoma bifasciatum), a fish species, females 

Advantageous mutant

Population in t

Environmental 
change

Population in t+nt+1

Individuals

 Figure 3.15  Adaptation according to the synthetic evolutionary theory. Mutations ( white) are present in the 
population at time t in a few individuals. A change in environmental conditions at t + 1 leads to the selec-
tion of these mutants, which have a reproductive advantage over their predecessors. The population at t + n 
consists mainly of mutant individuals. It is thus adapted. There is no active influence of the environment on 
the process.
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 Figure 3.16  Phenotypic plasticity. The African butterfly Precis octavia demonstrates seasonal plasticity with a 
summer form ( a) and winter form ( b). Both are produced by the same genome.

change into males when the latter are absent. 
The tiger salamander (Ambystoma tigrinum) 
only leaves its larval stage for metamorpho-
sis when its humid environment is no longer 
suitable for inheritance.

  

Developmental plasticity destroys the
image of genetic determinism, i.e., the idea 
that the genome precisely determines the 
phenotype. This g ene-  centric view is typical 
of the Modern Synthesis. However, the higher 
the reaction norm, i.e., the possibility that 
the phenotype reacts to environmental influ-
ences, the less the phenotype is determined 
by its genotype.

 

Different types of environmental factors can 
cause plasticity, such as temperature, nutri-
tion, or even parasites. Temperature often 
affects the phenotype via enzymes, as almost 
all enzyme activity is temperature dependent. 
Food contains chemical signals that can affect 
the phenotype. A change in light intensity can 
stimulate plants to form different leaf shapes. 
All of this has been known for a long time, 
but the question is why plasticity can pro-
mote evolution.

Let us begin with one extreme: Suppose a 
species completely lacks plasticity, and then 
environmental influences act on it. Such 
influences are always present in the form of 
fluctuation. However, fluctuations destabilize 
an organism if it has not evolved to be able to 
absorb them. If its phenotype is evolutionarily 
prepared for such influences by selection, it 

reduces the mismatch with its environment. 
It is plastic; the better the adaptation, the 
greater is the fitness of the species. Normally, 
it is not a fixed trait that is the best solution 
to environmental demands, but rather a more 
flexible endowment that allows an organ-
ism to perceive signals from the outside and 
respond accordingly. Plasticity will therefore 
evolve if the cost of doing so is not too high 
and does not cancel out the fitness advantage. 
Natural selection will ensure that plasticity 
emerges. Natural selection favors genotypes 
with plasticity as the superior response to a 
changing environment. Therefore, plasticity 
is found in some form in just about every nat-
ural species ( Ehrenreich and Pfennig 2016).

3.8.3   Concrete  Plasticity—  A Goat on Two 
Legs and  Tunnel-  Digging Beetles

The discussion up to this point has been very 
theoretical. Let us now ask the specific ques-
tion: What does a domestic goat have to do 
with phenotypic plasticity? Repeatedly, strik-
ing phenotypes have been described, includ-
ing the fascinating bipedal goat. This animal 
had  front-  leg paralysis, which forced it to 
learn to hobble upright on its hind legs. The 
environmental factor was an infectious dis-
ease or an accident. The peculiarity was not 
so much the goat’s bipedal posture, but the 
adaptation of the pelvic floor and muscles to 
it. Not only a larger muscle but also a new 
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tendon developed at a point that connected 
the extended thigh muscle to the pelvis. 
Simultaneously, the shape of the ischium 
of the pelvis and the bones of the hind legs 
changed. Such an extensive morphological 
change could not be expected, certainly not 
within 1 year, after which the animal died. 
A high capacity for phenotypic integration 
made the involved components functional 
for the new task without any genetic varia-
tion ( W est- E berhard 2003; Gilbert and Epel 
2009). W est- E berhard introduced the term 
phenotypic accommodation for this: pheno-
typic plasticity enables organisms to evolve 
functional phenotypes. They manage to do 
so even in the face of major perturbations. 
Kirschner and Gerhart described this simi-
larly with facilitated variation ( Section 3.5).

Beyond the goat, empirical examples of 
populations with plastic behavior are neces-
sary if one wants to draw conclusions about 
what plasticity can mean for evolution. The 
following is an example from the wondrous 
world of beetles. Have you ever observed a 
dung beetle at work? To be honest, neither 
have I. This is probably because beetles are 
rarely seen anymore. Yet there were so many 
a few decades  ago—  the loss is disturbing! 
Even more fascinating are the stories that 
exist about them, such as the following.

Female bull-  headed dung beetles (Onthophagus
taurus) dig holes of various depths where they 
deposit the brood ball of cow or sheep dung, 
which contains an egg. The beetle larva feeds 
on the dung in the ball, which is a perfect nest. 
At first glance, this does not seem significant; 
however, fascinating new evolutionary con-
nections have been discovered here. A team led 
by Armin Moczek first found that the depth of 
the tunnels, which ranges from 10 to 40 cm, 
affects the size of the larvae. The hotter it is 
at the surface, the deeper the female dig tun-
nels. Deeper in the earth, where it is cooler, 
the beetle larvae grow larger. Larger larvae also 
grow into larger adults and lay more eggs than 
smaller ones. The unexpected effect is that the 
smaller beetles, i.e., those for which tunneling 

   

was not deep enough and who were born 
closer to the surface, invest less in their own 
children regardless of the temperature; they dig 
less deeply themselves and have smaller chil-
dren. All this occurs without the presence of 
heat as a stress factor for the second generation 
of children. Thus, only a  one-  time tempera-
ture stress is required to affect development 
over several g enerations—  an epigenetic mode 
of inheritance with significant effects. At the 
same time, this is a nice example of a d evo- e vo 
effect ( Section 3.4), i.e., evidence that the ear-
lier development of individual organisms can 
influence subsequent evolution.

However, if temperature stress is always 
present, as in Western Australia, where it is 
often very hot, and the population density of 
dung beetles is also high, then other evolu-
tionary mechanisms come into play. Although 
there is high competition for food resources, 
the females dig less deeply despite the heat; 
nevertheless, they have large offspring. we 
conclude that the evolution of plasticity, in 
this case, the tunnel depth, can be very rapid 
( Macagno et al. 2018). We will return to dung 
beetles later ( Section 5.2) because they have 
much more to offer in evolutionary terms.

3.8.4   Genetic Accommodation

During evolution, plasticity may be fur-
ther enhanced or reduced or may disappear 
altogether. Evolutionary biologists have long 
suspected that such amplification or attenua-
tion of plasticity is possible in the presence of 
environmental perturbation and is an impor-
tant prerequisite of innovation. This is quite 
possible, for example, in the context of an 
environmentally induced trait that is quan-
titatively genetically regulated. Quantitative 
gene regulation occurs when a trait’s expres-
sion depends solely on the intensity of 
expression of one or more genes. On this 
basis, natural selection can easily influence 
the expression of the original environmen-
tally induced trait in a bidirectional manner, 
i.e., by strengthening or weakening it. Today, 
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this process is called genetic accommodation” 
(W  est-Eb  erhard 2003).

When phenotypic accommodation, as 
described above for the bipedal goat, is fol-
lowed by genetic accommodation, plastic 
responses in development can be induced 
by environmental changes and subsequently 
influence significant genetic changes evolu-
tionarily. Thus, the trait becomes adaptive 
because genetic control is assumed for its 
expression, which typically occurs in several 
stages.

If in the extreme case, plasticity disappears 
completely, and the genome has complete 
control over the expression of the trait in 
the direction of a fixed phenotype, we speak 
of genetic assimilation as a special form of 
accommodation ( Minelli 2015). The trait is 
then genetically fixed and robust to the envi-
ronmental factor. Genetic assimilation is thus 
equivalent to acquired robustness for a specific 
case. The environmental stimulus, which ini-
tially has sole control over a trait and must be 
present permanently over several generations, 
is no longer required once genetic assimilation 
has occurred ( cf. the example of tobacco horn-
worm, Section 4.5). Gilbert and Epel ( 2009) 
emphasize that the mechanism of genetic 
accommodation or assimilation can occur fre-
quently because several traits are influenced by 
both the environment and genetics.

This mechanism was first described in 
detail by W est- E berhard ( 2003). She formu-
lated the provocative hypothesis that Genes 
are followers. In other words, it is not manda-
tory that genetic change precedes phenotypic 
change. This may be cautiously understood 
as an alternative to the Modern Synthesis. 
The cautious West-  Eberhard quotes: “The 
idea that genes can directly code for complex 
structures has been one of the most remark-
ably persistent misconceptions in modern 
biology” ( Nijhout et al. 1986).

  

It stands to reason that a genetically accom-
modated or assimilated trait can represent a 
novel phenotype in the interplay of the envi-
ronment and gene expression. If the process 

evolves from a persistent environmental 
stimulus, and quantitative genetic control can 
be adopted, there is an opportunity for evolu-
tionary innovation.

3.8.5   Environmental Influences Or 
 Mutations—  Which Is More Likely?

There is evidence that the initiator of pheno-
typic change can originate with the environ-
ment and not with genetic mutation, although 
the latter possibility cannot be excluded. 
When the environment is the initiator, first, 
an environmental  factor—  for example, a 
forced change in the d iet— a ffects several or 
all individuals of a population simultaneously. 
Second, the influencing factor may persist over 
several generations. These conditions override 
possible random mutations. Third, phenotypic 
plasticity includes cryptic genetic variation.

A cryptic mutation can be viewed as an 
evolutionary contingency or buffer. In the 
presence of an environmental stimulus, the 
mutation can suddenly function as a switch 
mechanism. Complex genetic networks con-
tain numerous cryptic mutations. Waddington 
spoke of cryptic mutations and referred to 
them as “ buffering mutations.” Furthermore, 
the comparable concept of alternative gene 
regulatory mechanisms has been postulated 
by proponents of gene regulatory networks 
( Section 3.3). All three reasons mentioned 
above suggest that environmental factors 
may trigger phenotypic variation rather than 
a genetic mutation process, which may be 
lengthy.

3.8.6   Heat Shock Proteins Buffer 
Mutations in Drosophila, Corals, 
and Darwin’s Finches

A laboratory experiment was conducted to 
illustrate the following chain of events: buff-
ering of alternative gene regulatory pathways 
=> canalization => genetic assimilation. In 
fruit flies, the protein HSP90 fulfills several 
roles. In normal, unperturbed development, 



81EVO-  DEVO—THE BESTOF BOTHWORLDS

this protein functions as a chaperone, assist-
ing in the folding of other proteins. HSP90 
also aids in DNA repair, thus performing 
an essential task in development. However, 
HSP90 is also a heat shock protein. As such, in 
addition to its folding function, it plays a pro-
tective or buffering role: under heat stress, it 
is produced in increased quantities, ensuring 
that genetic mutations ( as another possible 
consequence of stress) do not lead to pheno-
typic deviation. The protein slightly corrects 
the mutated protein structures of these genes. 
Thus, genes are not expressed in their mutated 
forms. In other words, they remain buffered. 
HSP90 thus acts as a canalizing factor.

However, in the laboratory, inhibiting 
HSP90 expression in Drosophila unmasks a series 
of genetic mutations. HSP90 can thus act as a 
capacitor for evolutionary change, allowing 
genetic changes that were previously accu-
mulated and buffered to take effect. Again, 
researchers generated mutants that exhibited 
phenotypic changes, even when the pro-
tein HSP90 was present in sufficient quanti-
ties. They had apparently been genetically 
assimilated. In this way, epigenetic canali-
zation, buffering, and genetic assimilation 
were visualized for the first time in 1998 in 
a way that can occur not only in the labora-
tory but also in nature. HSP90 appears to con-
firm Waddington’s concept of developmental 
canalization and genetic assimilation ( Gilbert 
and Epel 2009).

Corals must withstand temperature fluc-
tuations. Various coral species proportionally 
increase HSP expression to survive increasing 
water temperatures. Thus, the p roduction 
of HSPs is environmentally dependent. Some 
corals even produce HSPs at temperatures 
to which they have never been exposed in 
nature. In such situations, HSPs are buffered 
( Gates and Edmunds 1999). However, in 
general, evolution is not well equipped for 
extreme cases that represent a sudden, novel 
situation.

Could Darwin’s finches ( discussed in 
Section 4.1) represent a similar case? Could 

mutations that allow them to adapt their 
beaks in a short time be buffered, and could 
persistent nutritional stress expose such hid-
den variations? Plenty of material remains for 
future research. In humans, the way HSP90 
suppresses the potential consequences of 
mutations is unknown. In a sample of 1,500 
mutations, those responsible for cancer pre-
disposition were less pathogenic when HSP90 
was dominant ( forming a protective buffer 
or masking the mutations) and vice versa: 
they were more pathogenic in the presence 
of lower HSP90 expression. The correlation 
of HSP90 with disease progression suggests a 
plausible mechanism for the variable presence 
of HSP90 and the environmental sensitivity of 
genetic diseases ( Karras et al. 2017). HSP90 is 
also known to play a similar role in other dis-
eases. Thus, there is increasing evidence that 
this key protein acts as an important buffer to 
control mutations in eukaryotes than previ-
ously thought.

3.8.7   Molecular Mechanisms

The molecular mode of action of pheno-
typic plasticity constitutes three basic steps. 
First, an individual sensory system receives 
and translates information from the environ-
ment. Second, the received signal is translated 
into a molecular response at the biochemical 
level, leading to cell responses. Third, target 
cells, organs, or tissues undergo a change in 
phenotype, accompanied by changes in gene 
expression. In particular, transcription fac-
tors can undergo mutations that alter their 
 DNA-  binding properties or the genes they 
bind to and activate. Such newly activated 
genes can trigger the formation of hormones 
that eventually bring about a phenotypic 
change. This molecular process has already 
been described by Carroll as the genetic tool-
kit, but Carroll and Andreas Wagner did not 
bring the environment into play to the same 
extent ( Section 3.3). Such events take on com-
plex forms when several genes, environmen-
tal factors, and threshold effects are involved 
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that trigger the hormone response mentioned 
above ( Ehrenreich and Pfennig 2016).

Plasticity can be realized by means of an 
existing or new gene regulatory network or 
by intermediate forms. Moczek cites horned 
beetles. as an example of an existing net-
work that can express alternative phenotypes. 
They can produce males with different horns 
using the same developmental mechanism, 
namely programmed cell death. The alter-
native is environmentally regulated gene 
expression, which can produce plastic phe-
notypes. According to Moczek et  al. ( 2011), 
this is a frequent occurrence. As an aside, an 
adult b ull-  headed dung beetle has immense 
strength; it can support a thousand times its 
own body weight. The reason for its strength 
appears to be the elaborate mating battles that 
occur among males, in which Scolopendromorpha 
( centipedes) hook horns, and a male can 
throw his opponent out of the nest. Moczek 
and colleagues also found that the larger the 
horn, the smaller the penis ( Moczek and 
Parzer 2008). All combinations can lead to 
advantages and disadvantages, depending on 
the environment and regional population 
sizes. In this context, new species can emerge 
in a few decades.

Corresponding molecular mechanisms are 
proposed not only for phenotypic plasticity 
but also for genetic assimilation. To clarify, 
this requires no new genes; rather, a novel 

gene regulatory pathway can emerge that 
renders gene expression robust to the envi-
ronmental stimulus. Quantitative effects on 
the expression of one or more genes are likely 
to be involved.

Several years ago, when I first read about 
phenotypic plasticity, genetic assimilation, 
and the concept of genes as followers, I was 
slightly confused. Despite the numerous 
examples given by  West-  Eberhard and others, 
the mechanisms were presented in a purely 
theoretical way. However, the significance of 
genetic assimilation in natural evolution has 
been questioned for a long time, and the key 
question became: how often might it occur 
in nature? Moczek et al. ( 2015) reported that 
 evo-  devo research was arriving at a deeper 
appreciation of the interactions between the 
developing organism, the environment, and 
ecological conditions. “ Developmental plas-
ticity […] was once considered a special case 
observable in a subset of taxa, but is now 
recognized as the norm, and ecological con-
ditions are recognized as being able to influ-
ence developmental outcomes at all levels of 
biological organization. Interactions between 
developing organisms and ecological circum-
stances therefore have the power to shape 
patterns of selectable variation available in a 
given population.”

Among the numerous recent examples are 
bacteria and aphids, which are predisposed 

In Conversation with Armin Moczek

Professor Moczek, we were writing in English by e -  mail when you said that you are 
German and grew up in north of Munich. I did not know this, and it gives me the 
opportunity to meet you in person today. How did you become a professor of evolu-
tionary biology in the USA?
In short, it boils down to a combination of a fascination for Biology, a lot of hard 
work, and even more dumb luck. I grew up in Hasenbergl in a public housing project 
(“ Sozialwohnung”) as the only child of a working class family. My dad was an electri-
cian and my mom started as an office assistant. Neither had the equivalent of an abitur, 
in fact my dad barely finished 9th grade, a victim of the postwar circumstances of his 
childhood. So I wasn’t exactly prepositioned for an academic career. But I was always 



83EVO-  DEVO—THE BESTOF BOTHWORLDS

good in school, I loved biology, and after finishing high school and civil service it was 
difficult for me to envision to start a regular job, so instead I moved to Würzburg and 
studied biology. I caught a big break after the end of my second year when a research 
group needed an assistant able to climb with ropes and harnesses ( which I was com-
fortable with) to help study arboreal arthropod communities in Sabah, Borneo ( which 
I had no clue about, but was about to learn). So, I became trained in tropical ecology 
and spend 6 fantastic months on two separate trips in Borneo, growing convinced that 
I would become a tropical biologist. My second big break came when I won a DAAD 
scholarship to attend Duke University in Durham, North Carolina in my final year as 
a masters student, where I met my future wife Laura, as well as my future PhD advisor 
Fred Nijhout,. Through him I became introduced for the first time to the notion that one 
could learn about why evolution unfolds the way it does by understanding how organ-
isms develop and differentiate during ontogeny. This introduction to what we now call 
evolutionary developmental biology forever altered my view of living systems and how 
to approach and study them, and after a brief return to Germany to finish my masters 
degree I was back at Duke within months. From that point on it was a more conventional 
career at least as far as the US academic system is concerned. I received my PhD in 2002, 
postdocked for 2.5 years at the University of Arizona with Lisa Nagy and Diana Wheeler, 
and then started my faculty position at Indiana University in 2004 where I remain today.

You and your team focus on horned beetles.. How did you encounter these unusual 
animals, and why are they so exciting?
Let me say upfront that we do not just work on horned beetles., but also on a variety of 
other insects, such as membracid treehoppers and their helmets, and fireflies and their 
 light- p roducing organs. But it is true that we do the majority of our work on b eetles- 
 horns and horned beetles. I selected this group of animals as much as they selected me. I 
first started to work on a particular species, the  bull- h eaded dung beetle Onthophagus taurus, 
because I needed a study system for a class project in an Animal Behavior class while I 
was an exchange student at Duke. But within weeks I realized that these are really inter-
esting organisms, and just as important many of the things that made them interesting 
were experimentally accessible. At first this was the ability of males to develop into alter-
native morphs depending on larval feeding conditions, which opened up opportunities 
to study the developmental basis of plasticity and its evolution across populations and 
species. Later we added the study of horns as an evolutionarily novel morphological trait 
to learn more about the origins of novel complex traits, and now novelty may emerge 
from within the confines of ancestral variation, an overarching research program that 
continues to this day. More recently our foci on innovation and novelty have gotten us 
interested in the role of nongenetic inheritance and developmental symbioses, and again 
the beetles stood out as a useful study system with which to investigate the role of mater-
nally inherited gut microbiota in the evolution of novel feeding modes and local adap-
tation to novel conditions. Similarly, they have proven excellent organisms with which 
to experimentally assess the significance of niche construction. So in summary, while I 
can’t deny a  non-  rational love for these organisms that has little to do with science, they 
also very much constitute powerful study organisms with which to advance key issues at 
the forming edge of evolutionary biology.
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Evolutionary innovation, one of Darwin’s specializations, Is among the most exciting 
topics that your team researches. Why is that?
The origin of novel traits is among the most intriguing and enduring problems in evolu-
tionary biology. It is intriguing because it lies at the heart of what motivates much of evo-
lutionary biology: to understand the origins of exquisite adaptations and the evolutionary 
transitions and ecological radiations that they enabled. It is enduring because it embod-
ies a fundamental paradox. On the one hand, Darwin’s theory of evolution is based on 
descent with modification wherein everything new, ultimately, must come from the old. 
On the other hand, biologists are captivated by complex novel traits precisely because they 
lack obvious homology to preexisting traits. How, then, does the first eye, insect wing, 
feather, placenta, butterfly wing pattern, etc. arise from within the confines of ancestral 
variation? But there is another major reason why the nature of evolutionary innovation is 
so captivating: it is the inability of conventional, p opulation-  genetic focused evolutionary 
biology to offer a satisfying answer, despite a century of great advances elsewhere. In fact, 
population genetics is so unable to confront the explanatory challenges posed by evolu-
tionary innovation that it has stopped asking the question, a void that is now increasingly 
filled by evolutionary developmental biology and e co-    evo-  dev.

One could joke that your school has published more on horned beetles than any 
other animal by other researchers. Do the many findings on Onthophagus apply to 
other genera?
Our work focuses on the origins of novel complex traits, on the role of developmental 
plasticity in facilitating and biasing innovation, and the contributions of niche con-
struction, developmental symbioses, and nongenetic inheritance to that process. These 
are all issues of fundamental significance to all forms of life, and as such the results 
emerging for our work on Onthophagus beetles are broadly applicable and relevant to 
most other groups of organisms. What makes Onthophagus stand out is the experimen-
tal accessibility and manipulability of many of the phenomena we are interested in, 
even though in some instances the focal traits we study may perhaps not be the most 
exceptional incarnation of a particular phenomenon. For example, while horns are an 
evolutionary novelty, they pale in complexity to the l ight-  producing photic organs of 
fireflies we have also studied. But the horn’s relative simplicity is a strength in disguise 
because it made it easier for us to reconstruct their developmental and evolutionary 
origins through comparative work. Similarly, Onthophagus may not be the world’s most 
extreme niche constructors, but what matters is that we can experimentally manipu-
late this phenomenon in a standardized, replicable, and comparative manner. The same 
goes for host microbiome i nteractions – o  ur beetles stand out as one of the relatively 
few groups where we can remove, modify, or replace microbial partners across popu-
lations and species. In so doing we can go well beyond simple correlations, which is 
where most other work, including on h uman-  microbe relations, is usually stuck.

You are one of the most cited e vo-  devo researchers in the world. E vo-  devo is both 
empirical and theoretical. What is the “ explosive” of  evo- d evo for the theory of 
evolution?
Before e vo-  devo existed, evolutionary biologists recognized the extraordinary organis-
mal diversity that surrounds us and concluded that the same must apply to the diversity 
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of developmental genetic processes that underpins phenotypes. What could a fly pos-
sibly have in common with a mollusk or mammal? This perspective had a number of 
consequences. For example, it suggested that the origin of true innovation in evolution, 
whatever that may be, requires the evolution of new genes, pathways, developmental 
processes, and that therefore novelty in evolution should be definable as the absence of 
homology and homonomy ( serial homology). It also meant that if one wanted to study 
for instance human heart development and disease, there was nothing to be gained by 
studying say fruit flies. It’s perhaps important to recognize that none of this was based 
on data, only on intuition and logic, it just seemed to make sense.

 Evo-  devo upended all this. Clearly, organismal phenotypes are incredibly diverse, but 
how they are made during development is highly conserved. The same genes, gene 
networks, pathways,  morpho-  genetic processes, tissue types, etc. help instruct the mak-
ing of similar and different traits in different organisms. Through that fundamental 
realization,  evo- d evo turned organisms and their component parts into LEGO creations, 
where diversity and novelty emerge less by adding new parts and instead by  re- u sing and 
 re- c ombining the same set of parts over and over again in different ways. Many implica-
tions emerged, for instance, it called into question the dichotomy between homology 
and novelty: it used to be black and white but  evo- d evo added shades of gray and layers. 
Homology could now exist on the levels of genes and pathways but not location, or on 
the level of cell type but not organ. Suddenly novelty emerged no longer in the absence 
of homology, but through it, guided much less by new genes and pathways and instead 
by the rules of assembly. Identifying what those rules are and how they bias the genesis 
of organismal diversity in development and evolution is one of the current frontiers of 
 evo-  devo. It also meant that the developmental biology of animals, including ourselves, 
shared deep affinity across phyla. If one was interested in studying human heart forma-
tion and disease, all of a sudden, a lot could be learned from flies.

You are a member of the Extended Evolutionary Synthesis ( EES) project team, the 
subject of my book. Our colleagues not only welcome the concepts and goals of the 
EES but also criticize them. Is this criticism justified?
I can understand where some of the criticism is coming from, and a subset of it is justi-
fied. For example, some of the work leading up to the coalescence of the EES framework 
too easily dismissed the value of  population- g enetic thinking in our understanding of 
the ease or difficulty with which adaptive mutations may spread through populations, 
or the role of developmental plasticity in fostering the accumulation of mutational varia-
tion. But a lot of criticism I find unjustified and more grounded in ignorance ( few popu-
lation geneticists have a solid understanding of development, how traits come into being 
in ontogeny, and what a genes “ is” or “ does”) and in turf protection ( admitting that “ the 
other side” has a valid point feels like a weakness). But developments in fields such as 
epigenetics, host microbiome biology, e vo-  devo, or cognitive sciences have already fully 
embraced EES perspectives and generated mountains of data in their support, so to me 
it’s only a matter of time until more traditional evolutionary biology will do similarly. 
What I personally care about the most is that the current generation of masters and PhD 
students considers EES positions and then critically puts them to the test, and that is 
already happening across the globe.
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Unlike Modern Synthesis, the EES uses new basic assumptions to arrive at different 
predictions. Thus, environmental factors increasingly influence development and 
heredity in contrast to synthesis. Such considerations go far beyond mere “ additions.” 
The EES cautiously describes the extended theory on its website and does not want a 
revolution. Is the synthesis nevertheless “ out” from your point of view?
No. In my view nothing the Modern Synthesis posits is wrong, in fact all of it is highly 
relevant toward understanding why and how evolution unfolds the way it does. But it is 
incomplete, and therefore referring to the EES as an extension rather than a revolution 
strikes me as correct. Mutation, selection, drift, and migration all matter tremendously as 
evolutionary mechanisms capable of changing the allelic composition within a popula-
tion. But the EES rightfully asks if this is the most informative definition of evolution, or 
whether it should be broadened toward a change in the heritable variation within a pop-
ulation, to make room for nongenetic inheritance and niche construction, for instance. 
Or to include the significance of developmental bias and plasticity in shaping the pheno-
typic variation available for selection to act upon. This makes the EES an extension that is 
 non-  trivial, but still not a revolution. That said EES thinking can facilitate revolutionary 
insights and progress: for example, our search for the genetic basis of many diseases has 
come up surprisingly empty, frustrating the development of treatment options. The real-
ization however that many disease phenotypes may emerge and differentially spread in 
populations in response to incorrectly constructed internal and external environments, 
for instance as envisioned by the hygiene hypothesis, has facilitated novel treatment 
approaches that are helping a growing patient pool. These conceptual medical develop-
ments have occurred independently of our work on the EES, but they are fully compat-
ible with it, yet incongruent with simple Modern Synthesis thinking.

How do you envision the future of evolutionary theory? Will the new  evo- d evo key 
concepts of constructive development and reciprocal causality be accepted?
Yes, I think so, but probably at different speeds in different  sub- d isciplines. Where evo-
lutionary biologists integrate development into their work, and not just developmen-
tal genetics but actual development complete with cellular biology and morphogenetic 
movements, etc., a mindset that makes room for or even emphasizes constructive devel-
opment is increasingly already in place. The same goes for any evolutionary biologist 
who studies  host- m icrobial interactions: reciprocal causality is everywhere. To ignore it 
is to step backward. But these are empirical observations and the resulting theories have 
so far been largely general and verbal. Quantitative counterparts remain to be developed. 
Therefore, other segments of evolutionary biology will likely take a bit longer before 
they open themselves up to EES positions. In some cases, this may require less convinc-
ing of current skeptics and more retiring and replacing of past leaders of the field.

The theory of evolution as it is taught in schools and universities today is rather sim-
ple and clear. This is no longer necessarily true for the EES which includes reciprocal 
cause–effect relationships that can be difficult to understand
I have two responses to this. First, I would say there simply is no other choice. Simple 
may be easy but if it’s wrong or incomplete then it needs to go or be revised. But per-
haps more importantly, I would not underestimate the public’s ability to comprehend 
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complex relationships like those posited by the EES. When I talk to lay people about EES 
perspectives a very common response I get is that it makes perfect sense that inheritance 
is not restricted to genes, and that when environmental modifications impact the success 
of offspring this too can influence future evolutionary trajectories. This is usually fol-
lowed by some surprise that these perspectives have yet to be integrated, and that they 
are subject to so much debate. It would not surprise me if similar attitudes emerge when 
EES positions are taught in schools and universities.

How should evolution be taught in schools and universities in the future?
In many ways,  evo- d evo and its increasing transformation into  eco- e   vo- d evo are the 
future of evolutionary biology, because they promise to advance the key questions that 
evolutionary biology has failed to answer, and do so at a time when such answers are 
increasingly desperately needed, as organismal diversity confronts an increasingly chang-
ing planet, and human health increasingly depends on the environmental conditions we 
are able to restore. So, from basic to applied perspectives,  eco- e   vo- d evo ought to be what 
current students need to be exposed to and trained in.

Professor Moczek, thank you for this interview!
( I interviewed Armin Moczek on July 18, 2019 in Munich.)
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to environmentally sensitive gene expression 
and mutation accumulation. In water fleas, 
cave fish, tadpoles, snakes, and other ani-
mals, environmentally induced phenotypes 
are reported to be stabilized by subsequent 
selection of genetically variable factors. At 
the same time, organisms help to shape the 
ecological niche in which they develop. In 
this way, they direct the selective environ-
ment during their own lifespans and for sub-
sequent generations ( Moczek et al. 2015; on 
niche construction, see  Chapter  5). Finally, 
in the next section, I would like to address 
question 5 from Gerd B. Müller’s list of points 
on the e vo-  devo discipline ( Section 3.4) con-
cerning evolutionary innovations.

3.9   INNOVATIONS IN EVOLuTION

3.9.1   What Do We Mean by 
“ New” in Evolution?

Evolutionary innovations have left impres-
sions on the evolution of all earthly life 
forms. Not all the decisive changes that 
have occurred during evolution since the 

beginning of life fit easily into the picture of 
continuous change; some were radical inno-
vations. These include, for example, the link-
ing of individual replicators to chromosomes 
or the transition from an R NA-   to a D NA- 
 based genome and the genetic code, as well 
as the evolutionary pathways from prokary-
otes to eukaryotes, from solitary individuals 
to colonies with n on-  reproductive castes, and 
from primate societies to the appearance of 
human societies with language. Evolutionary 
theorists John Maynard Smith and Eörs 
Szathmáry devoted their famous book to the 
topic of system transitions ( Maynard Smith 
and Szathmáry 1995). This section discusses 
relatively modest innovations, the emergence 
of which is no less impactful. Here, the pri-
mary focus is on the concrete phenomenon 
of adding a new element, such as the shells of 
turtles or the feathers of birds, to an existing 
organismic form.

Evolutionary innovations provide biologists 
with food for thought. As stated by Armin 
Moczek ( 2008), innovations are the focus 
of numerous biological disciplines, and it 
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is remarkable how little we know about the 
processes of their emergence. The discussion 
and teaching of evolutionary innovations 
pose the same challenges faced by other sci-
ences. Indeed, if one investigates the lowest 
level of organization, the genes, to explain 
the causes of the emergence of innovations, 
one may not discover the principle of pheno-
typic novelty or the elements that reduction-
ists use to explain how new superordinates 
are assembled from them. Therefore, other 
perspectives are sometimes required; per-
haps a novel trait characteristic of a species, 
such as the horn of a horned beetle., lies at a 
certain level of organization in development. 
For example, some parts of a gene regulatory 
network may be homologous while others 
may not. Thus, the following question needs 
to be answered: What was already present 

in the developmental process, and what was 
not? As Moczek explains, homology is like an 
onion, with multiple layers of skin that must 
be removed to determine its core ( Moczek 
2008).

At this point, a recent article in Science 
magazine from Moczek’s team appropriately 
fits into the discussion ( Hu et al. 2019): The 
article made the cover of the w orld-  renowned 
magazine in November 2019 ( F igure  3.17), 
an indication that exploring innovation in 
biology is currently considered one of the 
major issues in all the fields of science. The 
 evo-  devo team targeted 3 of the 2,400 known 
Onthophagus species. The authors describe 
how the formation of the horn in Onthophagus 
requires a series of original tissues and genes 
that are also essential for the development of 
the insect wing. This is referred to as serial 

 Figure 3.17  Beetle horn in the spotlight. The cover of Science magazine reports on the innovation of the 
Onthophagus horn and the newly discovered deep dependence on its homology to the insect wing.
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homology. Some of the same early tissues 
responsible for the construction of the lateral 
body appendages, namely the wings, in one 
of the beetle species (O. sagittarius) became a 
new feature along the midline of the body 
during evolution. Moreover, the horns of 
Onthophagus are considered a classic example of 
drastically different innovations of the ante-
rior body in different insects. According to 
the result from Moczek’s laboratory, the horns 
on the anterior thoracic segment ( prothorax) 
are homologous to the wings. The next ques-
tion arises: Did the evolution of the horn pre-
date that of the wing or vice versa? Thus, it 
is difficult to determine which structures are 
truly new in evolution and which ones are 
not ( in other words, partly homologous). The 
horn phenotype is indeed new, but its devel-
opmental genetics and tissue forms are not. 
We will address this problem in the following 
sections of this chapter.

  

Up to this point, we have not received a 
conclusive answer to the question of how the 
phenotypic shape of the horn develops. It has 
been experimentally proven by the authors 
that tissue arises in the form of two ectopic 
wings, i.e., from two components in the mid-
dle. Therefore, from this fact and from the tis-
sue analyses, evolutionarily, tissue from both 
sides of the b ody— n amely, from the regions 
of the insect wings, which are evolutionarily 
much  older— m ust have been pushed together 
to the middle and further remodeled. Why 
then did a completely different external shape 
emerge from the wing, when important serial 
homologies are identical? What other principal 
mechanisms might support the shift toward a 
new morphology? Further considerations will 
be addressed in the following paragraph.

To use a comparison from the world of 
classical music, Bach and Chopin use almost 
the same type und number of keys on the 
piano as Duke Ellington or other jazz pia-
nists; they also use the same basic set of notes. 
There is hardly any difference in the pitches 
of the instruments, but there are significant 
differences in the harmonies and rhythms. 

However, harmony only occurs when sev-
eral notes sound together, and rhythm only 
occurs when notes follow each other in time. 
Chords, harmonies, and rhythm are thus 
analyzed on higher levels than those of sin-
gle notes or tones. It is only on these levels 
that novelty appears. The works of individual 
composers become more distinguishable, not 
to mention the compositional form, including 
movements, themes, and secondary themes. 
Recognizing these requires observation on a 
higher level. Despite similarities in notes and 
even note sequences, as well as time and key 
signatures, no two works are identical.

Biologists disagree in their explanations of 
how evolutionary innovations occur. Some 
regard changes in gene regulation or switch 
combinations, gene duplications, gene shifts, 
or c is-  elements as sufficient to explain the 
phenotype, while others are convinced 
that cells and cell assemblies, especially cell 
migration, cell adhesion, physical conditions, 
 self-  organization, and threshold effects in 
development are essential, in addition to the 
action of the environment on all levels. For 
these scientists, autonomous properties exist 
at all levels of organization in development. 
Innovation in evolution cannot be thoroughly 
understood without predictions about pheno-
typic plasticity and genetic accommodation. 
These frameworks and mechanisms play a 
supporting role in evolutionary novelty from 
the current perspective, and others are in the 
pipeline. How to explain innovation is, for 
some researchers ( including myself), the pre-
dominant question in evolutionary theory. In 
Moczek et al. ( 2015), Günter Wagner is quoted 
as saying, “ How novelty arises from within 
the confines of ancestral homology and how 
natural variation can lead to the evolution of 
complex, novel traits therefore remain some 
of the most intriguing and enduring ques-
tions in evolutionary biology.” Life on Earth 
has consisted of novelty since its beginning. 
Every trait that exists today once resulted 
from an innovation. We should always be 
aware of this when we think of evolution.
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Simply put, one might conclude that from 
the diversity of possible gene regulation 
mechanisms, nearly every phenotypic form 
in the morphospace can be produced, includ-
ing novel ones. The focus of mainstream 
evolutionary biology is clear; it has tradition-
ally been on mutations as the sole source of 
evolutionarily relevant phenotypic variation. 
Here, mutation is random with respect to 
its effects on the adapted phenotype; thus, 
natural selection is the only process capa-
ble of producing adaptive matches between 
the organism and its environment ( Moczek 
et  al. 2015). Innovation is thus a byproduct 
of continuous variation. Furthermore, the 
Modern Synthesis, at least in its earlier form, 
also implies that there is a simple relationship 
between mutations that initiate change and 
the phenotypic outcome ( Peterson and Müller 
2013).

From the  evo-  devo perspective, it is clear 
that natural selection alone cannot lead to the 
emergence of innovations. Selection is out of 
the question as the cause of the emergence of 
a novel structure because it requires existing 
ones ( Müller 2010). The selection paradox, in 
this context, means that selection, in order to 
produce new traits, depends on inheritance 
in the population. However, that which is 
inherited cannot be new ( Moczek 2008). It 
must therefore be explained how a new trait 
can come about and what is responsible for 
the innovation, if not selection.

Before that which is new or novel can be 
distinguished from that which already exists, 
the question of why a distinction between 
variation and innovation is necessary arises. 
The anticipated answer is that innovations 
provide a specific insight into development 
processes, and  evo-  devo aims to explore such 
innovations. Their development is clearly dis-
tinct from that of variations. This, in turn, 
has significant consequences for evolutionary 
theory.

The question of what constitutes an evo-
lutionary innovation is a longstanding topic 
of discussion in biology. Each definition is 

incomplete and emphasizes a different point 
of view, such as the function of the new struc-
ture or phenotype or the absence of homol-
ogy, i.e., the lack of correspondence with 
common predecessors. Consider this defini-
tion: “ A morphological novelty is a structure 
that is neither homologous to any structure 
in the ancestral species nor homonomous to 
any other structure in the same organism.” 
( Müller and Wagner 1991). Thus, feathers 
(  Figure  3.18) were an evolutionary novelty 
when they first arose, but in the oldest extinct 
birds, which already possessed flightless 
predecessors with feathers, they were not. 
Feathers originally served a purpose entirely 
unrelated to flying. The function ( ability to 
fly) is therefore less important here than 
the consideration of feathers as a novel phe-
notype. We are even less interested here in 
whether the innovation is adaptive since our 
primary concern from an  evo-  devo perspec-
tive is the developmental scenario ( Peterson 
and Müller 2013). The insect wing ( it prob-
ably underwent a functional change similar 
to that of the bird feather), turtle shell, first 
wing patterns of butterflies, or  light-  emitting 
mechanism of the firefly are all innovations 
of this nonhomologous type. An additional 

 Figure 3.18  Bird feather. An evolutionary innova-
tion. Feathers were originally used for insulation, 
not for flying. Earlier in their evolution, they were 
simpler in construction. After many steps of modifi-
cation, they achieved the recent asymmetrical shape 
of flight feathers.
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finger or toe also falls into this category, 
even if four or five fingers or toes of the 
same type existed before its appearance. A 
new finger has no homologous counterpart 
because there was nothing in its place before 
the finger appeared. Therefore, it is seen as 
an innovation. Gerd B. Müller repeatedly 
points out that the definition of innovation 
cannot be applied to several organizational 
levels simultaneously. To do so would lead 
to misinterpretations, because we have just 
seen, for example, that the beetle horn is seri-
ally homologous to the wing, and that it is 
precisely this fact ( existing homology) that 
attracted the attention of Science and gained 
 front- p age status. Should we dispense with 
homology altogether in defining innova-
tion, as Moczek ( Hu et al. 2019) suggests? We 
conclude in advance that the horn phenotype is 
novel, but the structure is not homologous. 
Müller points out that in such cases, innova-
tion must be related to the phenotype alone, 
and that innovation on the phenotype level 
can not necessarily be defined genetically 
( e.g., Müller 2010, Peterson and Müller 2013). 
The novelty of a trait, besides the inevita-
ble homologies, must be determined at the 
organizational levels below the phenotype 
( organs, tissues, cells, etc.) to be considered 
biologically significant. We will consider 
more examples of this in  Chapter 4.

The discussion of innovation with exam-
ples from Müller ( 2010) will be limited to 
discrete new elements added to an existing 
body plan, although other types of innova-
tion exist. For example, the long tooth of 
the narwhal (Monodon monoceros) appears as a 
fascinating and novel feature; nevertheless, 
it is only a modification of a preexisting 
tooth. The emergence of large body plans 
in the animal world during the Cambrian 
explosion approximately 540 million
years ago is a separate category of innova-
tion, which will not be discussed further 
here.

  

 

According to Moczek et  al. ( 2015), evolu-
tionary development relies on ( a) of patterns 

and processes, from individual genes or 
genome elements for the evolution of new 
traits; ( b) expansions of specific genomic 
domains, interactions of gene regulatory net-
works, or coordinated modifications of organ 
systems, such as those in the frog gut; and 
( c)  co-  option of multiple levels of biological 
organization, such as the wing patterns of 
butterflies, horns of beetles, shells of turtles, 
and others. This does not require novel genes 
or signaling pathways; rather, new functional 
phenotypes arise from differential combina-
tions and redistributions of existing develop-
mental modules. This distinction is explored 
in more detail in Kirschner and Gerhart 
( Section 3.5). However, it does not encom-
pass epigenetic developmental components, 
such as those that may occur in intercellular 
signaling pathways to bring about novelty, or 
physical conditions. More on this is in the fol-
lowing section.

3.9.2   Conditions of Innovation Initiation

Three conditions for the emergence of phe-
notypic innovation are distinguished ( Müller 
2010):

 1. The initiation conditions

 2. The realizing conditions

 3. The genetically permanent integration 
with its specific conditions.

What are the initiating conditions for the 
emergence of novelties in evolution? Based 
on several examples, West-  Eberhard (2003) 
argues strongly that the most important ini-
tiators of evolutionary novelties are envi-
ronmental conditions ( Section 3.8). These 
may include a change in nutritional status, a 
change in climatic or other physical condi-
tions, or the presence of a predator. In addi-
tion to environmental conditions, classical 
gene mutations or gene regulatory changes 
can also act as initiators of phenotypic novel-
ties. The difference is that these do not affect 
the entire population and are usually not 
established permanently.
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If the initiating cause of an innovation is 
originally nonspecific and general and, as in 
the case of environmental effects, typically 
occurs at the population level, then the con-
ditions for the physical realization of a spe-
cific novelty must be sought in development 
( Müller and Newman 2005). Only develop-
ment can be the medium for transferring 
environmental factors into the phenotype in 
a regulated manner.

3.9.3   Conditions of Innovation Realization

Once it has been determined who or what 
can initiate a change or innovation, it is nec-
essary to explain how an innovation can be 
incorporated into the phenotype.

All the abovementioned prerequisites of 
innovations refer to developmental processes. 
The developmental system is genetic and 
epigenetic, interacting,  self-  regulating, and 
dynamic. It has two peculiarities, which the 
Modern Synthesis does not address. First, it can 
react to external stimuli and is thus environ-
mentally dependent. Under this condition, an 

interacting process emerges in development; 
cells engage in bidirectional communication 
with other cells. They send information to the 
genome, and conversely, respond to genetic 
information. Cells as part of tissue aggregates 
further interact with those of neighboring tis-
sues. All these pathways are subject to environ-
mental stimuli. The sum of interactions of the 
system is shown in  Figure 3.19. It cannot be 
said that a “ genetic program” is executed dur-
ing development. Cells are not simply execu-
tors of the instructions in DNA ( Müller 2010). 
The same view was expressed by Kirschner 
and Gerhart ( Section 3.5), Jablonka and Lamb 
( Section 3.6), and Noble ( Section 3.7).

One element of novelty is that these 
responses can be nonlinear due to threshold 
effects following small external stimuli or 
genetic mutations. Thresholds cause unex-
pected jumps in otherwise linear changes. 
Sudden, major responses occur where one 
would expect continuity. Jumps are observed 
instead of gradual changes. However, these 
“ quantum leaps” can trigger the phenotypic 
changes associated with innovations. I will 
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 Figure 3.19  Dynamic interaction in development. Examples of autonomous properties of each level of pheno-
typic organization are displayed next to the boxes. U = environmental influences.
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explain later, with an example, exactly how 
thresholds come about, how they can be 
modeled, and how they are visible during the 
evolutionary development of the cat’s paw 
(Section 4.8).  

The second novel element in embryonic 
development is the ability to  self- o rganize. 
This is also discussed in Section 4.8 using the 
example of a Turing pattern at the cellular level 
of development. The initiating parameter( s) 
set in motion the  self- o rganization of the 
entire system. This response by the system 
may generate a discontinuous output as an 
innovation in the form of, for example, a new 
skeletal element. The result is then presented 
as a turnkey to natural selection ( Lange et al. 
2014, Newman 2018).

According to Waddington ( Section 3.1) and 
Andreas Wagner ( Section 3.3), development 
buffers variations, and developmental paths 
are canalized; however, situations occur in the 
emergence of an innovation in which canali-
zation reaches its limits and can no longer be 
maintained by the system. Development is 
thus decanalized ( Müller 2010). Once again, 
that which follows the initiating disruptive 
factor can be discontinuous when thresh-
olds of influencing variables are exceeded or 
undercut.

Such threshold mechanisms can also lead 
to the complete elimination of fingers or feet 
during embryonic development. One example 
is that of the Australian skink, a lizard species 
in which continuous evolutionary body elon-
gation does not lead to gradualistic limb varia-
tion; rather, complete phalanges or whole toes 
always fall away in parallel with body elonga-
tion. Moreover, natural selection and adapta-
tion do not explain the orderly omission of 
toes, specifically the first and the last. There is 
no advantage of not omitting a middle pair of 
toes. Rather, the developmental mechanisms 
in the limb provide the answer here. As early 
as 1985, through  evo-  devo experiments on 
amphibians, it was possible to predict which 
toe would be added or omitted and at which 
position in the limb when the embryonic 

tissue of the limb bud was manipulated. Thus, 
the last finger to develop in the embryo is the 
first to be eliminated. Observations in such 
experiments are consistent with those in nat-
ural populations ( Müller 2010).

The system shown is g enetic-  epigenetic. 
Here, epigenetics does not mean epigenetics 
in connection with chromatin changes 
( Section 3.6). Rather, epigenetics at this 
point refers predominantly to the process 
of embryo formation, which has classically 
also been called epigenesis. This refers to the 
genetic, cellular, and environmental genesis 
in the developmental context.

In short, the developmental system encom-
passes both the autonomous capabilities of its 
components ( cell behavior, cell assemblies, 
geometry, etc.) and the capacity for  self- 
 organization and nonlinear responses to local 
and global external conditions. Here, the 
explanatory capacity of evolutionary theory is 
extended to include the following:

• Feedback loops among development 
components and with the environment

• Nonadaptive and nongradual phenom-
ena of phenotypic evolution

• Self-  organizing capacity of 
development.
 

This is precisely the core of systemic  eco- e   vo- 
 devo research and an essential basis of the 
claimed theory extension of e vo-  devo.

The example of the beetle horn provides an 
illustration. Next, under the abovementioned 
realization conditions, in addition to the serial 
homology discovered by Moczek’s team, fur-
ther possible mechanisms, which were proba-
bly at play when the horn evolved to its present 
form, are possible in principle. The physical 
pressure applied when tissues drift toward 
the center of the body and meet there triggers 
various effects. Subsequently, several thresh-
olds and mechanisms of s elf-  organization may 
have played a role in producing the harmonic, 
curved, and tapering pointed horn. These 
mechanisms must be sought and elucidated, 
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as they exist, for example, in the evolutionary 
development of the hand ( Section 4.9).

3.9.4   Genetic Integration of Innovations

Understanding how an innovation is geneti-
cally and phenotypically integrated can help 
us to fully grasp what constitutes e vo-  devo 
and how strongly this extended school of 
thought can set itself apart from mainstream 
ideas.

A prerequisite for genetic safeguarding of 
new impulses is preexisting genetic variability 
( Nanjundiah 2003). Recall that Waddington 
spoke of canalization ( Section 3.3.1 “ Genetic 
Toolkit”), Wagner of robustness ( Section 3.3). 
Genetic variability may not appear pheno-
typically under relatively constant environ-
mental conditions because the environmental 
parameters are not conducive to its activation. 
As discovered by Waddington, it is true that 
only new environmental factor( s) unmask 
the hidden genetic/ epigenetic plastic design 
potential. Thus, not everything in an organ-
ism that deviates from the pathway ( masked 
mutations) becomes immediately visible; there 
are checkpoints at the molecular, cellular, and 
epigenetic levels. The protein HSP90 has already 
been mentioned in this context. It can not only 
represent a constraint but also open pathways 
along which a novelty can develop ( Müller and 
Newman 2005).

Morphological variations can thus arise 
and subsequently be genetically stabi-
lized, as described above. The change may 
be fixed by genetic mutations if the new 
phenotypic trait is advantageous and/ or 
if the conditions that led to it ( changes 
in environmental conditions or behavior) 
are sufficiently robust ( Pigliucci 2008). 
Dependence on the initiating environmen-
tal factor is removed with genetic assimila-
tion; the organism can become independent 
of it. Müller, Pigliucci, and W est-  Eberhard 
emphasize that genetic change in this case 
follows rather than precedes phenotypic 
change. Genes are followers.

In this context, the most important state-
ment is that neither selection nor the 
genome alone controls the emergence of a 
novel phenotype. Rather, it is controlled by 
autonomous reactions of the development 
system to small disturbances. The response 
of the developmental system dictates  
the specific morphological product, in this case 
the innovation ( Müller 2010). More recently, 
instead of possible autonomous responses, the 
discussion has turned to instances of agency 
and agents of the organism.

Evolutionary innovation is reportedly 
attributed to the absence of homology, i.e. 
lacking affinities to structures that already 
existed in the ancestral state ( Müller and 
Wagner 1991). Researchers consequently 
associate this absence in terms of phenotypi-
cal homologies and not those related to the 
process of phenotypic formation ( Peterson and 
Müller 2013). Currently, however, innovations 
are considered from a different evo-    devo-
 perspective. Moczek and colleagues empha-
size the need for homologous components to 
contribute to phenotypic innovation. These 
can be homologous gene regulatory networks 
as well as homologous source tissues. To this 
end, these researchers have developed the 
concept of an evolutionary innovation gradi-
ent. Such a gradient has “ no true beginning, 
at most there may be key events along the 
way” ( Linz et  al. 2020). The purpose of the 
gradient is to express that homologies can 
occur in the course of the evolution of an 
innovation, for example in gene regulatory 
networks ( remember the serial homology 
at the Ontophagushorn). However, the ancestral 
homologies bias the gradient to ensure that 
hotspots of innovation, such as a mutation, 
and sites of deep conservation accompany the 
evolutionary process ( Linz et al. 2020). In this 
way, the concept of an innovation gradient is 
compatible with our intuitive thinking that 
new things always also consist of and emerge 
from existing components.

  

This complex theoretical connection of 
evolutionary innovation may be illustrated 
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with a recent research finding: an inconspicu-
ous point mutation may induce the appear-
ance of one or more complete additional 
fingers or toes. Section 4.8 discusses this in 
more detail. Another example demonstrating 
the integration of evolutionary development 
and proving that a disturbance, be it environ-
mental or genetic, does not result in chaos 
was provided by Moczek et al., who knocked 
out a head s hape- a ssociated gene in a beetle; 
this induced the formation of ectopic tissues 
in the middle region of the front of the head 
for a new eye. Moreover,  nerve- l ike structures 
running to the brain were created. It was the 
first time that the silencing of an important 
gene had triggered such a constructive new 
development process. The authors called this 
surprising result “ a remarkable example of 
the ability of developmental systems to chan-
nel massive perturbations toward orderly and 
functional outcomes” ( Zattara et  al. 2017). 
Moments that lead to such discoveries are 
surely among the lonely highlights of a sci-
entist’s life.

3.10   SuMMARY

Evolution and development are closely inter-
twined; therefore, it makes no sense to study 
them in isolation ( Brakefield 2011). After 
40 years, evolutionary developmental biol-
ogy has reached a certain coming of age. It 
is seen by some as the modern cornerstone 
of traditional evolutionary theory. E vo- d evo 
has provided unexpected discoveries for these 
researchers, developmental genes and gene 
regulatory networks. E vo- de vo thus clarifies 
previously unsolved questions and new rela-
tionships in the phylogenetic tree of life.

For others,  evo- d evo is much more: a 
less adaptationist, more  organism-  a nd 
 environment- c entered platform on which an 
evolutionary theory emerges that transcends 
and leaves the Modern Synthesis behind. By 
moving beyond the  gene-  centered perspec-
tive of the Modern Synthesis, e vo- d evo sheds 
new light on the complexity of evolution, 

focusing more intensely on the phenotype. It 
is now seen as a site of integration of a whole 
range of interrelated mechanisms, from 
molecular and developmental to physiologi-
cal and environmental. It follows that the 
patterns and processes of phenotypic change 
result from a combination of all these diverse, 
causal mechanisms, which play out at differ-
ent scales, both organizational ( from genes to 
environment) and temporal ( such as develop-
ment, life history, and evolution; Laubichler 
2010). “ Just as the Modern Synthesis was able 
to unify many aspects of biology in the  mid- 
 20th century, e vo-  devo is now positioned to 
transform and unify diverse aspects of biol-
ogy, one of the primary scientific challenges 
of the 21st century” ( Moczek et al. 2015).

In its conceptual, theoretical orientation, 
 evo-  devo can address the stumbling block 
that this discipline deals ( only) with the indi-
vidual organism, but the Modern Synthesis 
deals with the population and its adaptation. 
This incompatibility between the two theo-
ries makes it difficult for Manfred Laubichler 
( 2010) to complete an integrative theory of 
phenotypic evolution. Alternatively, Stuart 
Newman, ( 2018) cites numerous examples 
of morphological forms that arose in isola-
tion from successive cycles of adaptation. 
Once arisen, such traits become useful to 
organisms.

Alessandro Minelli ( 2015) cites several defi-
cits of  evo-d  evo. For example, the  evo-d  evo  
research program is focused on the animal 
world ( Metazoa). Plants, he says, are under-
represented. However, generalizations of 
findings from the animal kingdom can-
not easily be transferred to other kingdoms. 
Minelli calls for the expansion of the research 
program to include unicellular organisms. 
He draws attention to the fact that the evolu-
tion of development extends beyond the view 
of developmental genetics. It is more than a 
sequence of changes that give rise to an adult 
multicellular animal or plant in complex steps 
that begin in the fertilized egg. He describes 
this view as a “ naïve concept.”  Evo-  devo will 
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therefore evolve in a new direction. This 
should address fundamental problems around 
the question of how development evolved 
with its main features, from cell differentia-
tion to complex, multicellular life cycles.

To date,  evo-  devo research has achieved its 
 causal-  mechanistic results using few model 
organisms. The necessary methods of genetic 
manipulation can be applied to them. These 
methods include genetically modified organ-
isms, mutagenesis ( creation of mutations in 
the genome to achieve the desired results), 
and cloning to produce genetically identical 
organisms. More and more quantitative data 
are available that can be incorporated into 
computer models and allow theories with 
predictive power. Only elaborate data com-
parison allows greater certainty about which 
gene regulatory networks are essential for a 
particular phenotype and which are free to 
vary in evolution ( Moczek et al. 2015).

In Europe, the European Society for 
Evolutionary Developmental Biology ( EED) 
was founded in 2006. It holds an interna-
tional conference every 2 years with outstand-
ing speakers and hundreds of presentations 
from all over the world ( https:// evodevo.
eu). Not to be outdone by this successful pro-
gram, the USA established its own society, 
the PanAmerican Society for Evolutionary 
Developmental Biology ( EvoDevo PanAm) 
(http://www.evodevopanam. org). Their
conferences alternate with those of the EED. 
The vast majority of the empirical research 
projects presented at these conferences aim 
to disseminate rather than stimulate theoreti-
cal discussion. Nevertheless, contributions to 
evolutionary developmental theory arise from 
them.

     

 Chapter  4 presents selected results from 
empirical research, and at its conclusion 
( Section 4.9), formulates the implications 
of  evo-  devo theory and research for an EES. 
 Chapter  5 introduces the theory of niche 
construction, one of the four research pil-
lars of the Extended Synthesis, along with 

 evo-  devo, developmental plasticity, and
inclusive inheritance. Finally, the contents of 
 Chapters  3–5   flow together into  Chapter 6 in 
the form of the  large-  scale EES project.
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CHApTER FOUR

Selected   Evo-  Devo Research Results

 Chapter 3 explained the concept of evolution-
ary development with a focus on gene regula-
tion, role of cells in facilitated variation, and 
novel role of the environment in the emer-
gence of phenotypic plasticity and innova-
tion. This chapter presents selected empirical 
 evo-  devo research achievements, including 
findings on phenotypic variations, such as the 
size of colorful spots on butterfly wings that 
can be explained in detail by gene regula-
tion. For other phenotypes, such as supernu-
merary digits, which belong to  higher-  level 
 evo-  devo processes,  self-  organization at the 
cellular level is discussed. In general,  two- 
 dimensional color or structural patterns are 
easier to explain than  three-  dimensional 
patterns, such as supernumerary digits, bird 
beaks, or head shape in cichlids. Therefore, 
this chapter focuses on phenotypic variations 
that are difficult to explain via the Darwinian 
and  neo-  Darwinian evolutionary models. The 
discussed cases give rise to various predictions 
of the synthetic theory, such as discontinuous 
inheritance, developmental bias, and others, 
thereby supporting the previously presented 
 epigenetic–  systemic  evo-  devo theory. This 
chapter provides insight into the concept of 
the EES.

Important technical terms in this chapter 
( see glossary): canalization, developmental bias, 
development constraint, development plasticity, 
discontinuous variation, emergence,  evo-  devo, 
evolvability, genetic accommodation, genetic 
assimilation, Hox genes, morphogen, point 

mutation, polydactyly,  self-  organization, and 
threshold effect.

4.1   EVOLuTION OF BEAK SHAPE 
IN DARWIN’S FINCHES

Peter and Rosemary Grant made astonish-
ing observations on Darwin’s finch species 
inhabiting the Galápagos Islands ( Abzhanov 
et al. 2004). They reported that a change in 
food supply lasting only a few generations led 
to a significant transformation of the beaks 
of these birds (  Figure  4.1). The Grant cou-
ple spent 33 years on the Galápagos Islands 
studying Darwin’s finches and discovered an 
extent of phenotypic variation that had pre-
viously been considered impossible in such 
a short time. The beak phenotype sometimes 
diverges rapidly when two reproductively 
isolated populations of the same species on 
an island specialize in seeds of different sizes 
( Abzhanov et al. 2004). Variation in beak size 
and shape also requires a change ( of even 
a few millimeters) in the fit of the hornbill 
into the bones of the skull since the heads 
of finches do not grow to the same extent as 
the beaks. Therefore, changes in skull and 
beak proportions are accompanied by adapta-
tions of the esophagus, trachea, and tongue 
because all these parts must be meticulously 
adjusted to each other.

A growth factor protein significantly 
involved in embryonic beak formation has 
been identified. Furthermore, the variable 

https://doi.org/10.1201/9781003341413-4
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 Figure 4.1  Beak shape in Darwin’s finches. Darwin’s finches of the genus geospiza revealed a surprise. In a few 
generations, they could adapt their beak shapes and sizes based on changes in the food supply.

level of expression of this protein is cor-
related with the beak shape. Kirschner and 
Gerhart also mentioned that this protein, 
BMP4, is produced in embryonic neural crest 
cells, and when transgenically expressed in 
the neural crest of chickens, changed the 
beak shape as expected. The chickens devel-
oped wider and larger beaks than normal. 
Heterologous expression of other growth 
factors did not produce the same effect. 
Although the experimentally manipulated 
beak is altered in size or shape, it is never-
theless integrated into the anatomy of the 
bird’s head. “ There is no monstrous undesir-
able development” ( Kirschner and Gerhart 
2005).

Beak formation is a complex developmen-
tal process involving five nests of neural crest 
cells. The neural crest is the early embryonic 
structure from which the peripheral nervous 
system and other structures develop. The nests 
receive and respond to signals from facial cells 
at five locations. Therefore, traits affecting the 
neural crest cells alter beak growth in a coor-
dinated manner. The  neo- D arwinian theory 
of evolution should be able to explain how a 
sequence of random mutations and selections 

can lead to such an extensive, coordinated, 
phenotypic variation in only a few genera-
tions, which in fact requires the mutual inter-
play of several developmental parameters.

Kirschner and Gerhart call this process 
facilitated variation ( Section 4.4). Variation is 
therefore not arbitrary. Rather, “ conditionally 
facilitated variation influences one, functional 
output of phenotypic variation by an organ-
ism.” There is compelling evidence that path-
ways for the coordinated development of the 
beak and head e xist—f  unctional, integrated 
adaptability that translates randomly distrib-
uted mutations into nonrandomly distributed 
phenotypic variations.

In this  evo-  devo example, the mode of 
action is as follows: a small cause ( one or a 
few quantitative, regulatory protein changes) 
leads to a large effect ( a functional change in 
beak shape), controlled by epigenetic pro-
cesses of development, in particular by an 
extensive adaptive cell behavior of neural 
crest cells of the beak and the visual environ-
ment. From the w ell-  researched knowledge of 
beak development and modification, it can be 
concluded that “ rather large changes in beak 
size and shape could be accomplished with 
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a few regulatory mutations, rather than a 
summation of a long series of small changes” 
( Kirschner and Gerhart 2005).

In this example, the trigger for changes in 
BMP4 levels during development has not been 
investigated. One possibility is the occurrence 
of random genetic mutations. However, it is 
more likely that developmental pathways 
respond to animal stress caused by an exter-
nal factor such as ongoing fluctuations in the 
food supply.

4.2   EXPERIMENT 1: FISH CAN 
LEARN TO WALK

This section discusses how fish can learn to 
run ashore. In 2014, in an  8- m onth experi-
ment with juvenile bichirs from tropi-
cal Africa ( Polypterus senegalus), Canadian 
Emily Standen, investigated for the first time, 
the adaptation of bichirs to terrestrial condi-
tions by completely depriving them of their 
aquatic habitat ( Standen et al. 2014, F igure 4.2). 
Bichirs have a primitive lung and the ability 
to waddle on land. The trial, however, tested 
ways to improve their performance ashore. 
The animals adapted surprisingly quickly to 
the new conditions. Trained fish lifted their 
heads higher on land, moved their fins more 
efficiently, and slipped less frequently. The 

experimental animals not only survived but 
also thrived in the new environment. Their 
adaptations included changes in both mus-
culature and bone structure. The test animals 
could run much better on dry land than the 
aquatic control animals. This high develop-
mental plasticity allows evolutionary develop-
mental biologists to draw conclusions about 
how sea creatures, such as the Tiktaalik, first 
went ashore 380 million years ago and how 
the transition from fins to extremities could 
lead to the gradual development of amphib-
ians. In fact, the skeletal changes observed here 
reflect those observed in fossils describing the 
transition of vertebrates to terrestrial life.

The bichir experiment confirmed the 
hypothesis that animals have the plastic-
ity to adapt their anatomy and behavior in 
response to environmental changes in a very 
short evolutionary time, even a single genera-
tion ( Standen et al. 2014). In the long term, 
genetic mutations could support the con-
ditions created by the new environmental 
situation and ensure inheritance of the adap-
tation. Therefore, the evolutionary pathway 
is not genetic mutation ⇒ environmental 
pressure ⇒ natural selection ⇒ adaptation 
in the population, but environmental change 
⇒ permanent, environmentally dependent 
and nongenetically inherited phenotypic 

 Figure 4.2  Bichir on foot. An African bichir waddles on dry land in a laboratory test. Adjustments were made 
to muscle and bone structure in a short time. The experiment was intended to provide insights into whether 
the shore leave 400 million years ago could have stimulated phenotypic changes that subsequently became 
genetically fixed.
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adaptation ⇒ supporting genetic mutations 
for accommodation/assimilation ⇒ genetic 
inheritance.

   

4.3   CICHLIDS WITH THICK LIPS 
AND LARGE BuMPS

Cichlids are a fascinating subject of e vo- d evo 
research. They are the third largest fish family, 
comprising 1,700 species, and thus, one of the 
most  species- r ich groups among vertebrates. 
In Africa, cichlids occur in several of the great 
lakes, including Lake Victoria, Lake Malawi, 
and Lake Tanganyika. There are several hun-
dred cichlid species in each of these lakes, 
occupying various, often very small, niches. 
The habitat of a single species can be limited to 
a localized grouping of rocks. What interests 
us first are not their great color patterns, but 
the evolution of a new joint in a second jaw 
apparatus, and second, the striking similarities 
in outer head shape between cichlid species.

Unlike most freshwater fishes, which have 
a single jaw apparatus, cichlids have two jaws. 
The first jaw is homologous to ours. In the gul-
let behind it is a second jaw with its own jaw 
joint and teeth. Before swallowing, fish use 
this second jaw to grind food initially cut up 
by the first jaw apparatus. The basipharyngeal 
joint of this jaw ( not the second jaw itself) 
is an example of an evolutionary novelty. 
Notably, this joint could not have been created 

solely by selection forces because natural selec-
tion, in the rudimentary sense, can only influ-
ence an existing phenotype ( Section 3.9). At 
the University of Vienna, my former colleague 
Tim Peterson conducted precise biomechani-
cal measurements using  software-s  upported, 
mathematical finite element analysis to eluci-
date the mechanical forces that interact to form 
the new jaw joint in the pharynx of two types 
of cichlids. He demonstrated the individual 
forces that exert biomechanical pressure on 
the jaw system to trigger cartilage develop-
ment for the new joint. These combined effects 
induce cartilage formation at a site between 
the base of the skull and the jaws of the throat 
where the new joint develops in cichlids. The 
example shows that physical forces contribute 
to phenotypic variation or innovation during 
embryonic development. In simple terms, the 
result can be summarized as follows: when 
two bones grow toward each other with suf-
ficiently high pressure, a new joint is formed 
( Peterson and Müller 2018).

Let us now discuss the peculiarities of 
the head form of cichlids. In Lake Malawi 
and Lake Tanganyika, according to the syn-
thetic theory, natural selection led to the 
conspicuous body shapes observed in cich-
lids, such as oversized lips (  Figure  4.3b), 
short, robust lower jaws, bulging foreheads 
(  Figure  4.3), and other characteristics. A 
neo-  Darwinian evolutionary biologist would     

 Figure 4.3  African cichlids. Tanganyika frontosa cichlid (Cyphotilapia frontosa, (a) and hump-  head Mouthbreeder 
(Cyrtocara moorii) from Lake Malawi ( b). Both species are endemic to their respective lakes. The conspicuous 
head shape was created by parallel evolution. No common ancestor bears the same characteristic.
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use convergence—  phenotypic similarity as
a result of a daptation— t o explain the pres-
ence of fish with similar traits in both lakes 
( Meyer and Stiassny 1999). According to 
this theory, similar environmental condi-
tions exerted positive selection on random 
genetic mutations, which led to a compara-
ble  phenotype—  a classic adaptation process. 
However, this explanation requires extraor-
dinarily high similarity between lakes to 
account for the several parallel forms that 
have independently developed in each lake.

     

According to the Modern Synthesis, natural 
selection can exploit all physical possibilities 
to select the most suitable from an immea-
surable spectrum, as detailed by Carroll 
( Section 3.3). However, from an  evo- d evo 
perspective, the full spectrum of physical 
possibilities is not available to the develop-
mental program; the possible outcomes are 
limited by the developmental process itself.

 Evo- d evo researchers use the term parallel 
variation instead of convergence because the latter 
has already been claimed by proponents of 
the Modern Synthesis. Patterns of parallel evo-
lution, such as the bulging heads of cichlids 
living in different lakes of the Rift Valley, pro-
vide a good visual representation of the con-
cept at hand. Are phenotypic similarities due 
to comparable living conditions under which 
natural selection can act, or is the influence 
of biased development involved? Are there 
developmental pathways that influence how 
phenotypic variation should look? In this 
case, the course of evolution depends on the 
evolvability of the traits considered and how 
these traits conform to the fitness curve and 
requirements of natural selection. Evolvability 
is the capacity of a species for adaptive evolu-
tion. It can be small or large, and it can be 
oriented in certain directions. Therefore, 
according to the e vo- d evo perspective, natu-
ral selection and development work in con-
cert. However, the relative proportions of 
both types of factors, extrinsic ( selection) and 
intrinsic ( development), remain unclear until 
more is known about the developmental link 

between the genotype and the phenotype. 
It can be hypothesized that adaptive evolu-
tion along the given developmental pathways 
orchestrates the development of phenotypic 
variation. Considerable empirical research is 
required to support or refute this hypothesis. 
Patterns of similar parallel morphological 
evolution in similar ecological environments 
are expected to occur. These patterns become 
predictable with precise knowledge of the 
development processes ( Brakefield 2006, 
2011). However, it is also clear that evolvabil-
ity itself is an evolved and evolving product of 
evolution ( Uller et al. 2018).

4.4   EXPERIMENT 2: BuTTERFLIES 
WITH EYES ON THEIR WINGS

Let us attempt to further solidify the subject 
of bias in evolutionary development. When 
there is a bias, certain phenotypes are easier, 
and thus, more likely to develop than others. 
Developmental mechanisms can limit or can-
alize evolutionary change. Thus, development 
follows a  goal-  less bias or direction because 
evolution is not a g oal-  oriented process.

The cichlid example from the preceding 
section does not provide much empirical evi-
dence. One might argue that the parallel evo-
lution of fish with bulging heads is not likely 
explained by natural selection alone. Such is 
not the case for butterflies, on which there 
is a wealth of data. The wings of butterflies 
with their countless colors and structural pat-
terns are a goldmine for biologists. The reader 
might have already questioned how perfectly 
round eyespots developed on the wings of 
such beautiful creatures. Was the selection 
process readjusted thousands of times until the 
spots were truly round? Probably not. In the 
embryo, a morphogenic protein called Wingless 
is expressed in the center of the eyespots and 
diffuses outward in a concentric pattern, like a 
drop of cream in a coffee. Wingless was so named 
when its deletion in Drosophila led to wingless 
mutants. Wingless activates the expression of the 
target gene Distal-less (Dll) and, depending on     
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its distance from the center, also increases or 
decreases the expression of other genes. Dll is 
a homeobox gene ( Section 3.4) discovered by 
Carroll in the eye patches of butterfly wings. 
The outward diffusion of the morphogen only 
partly explains the circular form of the eye-
spot; the true mechanism is more complex. 
We will revisit morphogens when we discuss 
the emergence of fingers. At the heart of Dll 
expression in the eye spot is a signal center 
that directs the fate ( differentiation) of all cells 
in its immediate environment. In the 1920s, 
Hans Spemann, a developmental biologist 
from Freiburg, Germany, discovered such 
an organizer in the early embryonic stage of 
tadpoles, where fundamental developmental 
 decision-  making takes place. Spemann was 
awarded the Nobel Prize for Medicine in 1935 
for his discovery of a s hape-f  orming gradient, 
which remains a guiding principle in develop-
mental biology to this day.

The Dll gene was discovered several years 
ago in fruit flies, where it is involved in a 
completely different function from that in 
butterflies ( as is Wingless)—  the development
of appendages, from legs to antennas to 
wings. In butterflies, it appears with a new 
function and switches; to use Carroll’s words, 
“ old genes learn some new tricks”. In 1994, 
Sean B. Carroll’s  evo-  devo discovery of the 
genetics of eyespots and their manipulation 
briefly brought him into the media spotlight. 
At the time, the question had already been 
asked: “ If you can change butterflies in the 
laboratory, can you also change people?” The 
exciting story was published in the renowned 
Science magazine ( Carroll et al. 1994).

  

For our purposes, we want to know 
whether it is possible to distinguish between 
natural selection and developmental bias in 
eyespots. The reader may know that the evo-
lution of eyespots ( including their sizes and 
colors) is characterized by an extraordinarily 
high degree of flexibility ( evolvability), i.e., a 
high potential for independent variation. This 
concept applies to many other wing patterns 
and speaks more to a dominant role of natural 

selection than to developmental constraints 
( Beldade et al. 2002).

One experimental approach analyzed the 
factors influencing wing spot development 
using artificial selection. The experimental 
insect was the small, brown African butter-
fly, Bicyclus anynana, and a closely related Asian 
butterfly of the genus Mycalesis. Why study two 
species from different continents? The answer 
is to determine whether similar results for 
eyespots in laboratory experiments indicate 
similar developmental constraints and biases 
in the form of a coupling of the two eyespots 
on one wing.

Using artificial selection, i.e., breeding, 
individual eye spot size was targeted in both 
species. Therefore, the proportions of adja-
cent eyespots on the same wing received 
considerable attention. Artificial selection in 
different directions for the relative sizes of 
the two eyespots provided remarkable evi-
dence of evolvability. The origin of the dia-
gram in  Figure 4.4 represents the absence of 
spots. The x - a xis represents the direction of 
selection of the rear eye spot; the  y-  axis, that 
of the front eye spot on the same wing. The 
point in the top right corner thus represents 
both spots. In this region, breeding resulted 
in two large spots.

In more detail, the occupation of the mor-
phological space for the relative size of the 
two dorsal forewing eyespots of the butterfly 
Bicyclus anynana is compared with the variations 
between species of this African genus and 
the closely related Asian genus Mycalesis. The 
four images of the wing in each corner of the 
morphospace are representative examples of 
the wing pattern after 25 generations of arti-
ficial selection in B. anynana in the direction 
of each of these corners of the morphospace, 
starting from the wild type for this species 
( star). Circles show the position of the aver-
age sizes of the same eyespots in different 
types of Bicyclene ( closed symbols) and Mycalesis 
( open symbols). The dotted square includes 
species in which both eyespots are very small 
or absent and often difficult to measure.
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 Figure 4.4  How do you like your butterfly? Do you prefer one or two eyespots each on the forewings? Better 
yet, would you choose a large one with a small one? Some things can be produced in the laboratory, but oth-
ers cannot. Is development creating hurdles here? More on this in the text.

The overall phenotypes of the two species 
are distributed throughout the space. This 
is a clear indication of the high evolvability 
already mentioned, as well as natural selec-
tion. With highly independent variation, 
nature can flexibly adapt changing h unter- 
 prey schemes and mating preferences in the 
best possible way.

Let us examine the distribution of the test 
results more closely. The individual points 
indicate average values. Some of the pheno-
types fall near a straight line that crosses the 
origin. The imaginary line reflects positive 
developmental coupling of the two eyespots. 
In Bicyclene ( closed symbols), there are no 
points far below this line. In other words, in 
addition to the confirmed influence of natural 
selection, this line or the frequency of points 
in its vicinity is seen as the bias of the inter-
dependent sizes of eyespots. Thus, we have 
both, possible natural selection and possible 
developmental coupling ( Brakefield 2006).

Among the approximately 80 natural spe-
cies of the genus Bicyclus, there are numerous 
combinations of eyespots on the forewings 
of females, from no spots at all ( bottom left 

on the diagram) to two on each wing ( top 
right). There are also individuals with a single 
anterior spot ( top left). However, there are no 
natural species with an exclusive posterior 
spot ( bottom right), which also did not occur 
in the extinct Bycyclus species. Therefore, the 
absence in nature of a single posterior spot 
cannot be explained by its natural selection 
history, and one could not be produced in the 
breeding lines of Bycyclus. There are no closed 
dots right below the line in the diagram, but 
there are open dots representing the genus 
Mycalesis. The authors concluded that this trait 
can be bred in one species and not in the 
other; therefore, there is no constraint on the 
development of a sole posterior eyespot, but 
its absence is due to natural selection ( Beldade 
et al. 2002).

However, if we examine the genus Bicyclus 
in isolation, the absence of a sole posterior 
spot in nature and via breeding (  Table  4.1) 
indicates a possible developmental constraint 
that prevents its occurrence. This conclusion 
would only be inappropriate if the devel-
opment of the trait in both species were so 
similar or even identical ( due to their close 
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 TABLE 4.1
A sole posterior eyespot on the butterfly wing

Characteristic Genus Breeding Nature Conclusion

Post. eyespot alone Mycalesis yes no natural 
selection

Post. eyespot alone Bicyclus no no constraint?

Is it prevented by natural selection or by developmental constraints? An alternative interpretation is 
possible.

relationship) that such a constraint would 
be unlikely. In this case, however, according 
to the assumptions of Brakefield, one would 
need to answer question of why the distribu-
tion of closed and open dots representing the 
two genera in  Figure 4.4, bottom right, dif-
fers so widely. Each dot corresponds to the 
average value of several individual analyses 
performed over 25 generations ( Brakefield 
2006). The deviations are therefore statis-
tically significant. An interesting working 
hypothesis would be that in this special case, 
a constraint suppresses the formation of a sin-
gular posterior eyespot. For this to be true, 
the development of the posterior spot would 
have to depend on that of the anterior one. 
Without the anterior spot, there would be no 
posterior spot and vice versa. Such a hypoth-
esis could be used to test for causal dependen-
cies in the developmental process. One could 

thus examine why the presence of a sole pos-
terior spot is not pronounced. Nevertheless, 
there is still much research to be done on the 
evolution of eyespots. We will revisit Bicyclus 
in Section 6.4 when we discuss an Extended 
Synthesis project. Section 4.8 will touch 
another example of a trait that does not per-
sist in  nature—p  olydactyly.

In another experiment, David Houle 
and colleagues photographed and mea-
sured 50,000 fly wings ( Houle et  al. 2017) 
and found that some wing shapes were 
more common than others. The same was 
observed for mammalian teeth (  Figure 4.5): 
some shapes that were expected to be com-
mon were not detected at all. At this point, 
the researchers questioned the existence of a 
connection between the directional develop-
ments observed in these experiments and the 
evolutionary diversification of the species. As 

 Figure 4.5  Skull of a Weddell Seal (Leptonychotes weddellii). The evolutionary diversity of tooth morphology in 
mammals is determined by the mechanism by which teeth develop in the embryo.
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in the case of the Bicyclus butterfly, the non-
occurrence of possible forms suggests a bias 
toward variation. The team had a good rea-
son to suspect that evolution can be observed 
when development allows it, for example, 
through mechanisms of developmental bias.

The experiments described above revealed 
an apparent paradox: natural selection and the 
developmental bias may work against each 
other in the formation of morphological vari-
ants. Natural selection tends to maximize the 
number of possible options, while the devel-
opmental bias has a restrictive effect, making 
some forms more likely to occur than others. 
It could be argued on the basis of this appar-
ent contradiction that the developmental bias 
in evolution may promote the ability to adapt 
and diversify. The only way to discover the 
reality is to represent the possible pathways in 
computer models with regulatory networks 
and to test various developmental and selec-
tion scenarios. These models could simulate 
the desired skewed phenotypic variations ( cf. 
also Section 4.8). The fact that all phenotypes 
are produced by development implies that 
selection and directional development jointly 
determine the course of evolution.

The use of computer models helps to 
understand how biased development evolves 
and, conversely, the influence of biased devel-
opment on evolution. Ultimately, according 
to Tobias Uller, this research could show how 
the evolution of the evolutionary process 
itself contributes to diversification and adap-
tation ( Uller et al. 2018).

4.5   EXPERIMENT 3: GENETIC 
ASSIMILATION IN TOBACCO 
HORNWORM

Can a genome adapt retrospectively in such 
a way that a newly evolved phenotypic trait 
becomes genetically fixed a posteriori, i.e., hard-
wired? An experiment was conducted in the 
USA by Yuichiro Suzuki and Fred Nijhout, 
( Suzuki and Nijhout 2006) on caterpillars 
of the tobacco hornworm butterfly (Manduca
sexta). We refer to them here as species A. In 

  

nature, they occur as a green wildtype form 
( A) and a black mutant form ( A′). A cater-
pillar of the related species B can develop a 
polyphenism that produces black larvae at 
an ambient temperature of 20°C and green 
larvae at 28°C. The aim of the experiment 
was to induce a species  B- l ike dimorphism 
in species A ( green) by exposing the larvae 
to a temperature stressor of 42°C for 6 hours. 
After 13 generations, using four breeding 
lines and one heat shock per generation and 
per line, the researchers produced a poly-
phenic mutant from A and A′, i.e., a species 
that, after discontinuation of the shocks for 
13 or more subsequent generations, produces 
both black and green variants in the absence 
of the stressor ( F igure  4.6), depending on 
the ambient temperature. The experiment 
aimed to produce a variant of species A with 
a phenotype as variable as that of the natu-
ral species B. The effect of the stressor on the 
first 13 generations of larvae was genetically 
consolidated, i.e., assimilated. The outcome 
of this experiment is comparable to that of 
Waddington on the veins of Drosophila wings 
( Section 3.1). Hence, genetic assimilation can 
be proven a posteriori, at least in the laboratory. 
Evolution in action!

To summarize, this example illustrates a 
different causal sequence from that of the 
Modern Synthesis: an environmental stressor 
leads to epigenetic variation and subsequent 
inheritance of a phenotype. This leads, with 
the appropriate mutations and their inheri-
tance, to genetic assimilation. The environ-
mental stressor is thus no longer required 
to maintain the new phenotype. This is the 
emphatic consequence of Mary Jane  West- 
 Eberhard’s developmental plasticity ( Section 
3.8) and a pillar of the EES.

Further examples of genetic assimilation 
can be found in Section 3.8.

4.6   THE ALMOST NONCONSTRuCTABLE 
TuRTLE SHELL

The turtle shell is not only a special feature 
in the animal world but also an anatomically 



110 EXTENDING THE EVOLUTIONARY SYNTHESIS

 Figure 4.6  Frederic Nijhout, and tobacco hornworm caterpillars (Manduca sexta) . The l ight-  colored caterpillar 
on the left was treated with heat shocks in the laboratory. After prolonged exposure to the stressor, the cater-
pillar’s offspring turned dark and continued to inherit the new color coat with heat shock treatment until the 
treatment was no longer required. Black was genetically assimilated.

complex structure. Widenings and out-
growths of the ribs are causally involved in its 
formation. The dorsal carapace represents a 
series of several evolutionary innovations via 
which the ribs formed the shell as we know 
it today ( Rice et  al. 2015). In the  process— 
another remarkable event—  bones emerged 
on the body surface. When asked the func-
tion of the turtle shell, you will say without 
hesitation that it serves to protect the animal. 
However, if we consider its gradual devel-
opment via widening of the ribs, we may 
immediately view this idea critically. Over 50 
million years, the intermediate shell forms 
did not form a carapace and thus offered no 
protection. Tylor Lyson of the Denver Museum 
of Nature and Science recently proposed a 
surprising new idea, postulating that broader 
ribs provided the animal with a stable base, 
and increased the stability of the spine facili-
tated digging. According to this hypothesis, 
the protective function arrived much later 
( Lyson et al. 2016). The evolutionary biologist 
uses the term exaptation to refer to a novel 
function of an existing trait. An analogous 
example is the bird feather, which originally 
served in thermoregulation and not flying.

  

More recently, the structure of the turtle 
shell, which has been considered enigmatic 

since the anatomical studies of the 19th cen-
tury, has become a subject of renewed interest 
to evolutionary biologists. A few years ago, it 
was postulated that the facts of developmental 
biology suggest an origin of the shell through 
a macromutation ( saltation) of the shoulder 
girdle, and thus, partially refute the synthetic 
evolution theory ( Gilbert et al. 2001), at least 
insofar as it espouses gradualism as the only 
possible mechanism.

Explaining the origin of the turtle shell is 
akin to attempting to explain how a ship got 
into a bottle. If you place one hand around 
your shoulder and palpate the shoulder blade 
and collarbone with your fingers, you will 
notice that both the structures lie outside of 
your ribs. One would expect the shoulder 
girdle ( composed of the scapula at the top 
and back and the clavicle at the front) to be 
located outside the ribs in the turtle, as in 
the body plan of all reptiles and mammals. 
It was therefore inexplicable how the shoul-
der girdle could enter the carapace, and thus 
become situated under the vertebral column 
and ribs via a gradual evolutionary pro-
cess (  Figure 4.7). Moreover, it is difficult to 
imagine viable intermediate forms. The cur-
rent result amounts to a considerable skel-
etal reconstruction. Few other examples in 

 

  



111SELECTED  EVO- DEVO RESEARCH RESuLTS

 Figure 4.7  Development of the turtle shell. The shoulder girdle ( arrow) is inside the carapace and thus inside 
the ribs in the turtle but outside the ribs in all other reptiles and mammals. E vo-  devo investigates how this 
could have arisen during evolution.

animal phylogeny are more reminiscent of a 
hopeful monster than the shells of turtles. In fact, 
a saltation in the classical sense, was not likely 
required but neither were gradual variations 
per the Modern Synthesis, as summarized by 
Scott F. Gilbert ( personal communication). 
Several more complex e vo- de vo reconstruc-
tions await discussion.

The process of turtle shell evolution might 
be imagined as follows: the decisive morpho-
logical trait is the ribs, which do not enclose 
the thoracic cavity as in all other vertebrates 
but grow into the upper ( dorsal) body wall. 
There, they connect with skin ossifications, 
which presumably developed independently. 
During embryonic development, both for-
mations are controlled by a cellular signal-
ing pathway ( the Wnt pathway), which is also 
involved, for example, in limb formation 
( Kuraku et al. 2005). The corresponding par-
tial remodeling of preexisting developmental 
pathways ( and their genes) is referred to as 
cooption and occurs frequently, although the 
details are not fully understood. The most 
likely explanation is the transformation of 
genetic switches (  cis-  regulatory sequences); a 
gene may be expressed in a new functional 

context without undergoing mutational 
change. During this transformation, the lat-
eral body wall of the turtle embryo folded 
inwards, a process referred to as evolutionary 
origami. As a result, the shoulder girdle, which 
is otherwise located above the ribs, was dis-
placed inward ( the original position can 
be gleaned from the muscles attached to it; 
Nagashima et al. 2009).

This explanation is plausible; however, it 
has not gone unchallenged. In the mean-
time, the aforementioned paleontologist 
Tylor Lyson XE “ Lyson, Tylor” stated that the 
position of the shoulder girdle within 
the ribs was the original position during the 
evolution of the amniotes ( quadrupeds that 
can reproduce independently of water). 
Thus, the form present in, for example, 
mice and chickens arose later ( Lyson and 
Joice 2012). At this juncture, a new ques-
tion is raised: how did the shoulder girdle 
migrate from the inside to the outside of 
the rib cage? There are two possibly correct 
models, according to a team around Scott 
F. Gilbert, if a distinction is made between 
turtles with hard and soft shells ( Rice et al. 
2015).
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The temporally parallel mechanism of 
abdominal carapace ( plastron) development 
has not been fully elucidated. Presumably, 
it involves a cellular signaling pathway cor-
responding to the one that leads to ossifi-
cation of the skull bones. Interestingly, a 
220-    million-    year-  old fossil of an aquatic tur-
tle (Odontochelys semitestacea) discovered in China 
had a complete ventral carapace, but the dor-
sal carapace was missing ( Li et al. 2008; Joyce 
et al. 2009). Meanwhile, 40 million years old 
turtle relicts with strongly broadened thoracic 
ribs (Eunotosaurus africanus) have been found in 
South Africa ( Lyson et  al. 2013). The family 
tree of turtles could be recontextualized in 
view of this finding.

 
  

  

4.7   HOW MANY LEGS DO 
MILLIPEDES HAVE?

The reader is certainly familiar with mil-
lipedes (Myriapoda) and centipedes ( the class 
Chilopoda of millipedes), though it is less com-
monly known that 16,000 species of the 
former exist. Nevertheless, both names are 
a gross exaggeration. There are neither mil-
lipedes with 1,000 legs nor centipedes with 
100. Illacme plenipes, a millipede species first 
described in 1926, has 750 legs on a 3 - i   nch- 
 long body, which makes it the species with 
the most feet among all the animals on earth. 
The centipedes (Chilopoda), which in reality 
have fewer than 100 legs, are more inter-
esting from an e vo- d evo perspective. There 
are an estimated 8,000 species in this class, 
only 3,000 of which have been described. 
However, I would like to take a quick detour 
before we get back to the centipedes, which 
are of particular interest to us here.

 

 

Those who believe that among our zoo-
logical kin, brood care only exists in mam-
mals are mistaken. Parental care is much 
more widespread in the animal kingdom. 
For example, the strawberry frog (Oophaga
pumilio) is a poison dart frog barely the size 
of a human fingernail. Astonishingly, the 
father piggybacks the tadpoles one by one 

  

and carries them to a suitable aquatic habi-
tat in the funnels of bromeliads (  Figure 3.10). 
The father remembers each location where 
he has left a tadpole. If the tadpole has no 
food, the mother can lay an unfertilized egg, 
which provides the necessary calories for the 
young. Countless stories about s elf-  sacrificing 
brood care could be told here, from  ground- 
 dwelling ringed tadpoles (Siphonops annulatus), 
which eat only the mother’s skin for 2 months 
after hatching, literally grazing on it, to the 
deep-  sea octopus (Graneledone boreopacifica), the 
female of which incubates her  olive-  sized 
eggs for an unbelievable 4 years and takes no 
food at all before dying after the young hatch. 
Let us return to the centipedes: among them 
is the order of earth lovers (Geophilomorpha), 
comprising more than 1,000 species alone, 
the females of which engage in brood care 
by lying backward around their egg ball and 
licking the eggs regularly to protect them 
from fungal attacks. Therefore, paternal care 
can be considered a particularly successful 
evolutionary trait that typically arose inde-
pendently throughout the animal kingdom 
and continues to be highly prevalent.

  

     

 

All centipede species have one thing in 
common: an odd number of leg pairs, from 
15 to 191. Biologists are challenged to deter-
mine how leg number in centipedes is so 
stringently controlled. The answer could be 
that an odd number of leg pairs is adaptive, 
and therefore, a result of natural selection. 
However, it is doubtful that 191 leg pairs 
make for a difference in fitness compared to 
190.

 Evo- d evo provides another answer. There 
must be developmental constraints that pre-
vent the incorporation of an even number of 
leg pairs into the body plan. The following 
explanation has been proposed. Segments 
corresponding to a pair of legs are always 
present in pairs, forming an indivisible mod-
ule with two pairs of legs ( that is, an even 
number of leg pairs). The first pair, however, 
is reserved for the poison claw, of which there 
is only one pair. The sum of leg pairs thus 
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remains odd, no matter how many are added. 
The genetic basis for the double pairing of 
the legs on each segment has been studied in 
depth ( Damen et al. 2009).

The odd number of leg pairings is a trend 
bias par excellence. The direction of evolu-
tionary change ( odd leg number) is influenced 
by the nonrandom structure of variation.

Even more can be learned from centipedes 
in the e vo-  devo context. For the moment, 
let us put aside the fact that leg segments 
on a centipede are a discontinuous trait. A 
sequential increase in the number of leg 
pairs by one double segment, i.e., four legs, 
is already a discrete variation discordant 
with the Modern Synthesis. Without know-
ing better, one might imagine the sequential 
evolution of even more pairs of centipede 
legs, not necessarily so. Scolopendropsis duplicata 
of the order of the giant tropical centipedes 
( Scolopendromorpha)), discovered in Brazil 
a few years ago, has 39 or 43 leg pairs ( the 
females usually have a few legs more than the 
males). This is an anomaly because the sister 
species (Scolopendropsis bahiensis) has only 21 or 
23 pairs of legs. Seven hundred other species 
belonging to the same genus also have 21 or 
23 pairs. The two sister species with differ-
ent numbers of leg pairs live in neighboring 
regions and are evolutionarily very young. 
Moreover, their common ancestral line has 
only 21 or 23 leg pairs. Studies have attempted 
to elucidate intermediate forms. However, in 
the same genus, there are no species with an 
intermediate number of leg pairs. Thus, there 
is no mechanism of selection or genetic drift 
working toward an intraspecific, basically 
uniform increase in the number of legs. The 
39 or 43 leg pairs of Scolopendropsis duplicata can 
therefore be seen as a saltation, an evolution-
ary leap.

  

Genetically, this phenotypic jump may 
have been initiated by a point mutation. The 
mutation could have been the basis for a dou-
bling of the number of segments. However, 
the constraint that prevents only a single new 
pair of legs from being created is probably 

genetically more complex, making it a more 
interesting challenge for e vo-  devo to explore 
in more detail. Regardless, this phenotype is 
a sensation. Such jumps could have occurred 
several times due to a simple doubling mech-
anism. The abovementioned neighboring 
earth lovers, with their maximum number of 
leg pairs of 191, could have jumped from an 
original 21/ 23 leg pairs to 39/ 43 and so on 
from there ( Minelli et al. 2009).

Before we proceed from the discussion on 
centipedes, it is evident that the extent of 
variation in centipedes is of particular inter-
est, not least because the variation takes place 
among closely related species. This is a clear 
example of what the German evolutionary 
biologist Richard Goldschmidt was referring 
to with his idea of hopeful monsters, for which 
he was rebuked by  neo-  Darwinists. William 
Bateson ( Section 1.2) would certainly have 
liked to include Scolopendropsis duplicata in his 
main work.

4.8   SuPERNuMERARY DIGITS

The next example may be unfamiliar to most 
readers. Men usually frown when asked if they 
know the phenomenon. Women sometimes 
give answers such as: “ Yes, I know that. My 
cousin’s sister-    in-  law’s daughter has that.” In
every  medium- s ized town, there are people 
who were born with six fingers, six toes, or 
both. The technical term for supernumerary 
digits is polydactyly (  Figure 4.8). The current 
world record is held by a Chinese boy who 
inherited 15 fingers and 16 toes from his 
mother. The same variable phenotype occurs 
in dogs, cats, guinea pigs, horses, domestic 
pigs, and chickens. In humans, polydactyly is 
not as rare as one might think: on average, it 
occurs once in 10,000 births and much more 
often in Africa.

  

It is easy to explain why you may not have 
observed someone grabbing a mug with 
six fingers in a beer garden. In most cases, 
the extra finger is removed after birth, as is 
the extra toe to avoid the problem of overly 
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 Figure 4.8  Polydactyly: a possible world record. Surplus fingers and toes are a common variation among 
numerous quadruped species. Here is a very rare case of a baby with 31 fingers and toes. Different numbers of 
digits develop in a single generation and are variably inherited depending on the mutation type. In such cases, 
siblings can have different numbers of fingers or toes. Polydactyly is a prime example of complex phenotypic 
variation. It is initiated by a single point mutation. However, genetic mutation alone cannot explain how new 
bones, joints, blood vessels, muscles, tendons, and nerves develop. That explanation is left to e vo-  devo.

tight shoes. Often, a tiny digit, with its s till- 
 soft bones, can simply be tied off after birth. 
Sometimes, a more complicated operation 
is necessary, as in the case of an incomplete 
doubling of the thumb, when bones, nerves, 
tendons, and muscles must be precisely sepa-
rated in a difficult, nonroutine surgery, and 
the slightest damage to the important remain-
ing thumb must not occur. Such an operation 
may have to be performed in one case on the 
first phalanx and in another on the end of the 
metacarpal bone at the base of the thumb. 
Polydactyly often forms much more beau-
tifully on the outside of the hand, i.e., next 
to the little finger ( postaxial). In contrast to 
supernumerary finger placement beside the 
thumb, which is somewhat annoying because 
of the unique thumb structure, there is space 
beside the pinky where a new finger can 
develop without restriction. The probability 
of an extra toe developing unencumbered is 
equally good on both sides of the human foot.

To a surgeon, polydactyly is a malforma-
tion, but from an evolutionary biologist’s per-
spective, it is a highly interesting phenotypic 
variation. Moreover, the trait is complex, 
consisting of separate bones, joints, tendons, 

muscles, blood vessels, nerves of all skin lay-
ers, etc. The extra digit often functions with-
out restriction. A person with a sixth finger 
can feel, touch, and grasp with it. A spon-
taneously created new finger can even have 
its own representation in the brain, with the 
help of which it is able to perform indepen-
dent, coordinated movements just like the 
other fingers. Development, thus enables the 
control of additional body parts by the brain, 
a fascinating new discovery made in two 
young adults ( Mehring et al. 2019).

Polydactyly is of interest to evolutionary 
biologists because it is, among other things, 
inherited. Once the autosomal dominant 
mutation is present, the trait remains in the 
line forever and can be inherited from either 
parent. The trait may not appear in the phe-
notype, even in the presence of the mutation, 
but a brother or sister will have an extra finger 
or toe, which will be passed on to future gen-
erations in a  quasi- m ysterious way, even in 
different numbers. In very rare cases, carriers 
develop certain syndromes, complicated con-
genital disease patterns, which may be accom-
panied by severe impairments. This occurs 
when polydactyly is caused by mutation of an 
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important developmental gene, because such 
a gene may function in numerous organis-
mal locations during embryonic growth and 
formation.

4.8.1   The uniqueness of the Human 
Hand in the Animal Kingdom

Before we discuss the individual finger in 
more detail, let us examine the full evolution-
ary significance of the hand. Approximately 
one quarter of all the bones in the human 
skeleton can be found in the two hands ( 27 
in each). These are held together tightly by 
joints in an intricate arrangement, intersect-
ing ligaments, 33 muscles, three main nerve 
branches, connective tissue, thick to very fine 
blood vessels, and thousands of highly sensi-
tive tactile sensors. Together, these structures 
“ form the most filigree and versatile tactile 
and grasping tool that evolution has pro-
duced to date” ( Böhme et al. 2019). ( A pos-
sible exception to this statement might be 
the elephant’s trunk with its 150,000 muscle 
bundles.) On each hand are five slender and 
delicate fingers. Attached to them are thin 
but strong tendons that not only extend into 
the forearm but are also connected to the 
muscular apparatus up to the shoulder, and 
of course, to the brain via nerve branches. 
If we did not use this intricate system every 
day as a matter of course, we could not likely 
conceive of it. Exceptional musicians such as 
Yuja Wang can play the piano so well that 
you doubt your sanity when you listen to her. 
In Glashütte, Germany, the watch center in 
Saxony, five specialists from the company A. 
Lange & Söhne spent 5,000 hours of manual 
precision work to restore the resurfaced, 
invaluable Grande Complication No. 42500 
from 1902, a pocket watch consisting of 833 
individual parts and one of the most compli-
cated in the world. Some of the screws of this 
unique piece were only 0.05 mm in size. This 
indeed requires real tactile ability.

Madeleine Böhme, who recently discov-
ered the spectacular, upright-  walking Danuvius  

guggenmosi in the Bavarian Allgäu, and her 
coauthors describe the hand as an indepen-
dent sensory organ ( Böhme et  al. 2019). In 
the dark, we can decide in a flash with our 
fingers, via their specific receptors in the 
brain, whether something is cold or warm, 
wood or stone, solid or fragile. The human 
hand with the highly advantageous special-
ized function of the opposable thumb has 
existed since the first tools of Homo habilis 1.8 
million years ago and probably, according 
to Böhme, much longer. The ability to walk 
upright, which appeared much earlier than 
has long been assumed, freed the hands from 
walking and allowed them to perform count-
less new activities. The hand also contributed 
to the evolution of language. According to 
the linguist Michael Tomasello ( Section 7.3), 
before the first spoken words, gestures were 
used for communication; if this is true, then 
the emergence of the hand was a decisive 
event in human cultural evolution.

Today, the development and evolution of 
the hand have become the object of computer 
models. We will become acquainted with one 
of these shortly. On the one hand, the simula-
tions are astonishing and can give us insights 
into the rudimentary formation of the hand; 
on the other hand, the digital result is sparse 
compared to the natural reality.

4.8.2   Why Is Five the Default 
Number of Fingers?

Repeatedly, I am asked why so many ani-
mals have five toes on their limbs. Why is 
the default number not eight or ten? Whether 
in a mouse, elephant, whale, or sauropod 
(  Figures  4.9 and 1.2), despite the huge dif-
ferences in size, we usually find five toes. 
In less common cases, the default number 
is four, as in my cat’s hind feet, three, as in 
bird wings, or one, as in horses. Pentadactyly 
( fi ve-  fingeredness) has been called an evolu-
tionary enigma, a mystery. It has existed since 
after the Upper Devonian, almost 400 mil-
lion years ago. The trait is persistent, stable, 
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 Figure 4.9  ( a and b) Five fingers and toes for hundreds of millions of years. Pentadactyly (  five-  fingeredness) is 
an extremely robust homologous feature of the vertebrate hand. Depicted next to the author on the right is the 
hind foot of a Diplodocus from the Upper Jurassic with five toes and the same bone elements as in humans. On 
the left is the smaller,  four-  toed forefoot. The animal lived approximately 150 million years ago, grew up to 
27 m long, and was thus one of the largest land creatures ever to inhabit the earth. The hind foot of Diplodocus 
was accordingly among the largest of all land animals’ feet.

and robust; from small to large species, the 
pattern is the same.

Why then, are there not six digits on each 
limb? One is inclined to believe that an addi-
tional digit would confer an evolutionary 
advantage. Perhaps not, because someone 
with six fingers on each hand could not nec-
essarily play the piano better. In any case, the 
panda has a thumb and thus six toes, even 
though the thumb is not a real finger but an 
extended carpal bone ( Gould 1980). With it, 
he can grasp his bamboo twigs with great 
skill and eat them at his leisure. The number 
five per hand or foot must simply have proved 
to be a pretty outstanding solution during 
evolution. The deficiency in such statements 
is that they lack concreteness.

In Science, it is difficult to impossible to 
provide a positive answer to a negative ques-
tion, i.e., why something does not exist. There 
is no empirical evidence to explain absence. 
One can ask why we do not have eyes in the 
back of our heads, like the jumping spider, 
but the answer cannot be provided. The posi-
tivism of Auguste Comte, who laid the foun-
dation of our present positive science in the 
first half of the 19th century, determined that 
science investigates that which is present, vis-
ible, and observable before the eyes, and thus 

not what is invisible. Nevertheless, it is pos-
sible to query a nonexistent trait if causal rea-
sons, in our case developmental constraints, 
are suspected of suppressing the trait. We 
have already asked such a question in the case 
of the nonexistence of a single posterior eye-
spot on the Bicyclus butterfly ( Section 4.4). An 
even more impressive example is the recent 
laboratory experiment by Armin Moczek 
( Section 3.9), in which the switching off of 
a gene indicated that its normal function was 
to suppress the formation of a third eye in 
the horned beetle.. If the gene is knocked out, 
ectopic tissue for a new eye is formed, includ-
ing the neural pathways to the brain ( Zattara 
et al. 2017). Clifford Tabin, a Harvard expert 
on limb development, with reference to a 
Hox gene cluster, identified developmental 
constraints that do not permit more than five 
fingers ( Tabin 1992). However, this explana-
tion no longer remains convincing.

More recent studies have come closer to 
the question “ why we have five fingers?” 
Developmental pattern formation in the 
embryonic tissue of the  millimeter- s ized 
bud that leads to the finger structure has 
been patiently explored by whole genera-
tions of scientists over several decades. From 
empirical observations made in the early 20th 



117SELECTED  EVO- DEVO RESEARCH RESuLTS

century to the empirical and increasingly the-
oretical works that began in the late 1960s, 
the molecular and cellular steps responsible 
for the patterning of fingers and toes have 
been elucidated using increasingly sophisti-
cated computer models of  self- or ganization. 
Nevertheless, the robust upper limit of the 
fingers is yet to be explained. Some param-
eters in the differential equations of Turing 
models are always more or less arbitrarily 
fixed. If any one of them is slightly varied 
under certain circumstances, the number of 
simulated fingers often changes very quickly. 
This is useful for the analysis of polydactyly 
but less so to prove the robustness of such a 
system ( Lange et  al. 2018). An entirely con-
vincing explanation of fi ve- fi nger robustness 
is yet to be offered, even after more than a 
century of research.

4.8.3   The Ancient History of Polydactyly

Scientists have always been fascinated by 
supernumerary fingers and other duplicated 
body structures. I was convinced that Darwin 
had been the first to mention surplus fingers 
and toes in humans and animals. He knew of 
people, dogs, and cats with extra toes, and 
he also knew that polydactyly could arise in 
a single generation. As already mentioned, 
Charles Darwin wrote casually about it, even 
though variation in digit number did not fit at 
all into his theory, according to which large 
phenotypic deviations arise cumulatively over 
long periods of time.

Surprisingly, Darwin was not the first to 
confront this topic. After painstaking research 
and lengthy discussions with ancient orien-
talists, my thesis advisor and I learned that 
the Assyrians recorded on cuneiform tablets 
approximately 4,000 years ago the fate of the 
daughter of a princess who was born with 
six fingers on each hand and six toes on each 
foot. Seeking to know more, Aristotle was 
the first person to deal with embryology. 
He was interested in the reason why certain 
duplications occur in the chicken egg. He 

imagined various liquids during fertilization 
that are not mixed as standard in the womb 
and therefore have an unwanted effect. That 
was a bold guess; however, his even more 
 far-  reaching idea was that the embryo was 
not present in miniature form during con-
ception but first had to undergo a  shape- 
 forming process. It is said that he observed 
this in chicken eggs, which he opened on 
different days. His  forward-t  hinking teach-
ing was to be denied for centuries ( Lange 
and Müller, 2017).

You are probably familiar with the Persian 
physician Avicenna Latinus from the film 
The Medicus. Avicenna was one of the bright-
est and certainly the most famous thinkers of 
the Arab world around 1000 AD. In a small, 
next to the famous Canon of medicine less known 
font, Avicenna chose the example of a super-
numerary finger (digitus superfluus) to make it 
clear to his readers that rare events are never 
accidental or supernatural ( Avicenna 1992). 
They always have a natural cause. This was a 
revolutionary thesis for a time when people 
in Europe had believed for centuries in super-
natural forces for everything inexplicable. Not 
until the Enlightenment and Immanuel Kant 
did considerations like those of Avicenna gain 
acceptance in our culture.

  

In the early part of the modern era (  17th– 
 19th century), European scholars debated the 
origins of the embryo. One doctrine, known 
as preformationism, held the firm conviction 
that the embryo was fully and correctly formed 
as a miniature human being ( homunculus) 
during fertilization and from that point 
on only needed to grow. Others supported 
Aristotle’s view that the embryo under-
went a lengthy, mechanistic design process. 
Unfortunately, following the invention of the 
microscope by Antonie van Leeuwenhoek, the 
discussion took an incorrect turn. Drawings 
appeared, in which a homunculus, a minia-
ture human being, could be seen in the head 
of a sperm. Leeuwenhoek was the first person 
to see a human sperm. He also observed red 
blood cells, Volvox algae, fantastic planktonic 
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organisms, and other life forms never before 
seen by human eyes. However, he could not 
have observed a homunculus in the head of 
the human sperm, because such a thing does 
not exist. Nevertheless, the preformation 
theory was bolstered by this story. Certainly, 
malformations such as polydactyly were not 
consistent with the ( divinely inspired) pre-
formation theory.

Francesco Marzolo, an Italian surgeon from 
Padua, stayed in Vienna in 1842 upon com-
pletion of his studies. There, he wrote a small 
Latin script entitled De Sedigitis Dubia Physiologica, 
which translates to “ Physiological questions 
about hexadactyly.” In this booklet, forgot-
ten and never quoted until I rediscovered it 
on the old shelves of the Austrian National 
Library, Marzolo analyses an Italian family 
with hexadactyly ( six fingers) over four gen-
erations. People with this trait did not always 
have the expected number of fingers and toes. 
They had between 20 and 24 fingers and toes 
per individual. Marzolo concluded that the 
trait could be inherited from the father, the 
mother, or both. Moreover, it could be passed 
from father to daughter or from mother to 
son. Today, such a trait is said to follow an 
autosomal pattern of inheritance. This real-
ization on the part of Marzolo was revolu-
tionary. It contradicted almost everything 
that had been taught about inheritance for 
centuries, namely, the material contained in 
the father’s seed always determines the child’s 
characteristics. Marzolo also observed that a 
trait could skip a generation and reappear in 
the next one.

The French universal scholar P ierre- L ouis 
Moreau de Maupertuis had elucidated the 
inheritance of polydactyly almost one hundred 
years earlier in a study of a Berlin family and 
had justified it mathematically and statistically 
for the first time. However, Marzolo’s state-
ments were more concrete and far reaching. 
Gregor Mendel’s work was still a long way in 
the future ( Lange and Müller 2017).

Charles Darwin reported on 46 people with 
polydactyly with whom he had personally 

communicated. The term polydactylism appears 
81 times in Darwin’s complete works ( d arwin- 
 online.org.uk). In his 1868 book Varying of ani-
mals and plants in the state of domestication, he admits 
to having faced significant hurdles when 
attempting to explain polydactyly. He wrote 
that he could not assign this variation to any 
rule or law. He also found that in the regu-
lar form ( wild type), there is no rudimentary 
toe. Therefore, he assumed that all mammals, 
including humans, had a latent capacity to 
develop an additional finger. In The variation of 
animals and plants ( Darwin 1875/ 1886), Darwin 
described polydactyly in dogs, in particular 
the Great Dane, as well as in cats. He observed 
inheritance of the trait over at least three 
generations.

As far as the tribal history is concerned, 
Darwin missed the mark. This happens occa-
sionally, even to the greatest of minds. In 
1868, Darwin was initially of the opinion 
that polydactyly must be an atavism, a relapse 
into the times of a  many-  toed ancestor. Other 
scientists, especially in Germany, including 
August Weismann, saw it as a deformity. A 
fierce quarrel broke out between the two 
men, and the controversial topic was debated 
over more than half a century in the maga-
zines and books of the time. Darwin cor-
rected his atavistic view, but by then it was 
already in all minds on the continent and was 
vehemently criticized. Not until 1922 was the 
idea considered outdated.

Around 1900, more than 1,000 cases of 
polydactyly in humans had received the 
scientific treatment, including by William 
Bateson ( Section 1.2). Sewall Wright, c o- 
 founder of the Modern Synthesis, investigated 
1,343 polydactylous guinea pigs in which the 
trait was highly variable. He hypothesized 
that the variation of polydactyly was under 
genetic and nongenetic ( environmental) 
influences. He termed the latter maternal effects. 
He could prove, with the aid of statistics, that 
the prevalence of polydactyly decreases sig-
nificantly with increasing maternal age. He 
also found that the prevalence of polydactyly 

http://online.org.uk


119SELECTED  EVO- DEVO RESEARCH RESuLTS

was 50% higher in male guinea pigs born 
in winter than in those born in summer. It 
was also Wright who first pointed to the role 
of threshold effects during development to 
explain polydactyly ( Lange and Müller 2017). 
We will return to these shortly.

4.8.4   Polydactyly and  Genetics— 
 Only Half the Story

In a 1968 laboratory experiment, polydac-
tyly was produced artificially in chickens for 
the first time. Surprisingly, transplantation of 
embryonic tissue from the bud of the chicken 
wing into another bud led to a doubling of the 

toe number ( F igure  4.10). This experiment 
yielded important insights into the develop-
ment of the vertebrate limb. In 2008, Scottish 
geneticist Laura Lettice made a novel discov-
ery when she succeeded in identifying a non-
coding cis element in the DNA controlling 
the  gene—S  onic Hedgehog—  that is responsible 
for a certain form of polydactyly. Surprisingly, 
the cis element is not located directly next to 
the gene but approximately 1,000 DNA base 
pairs away. Moreover, it lies in the middle of 
another gene.

A few years earlier, noncoding DNA ele-
ments had been described as junk DNA, 
remnants of hundreds of millions of years 

 Figure 4.10  Experimental doubling of toe numbers in the chicken. In a spectacular laboratory experiment, 
the dark organizer region zone of polarizing activity at the posterior end of the chicken bud ( above left) was 
removed and transplanted to the opposite side ( anterior, below left) in another wing bud. The result was a 
doubling of the tow number ( bottom right). Picture: Memorial University of Newfoundland.
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of evolutionary change. The discovery of  cis- 
 regulatory elements shed light on the matter 
for the first time, and the term junk became 
recognized as a misnomer.

Despite its distance from the target gene, the 
cis element ZRS is a control element that directs 
the expression of Shh. This cis element can 
undergo a point  mutation— t he smallest possi-
ble error in  heredity— i ndependently of the Shh 
gene. The result is that new cell material is pro-
duced in the limb bud ( cell proliferation). Shh 
and its protein SHH are jointly responsible for 
the development of the limb bud long before 
finger cartilage becomes visible. If something 
similar happens during early facial develop-
ment, i.e., cell proliferation caused by a muta-
tion in the SHH signaling pathway, the damage 
is considerably greater, and animals can be 
born with doubled facial parts, for example 
two beaks or three eyes. This extremely rare 
facial deformity is called diprosopus. Notably, 
even with such a dramatic deformity as this, 
indeed, even with a duplication of the upper 
esophagus, trachea, or visual pathways, chaos 
need not occur. The animals can breathe and 
eat, possibly through both canals. Thus, devel-
opment coordinates decimalization insofar as 
possible. Pere Alberch, e vo- d evo pioneer of the 
early 1980s, knew of several such monstrous 
anomalies and would have enjoyed examining 
this case in more detail. Unfortunately, he died 
much too soon.

Back to the polydactyl hand: SHH is a diffus-
ing protein, also called a morphogen ( Section 
4.4). If the bud is enlarged during morpho-
gen diffusion, more fingers or toes develop. 
Curiously, these new cells do not accumulate 
on the outside, i.e., beyond the imaginary fifth 
finger or toe in humans, where Shh is nor-
mally expressed in an organizer region ( zone 
of polarizing activity, ZPA), but on the inside, 
where the thumb or big toe appears. Thus, a 
new smaller organizer region spontaneously 
develops, which stimulates the accumulation 
of additional cells. In technical language, this 
process is called ectopic gene expression. The 
process is basically the same as in the partially 

transplanted region in F igure 4.10. The form 
of polydactyly that occurs on the inner side 
is called preaxial polydactyly. Ectopic gene 
expression is to evolutionary development as 
the Fosbury flop was to the high jump back 
then, when it was introduced. This new tech-
nique made it possible to improve the result 
by leaps and bounds in the truest sense of the 
word. In the high jump, a significantly higher 
bar could be surmounted; in development, 
new fingers represented a phenotypic novelty 
through ectopic expression. In both athlet-
ics and development, the technique must be 
implemented with precision. We will dis-
cover how this works for extra fingers.

So far, the clear connection between a 
newly discovered cis element, its exact loca-
tion on the DNA, and its function in Shh 
expression, including ectopic gene expres-
sion and cell regeneration in the mutant, has 
been a brilliant new discovery. The result of a 
mutation in ZRS is one or more new fingers. 
But what exactly occurs during the formation 
of the new cells? Why does it result in one 
or more than one digit? And when does it 
not? Here,  evo-  devo comes into play with an 
extended view, which will be presented next. 
Certainly, the genetic background described 
up to this point is just as much an  evo-  devo 
research result as the subsequent events that 
occur in the bud. But genetics alone is not 
enough to explain polydactyly. We will now 
examine the other half, the epigenetic com-
ponent, of polydactyly.

4.8.5   Hemingway’s Cats

Let us return to the background of pre-
axial polydactyly. The carriers of this trait 
are sometimes referred to as Hemingway 
mutants. Ernest Hemingway owned about 60 
cats and kept them in his beautiful colonial 
house in Key West, Florida. When I visited 
this house on a holiday in 1991, the offspring 
of his darlings, some of which were polydac-
tyl, surrounded me in the garden. They were 
descendants of a cat gifted to Hemingway by 
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a ship captain several years ago. Polydactyly 
was then inherited by this cat’s offspring 
and subsequent generations. Cats with pre-
axial polydactyly of this type are now called 
Hemingway mutants worldwide.

The domestic cat ( Felis catus), which is 
descended not from the European wild cat but 
from the African wildcat ( Felis sylvestris lybica) 
and was introduced to us by the Romans, has 
18  toes—  five on each front paw and four on 
each rear one. In the Hemingway mutant, 
polydactyly develops in the forefoot with a 
bifurcation, but in the hind foot, there are 
always one or two properly formed, separate 
new toes. In the similar Canadian mutant, 
even the new toe on the forefoot is complete.

We analyzed 485 polydactylous Maine 
Coon cats from the USA ( Lange et al. 2014). 
The Maine Coon is a beautiful m edium- 
 longhaired cat. Polydactyly occurs relatively 
often in this breed. The reason is that the 
polydactylous British ancestors of this young 

cat race probably served on ships as mas-
cots in the 17th century. It was probably 
believed that cats with extra toes, and thus 
larger paws, would make better mousers. In 
Boston and other ports on the east coast of 
the USA, the polys, as they are affectionately 
called, preferred to jump off deck after a long 
voyage. Over time, a rather large colony of 
polydactylous cats developed in Maine, where 
they reverted to a semiwild state as widely 
scattered farm cats. Today, almost all of these 
Hemingway mutants are registered as domes-
tic cats in a database, which served as empiri-
cal material for my study on the e vo- d evo 
mechanisms of polydactyly.

4.8.6   Mysterious Numbers of Toes

An initial result of the study ( Lange et al. 2014) 
was a frequency distribution of the number of 
toes in symmetrically polydactylous individ-
uals (F  igure 4.11). In this sense, symmetrical 
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 Figure 4.11  Distribution of toe numbers. A tally of the toe numbers of 317 symmetrical polydactylous cats 
revealed an unexpected frequency distribution of toe numbers per individual. The first bar at zero indicates 
how often the first toe is extended on the forelimbs. Here, a complete new toe does not yet occur. The most 
frequent occurrence was two additional toes; less frequent were four and six, and the rarest was eight. Such 
a pronounced polypheny, i.e., different phenotypes with the same genetic basis, was not expected from an 
identical genetic point mutation. The variation is biased in the sense that certain forms occur more frequently 
than others.
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means that the number of additional toes is 
the same on both sides of the body. But there 
are also cases, albeit few, where the number 
of toes on the left side differs from that on the 
right. Stephen Jay Gould had already pointed 
out that development creates symmetry more 
easily than it does asymmetry. However, our 
case deals with a decanalization of develop-
ment, to use Waddington’s words. The muta-
tion causes developmental chaos, which 
disrupts normal pattern formation. The result 
is sometimes more and sometimes fewer 
extra toes.

Unexpectedly, the obtained frequency dis-
tribution of additional toes indicates that two 
additional toes are more frequent than four, 
and four extra toes are more frequent than 
six or, seldomly, eight. Recall that a single 
point mutation leads to polydactyly. In the 
most simplistic scenario, the same phenotype 
would be expected from the same genetic 
material every time; however, this does not 
hold true in reality. It has long been known 
that phenotypic results can vary despite hav-
ing the same molecular basis. However, this 
case was unique; there was a clear frequency 
distribution supported by statistics. Such a 
case, where different phenotypes arise from 
an identical genetic basis, is referred to as a 
polypheny. Since the polypheny in this case 
represents a random distribution, it is said 
to be biased toward the development of cer-
tain numbers of toes. A bias could also be 
detected in the difference in the number of 
polydactylous toes between the forefeet and 
hind feet, which also has a random statisti-
cal distribution with a maximum at two toes. 
In other words, polydactylous cats most often 
have two more supernumerary toes on their 
front paws than on their hind ones. In less 
frequent cases, the front and hind paws have 
the same number of polydactylous toes; more 
rarely, the front paws have two fewer, and so 
on ( Lange et al. 2014).

The explanation for these distributions, for 
why the number of additional toes is neither 
disordered nor equally distributed, lies in the 

developmental program. In development, 
there are countless small, bistable, cell effects 
or reactions. The diffusion of morphogens, in 
this case Sonic Hedgehog, throughout the limb 
bud trigger signals in the surrounding cells 
of the mesenchyme. This is an early stage of 
cell differentiation before cartilage, where 
bone and other cell types emerge. Cell reac-
tions in the mesenchyme drive forward the 
process of cartilage formation in the finger 
attachments. ( The cartilage material only 
becomes ossified later.) In a bistable process, 
a cell either reacts to all signals or none at 
all. Thousands of bistable cell effects can be 
summed up, regardless of their specific char-
acter, and represented as an approximate nor-
mal distribution.

This example illustrates what Denis Noble 
described as the organism as a free agent. 
In concert with the genome, the organism 
determines the phenotypic pattern with the 
help of randomness. Higher organismic lev-
els, in this case cells, use randomness to gen-
erate phenotypic order.

By contrast, the distribution of toe numbers 
described above is discreet and represented 
in a bar chart, which indicates its categori-
cal nature. Each progression to additional toes 
is a discrete jump rather than a continuous 
increase. The number of additional toes con-
cretely increases from two to four, i.e., the 
total number of toes increases from 20 to 22 
or 24.

Combining the two distributions, continu-
ous and discontinuous, produces an overall 
view of both, abstracted cell events and toe 
numbers. The main result of the investiga-
tion is that discontinuous jumps in toe num-
ber result from continuous cellular processes. 
There must therefore be threshold effects in 
development that trigger sudden events. This 
is by no means  self- e vident, but a close exam-
ination of the developmental process gives a 
clue. In the cell material that accumulates as a 
result of ectopic expression of Shh in the bud, 
precursor forms of half, quarter, or eighth 
toes are not evident. The cell material and 
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cartilage precursors of a complete new toe are 
present; there are no partial toes.

Threshold value effects, as demonstrated 
here, provide key information for e vo- d evo 
and an important explanation for develop-
ment processes. The gradualism-  oriented 
Modern Synthesis, based solely on cumulative 
small changes, did not account for discontin-
uous, complex variation, threshold values, or 
developmental bias. The overall view of con-
tinuous development processes and discrete 
toe numbers is called the Hemingway model 
( Lange et al. 2014).

 

4.8.7   Computer Modeling of Polydactyly

To create a computer simulation of the 
Hemingway model, we digitized polydac-
tyly ( Lange et al. 2018). As a cellular automa-
tion, we used a Turing system with 10,000 
( 100 × 100) cells. Turing systems, named after 
the British mathematician Alan Turing (  1912– 
 1954), a true genius of the 20th century, origi-
nally modeled biochemical pattern formation 
processes, otherwise known as r eaction- 
 diffusion processes. In our case, however, 
pattern formation was transferred from the 
chemical to the cellular level. Interactions 
between neighboring and distant cells ( which 
can activate or inhibit each other), in a com-
plex process of s elf-  organization involving 
only a few variables, form the pattern of fin-
gers as they develop in the early phase of car-
tilage formation.

The simulation begins with a black screen 
dotted with a few white markers. The ini-
tially diffuse, then increasingly clear white 
pattern of the simulated toes slowly develops 
after a few minutes from millions of random 
cell signals. The idea that in the tiny tips of 
the limb buds of mouse or human embryos, 
which are barely 1 mm long, such a process of 
self-  organization takes place in 48–  72hours 
and creates such wonderfully ordered fin-
gers fascinated me anew hundreds of times 
when I worked with the Turing model. ( On 
the sidelines of the EuroEvoDevo conference 

   

in Vienna, I once had the honor of explaining 
my simulation to Denis Duboule, the promi-
nent geneticist who introduced Hox genes 
to the vertebrate landscape several years ago. 
Those are the beautiful moments in the life of 
a researcher).

In the model, a total of 20 million indi-
vidual cell reactions are calculated in a sin-
gle simulation run in 2,000 change steps 
( iterations). ( My Mac reached its performance 
limit!). According to the principle of  self- 
 organization, in the initial equations of the 
model, there are no indications of the result-
ing pattern; thus, it cannot be predicted from 
them. Therefore, there are no commands 
such as “ Generate five white vertical stripes 
in a rectangle.” The pattern only appears in 
the complete simulation after 2,000 iterations 
and is independent of the initially randomly 
distributed, differentiated cells ( chaotic ini-
tial distribution).

In further detail, Turing systems clarify that 
at the underlying biological ( here, the genetic) 
level, the simulated phenotype ( e.g., the stripe 
pattern) is not and cannot be explained. The 
pattern of the fingers is explained at the cellu-
lar level in the model and thus epigenetically. 
The detailed interactions among cells are 
determined by genes; however, their expres-
sion is predetermined in the model and is not 
addressed in the simulation. Genes are thus 
a necessary but not a sufficient condition for 
the emergence of the finger pattern. Another 
crucial element must therefore be a dded— 
 the principle of s elf- o rganization. Above the 
gene level, a cell conglomerate organizes itself 
to determine the formation and number of 
fingers and toes. One might refer to this as 
an emergent behavior. Some people shy away 
from the term because “ emergent” sounds 
as if the causes of an occurrence are not 
explainable ( although they very much are). 
Turing processes provide a strictly mathemat-
ical explanation for various types of pattern 
formation, which, in a biological context, 
can be simulated at the biochemical cellular 
level but not at the lowest, genetic level of 
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organization. In the case of the Turing system 
for polydactyly, pattern formation or pattern-
ing, as the experts call it, takes place at the 
level of mesenchymal cell accumulation in 
the hand bud.

Why go into this level of explanatory detail? 
The Turing system is part of a  decades- l ong 
debate between geneticists and cell biologists 
over the question of how biological variation 
and patterns arise. In chapter 3, we became 
acquainted with two camps: on the one hand, 
the group of researchers who argue exclusively 
with genes and gene expression, and on the 
other hand, those who hold the cellular level 
and levels above it responsible for variation 
and pattern formation and relegate the power 
of genes to second place. Turing systems 
belong to models of the latter group. Rejected 
or deemed irrelevant for decades, t hey—  and 

their c reator— a re now receiving the acclaim 
they deserve.

The model shown in  Figure 4.12 is intended 
to demonstrate the hypothesis that toe num-
ber can be varied by changing a single vari-
able in the computer equations. The variables 
in the equations stand for cell variables. We 
have not characterized them further. The 
model demonstrates a typical  evo- de vo state-
ment: small  cause— b ig effect. According 
to the principles of the Hemingway model, 
there are threshold values for the emergence 
of computer-  simulated toes (white stripes): 
If the theoretical cell variable is increased in 
small, continuous steps, a completely new 
stripe appears from the threshold value of the 
variable, whereas there is no sign of it at a 
marginally lower value. For each additional 
simulated toe, there is a new threshold value. 
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 Figure 4.12  Hemingway model with threshold effects. Simulated toe numbers (  y-  axis, stripe number) as a 
function of a cell variable (  x-  axis, reaction rate). The continuous increase of a cell variable ( reaction rate) leads 
to an abrupt or discontinuous increase in the toe number. The solid line shows the average toe numbers of 
three simulations ( dotted lines). The interpretation of this simulation is that nonlinear threshold effects occur 
in the emergence of supernumerary fingers or toes during development: Thus, when a new toe emerges, it 
is immediately complete. The two arrows even indicate double jumps for two of the three simulations; here, 
two additional strips, symbolizing new toes, emerge at almost the same place.
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In the diagram, the entire process looks like 
a staircase. Unexpectedly, as the value of the 
variable ( the reaction rate) increases, the 
number of simulated toes increases nonlin-
early; the staircase thus has rather uneven 
steps. F igure 4.12 shows the threshold values 
for 1 – 1 0 toes averaged over three simulations. 
We have termed the variable that determines 
the number of toes the reaction rate. It is a the-
oretical variable and generally signifies the 
propensity of cells to change to advance the 
cartilage formation process. In development, 
this means that an exact value of the variable 
will result in a new complete finger or toe.

The fact that the development of vertebrate 
extremities follows Turing processes has been 
discussed for decades and is rarely disputed 
any longer. There are numerous publications 
on this subject. The most recent of these also 
deal with polydactyly, and thus, with the 
evolutionary aspect of evo-  devo (Raspopovic 
et  al. 2014). Of course, in the evolution-
ary development of the hand, a long chain 
of gene expression events are involved from 
the beginning. Gene expression affects  fine- 
 tuning, such as determination of the length, 
width, and growth rate of the bud, length of 
the fingers, and position of the joints. Later, 
when the skeleton is in place, exploratory 
processes ( Section 3.5) also form nerves, ten-
dons, muscles, and blood vessels. Finally, the 
skin and nails or claws are formed. However, 
the pattern of fingers or toes is now consid-
ered a result of the Turing process. At the cel-
lular level, the Turing process is a necessary 
condition for the formation of a pattern in the 
bone anlagen.

  

After a lecture on this topic, a listener 
recently asked me how the cell in the hand 
bud knew that it was to become part of a 
hand. In fact, it does not need to know. The 
self-  organization mechanism alone ensures
that the cells ( through specific intercellular 
signals) form the rough pattern of the fingers 
or toes. Gene regulation provides the neces-
sary cell differentiation and fi ne-  tuning but 
not the pattern itself. As Denis Noble already 

     

noted, the heartbeat rhythm is not found at the 
level of the molecular components, and the 
parts of a system perform their task without 
the knowledge of the overall system ( Section 
3.7). The components are blind to each other; 
the same is true in finger development.

Polydactyly, introduced to the scientific 
community by William Bateson, is a good 
example of empirical and conceptual prog-
ress in biology. In at least one species, namely, 
the clawed frog Xenopus tropicalis, a well-  known 
model organism from the African tropics, a 
sixth toe has been regularly recorded ( Hayashi 
et al. 2015). However,  evo- d evo research on 
polydactyly is not primarily concerned with 
how often a variation occurs in reality but 
with the question of the embryonic mecha-
nism that can generate the variation.

Today, 15 genetically different types of 
polydactyly are known. They involve Hox 
genes, Sonic Hedgehog and other genes on seven 
different chromosomes. The Online Mendelian 
Inheritance in Man ( OMIM) database recorded a 
total of 500 entries for polydactyly in humans 
at the end of 2022. These include a number 
of syndromes, i.e., gene effects that are asso-
ciated with polydactyly and other concomi-
tant symptoms. The English term polydactyly 
appeared in more than 12,000 scientific 
publications as at the end of February 2022, 
according to the Yale University Library.

 

4.8.8   How Toe Numbers Challenge 
Evolutionary Theory?

The example of polydactyly was presented 
here in detail, as the results indicate a number 
of consequences for evolutionary theory and 
permit new predictions:

 1. Radual evolution in small steps is not 
the sole yardstick for evolutionary 
events. The model shows how exten-
sive, complex phenotypic variation can 
spontaneously develop in the embryo. 
In contrast to the previous view 
( chance, genetic single determination, 
gradualism), the new view deals with 
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discontinuous, epigenetic, namely c ell- 
 based  evo-d  evo developmental mecha-
nisms. Postmodern evolutionary theory 
must explain both continuous and 
discontinuous variations.

 2. Variations can be biased in the sense 
that some forms ( in our case, finger 
and toe numbers) occur more fre-
quently than others. All optional forms 
( polypheny) are available for potential 
use.

 3. Chance plays a subordinate role in 
evolution. Although it can initiate phe-
notypic changes, chance often does not 
play the leading role assigned to it by 
the standard theory in creating com-
plex, discontinuous variations.

 4. There is no single genetic determi-
nant of complex phenotypic variation; 
further organizational levels above the 
genes must be included in the consid-
eration in order to explain variation. 
This includes, among other things, 
cells and cell associations and the com-
munication between them.

 5. From an  evo-  devo perspective, natu-
ral selection loses its leading role in 
cases of complex variation, whereas 
the standard theory assigns it the role 
of permanently controlling numerous 
cumulative, individual steps. At the end 
of the process, however, natural selec-
tion has the final say.

 6. Evolution can react faster via the 
threshold mechanism present here, and 
evolutionary processes are shortened.

The statement in point 3 seems to contra-
dict the assertion of Denis Noble that chance 
should be seen in a new light, since organ-
isms use blind chance to generate functional 
solutions, thus becoming actors. In fact, the 
two statements are not contradictory. In the 
Turing model of polydactyly, pattern forma-
tion arises precisely from innumerable ran-
dom cell signals, in agreement with Noble. 

The “ random” mutation itself, which forms 
the basis of polydactyly, is however rela-
tively insignificant in the overall process of 
structure formation, because the subsequent 
development process ( form and number 
of fingers) is the new e vo- d evo insight and 
because it is here that the “ music plays,” to 
borrow a phrase from Noble. In this process, 
however, chance in the form of a mutation is 
required only once and not in the constant 
interplay with natural selection, as required 
by the Modern Synthesis.

The empirical research results mentioned 
in chapter 4 provide evidence of biased devel-
opment, discontinuous variation, and envi-
ronmental influences on variation. It remains 
a priority to investigate the extent to which 
these results occur in natural populations and 
withstand adaptation processes.

4.9   SuMMARY AND OuTLOOK

 Table  4.2 shows a summary of the predic-
tions of evolutionary progression that result 
from the e vo-  devo examples presented in 
 Chapter  4. Discontinuities are noted if they 
can be proven to occur in one generation.

The demands arising from evolutionary 
developmental biology and from related disci-
plines for an Extended Synthesis with impor-
tant modifications can be summarized as 
follows ( Müller 2019a, b).

A system-  oriented, interdisciplinary
 evo-  devo theory is based on the following 
assumptions and observations:

1. Phenotypic changes depend on genetic 
and nongenetic factors, such as devel-
opment, environment, and physics.

2. Genetic and phenotypic variations in 
populations are nonrandom.

3. Phenotypic modifications may precede 
genetic modifications.

4. Phenotypic changes can often not be 
gradual.

These assumptions allow the theory to pre-
dict the following:
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Predictions from the examples in  Chapter 4

ui
ty

D
is

co
nt

in

N
on

ge
ne

ti
c 

it
an

ce
in

he
r

Bi
as

ed
 

ti
on

 
ia

arv

on
m

en
ta

l 
vi

r
En

in
du

ct
io

n

G
en

et
ic

 
ti

on
as

si
m

ila

te
d 

ti
on

Fa
ci

lit
a

ia
arv ve
lo

pm
en

ta
l 

D
e co

ns
tr

ai
nt

s

es
ho

ld
 

ec
ts

ef
f

Th
r

4.1 Beaks of Darwin’s finches x x x x

4.2 Shore leave of bichirs x x x x x

4.3a New jaw joint bone in x x x x x
cichlids

4.3b Head shape in cichlids x x x

4.4 Eyes on butterfly wings x x x x

4.5 Tobacco hornworm x x x x x x x

4.6 Turtle shell x x x

4.7 Leg pairs in centipedes x x x x

4.8 Polydactyly x x x x x

 Evo- de vo examples listed in Cha pter 4 allow new predictions to be made about the evolutionary process in comparison 
to those of the Modern Synthesis.

 1. Phenotypic variation tends to be sys-
tematic due to developmental con-
straints and facilitated variation.

 2. Genetic variation has a stabilizing 
rather than a generating role.

 3. Phenotypic innovation arises due to 
emergent and self-  organizing charac-
teristics of the development system.

 4. Phenotypic evolution is discontinuous.

Let us preview  Chapter  5 and the theory 
of niche construction, another major pil-
lar of the Extended Synthesis alongside 
 evo-  devo.  Chapter  6 will discuss how the 
Extended Synthesis is structured not only 
for niche construction and e vo-  devo but also 
for developmental plasticity and inclusive 
inheritance.
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CHApTER FIVE

The Niche Construction Theory

The niche construction theory is another 
modern theory that has a novel perspective 
on evolution. Since 1988, Oxford evolutionary 
biologist emeritus John  Odling-  Smee has used 
the term “ niche construction,” to describe a 
process in which a species changes its envi-
ronment causally rather than randomly. 
Species not only passively adapt to environ-
mental changes but also actively change the 
environment. Based on abiotic ( inanimate) 
and biotic ( animate) factors, the environment 
and ecological niche of a species are part of 
the selection conditions for its evolutionary 
change as well as the evolution of other spe-
cies. The resulting evolutionary change may 
even be systematically directional; evolution-
ary biologists refer to it as a bias (  Odling-  Smee 
et  al. 2003). In the Extended Evolutionary 
Theory ( EES), niche construction is one of 
the four central areas of research, along with 
 evo-  devo, inclusive inheritance, and develop-
mental plasticity ( Laland et al. 2015).

The idea originated with Darwin who, 
in his old age, studied earthworms, which 
reshape the soil in terms of not only its 
drainage capacity but also its chemical com-
position, thus promoting plant growth. 
Earthworms, from Darwin’s point of view, 
are adapted to water but rather  ill-  equipped 
for terrestrial life. From a modern perspec-
tive, they must build their own simulated 
aquatic niche. However, this notion was not 
included in Darwin’s theory as an indepen-
dent evolutionary mechanism. It was Harvard 

professor Richard Lewontin, a  self-  proclaimed 
opponent of an  all-    too-  strong adaptationistic 
dogma, who stated in a hypothesis in 1983 
that adaptation to the environment is not 
exclusively passive. Thereafter, research on 
niche construction gained momentum. This 
chapter discusses niche construction in detail 
with examples.

Important technical terms in this chap-
ter ( see glossary): Developmental niche 
construction, ecological inheritance,  gene- 
 culture coevolution, niche construction, and 
reciprocity.

5.1   AN EVOLuTIONARY 
MECHANISM OF ITS OWN

The diversity of species on Earth cannot be 
explained without considering the massive 
early oxygenation of the atmosphere. Marine 
proliferation of bacterial algae ( cyanobacteria), 
the originators of global photosynthesis, ini-
tiated the oxygenation process. Thus, their 
proliferation set in motion the evolutionary 
process that led to the biodiversity we see 
today. The oxygenated environmental niche 
then created the atmospheric conditions we 
know and depend on. In other words, the 
oxygenated niche is responsible for part of 
the selective environment that favors further 
evolution and further niches for numerous 
species.

Species thus create their own habitats, 
each in its unique way. For example, beavers 

https://doi.org/10.1201/9781003341413-5
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change their environment on a large scale 
by building dams, thereby creating environ-
mental conditions under which they continue 
to evolve (  Figure  5.1). It is easy to imagine 
that the excellently adapted body and broad 
tail of the beaver evolved in its present form 
only after the beaver had consistently built 
its special niche of dam and water for several 
generations.

In addition to the ancient global oxygen-
ation by algae and the evolutionarily young 
local beaver constructions, coral reefs, which 
enable the evolution of countless marine 
species, can serve as an intermediate exam-
ple of niche construction. A niche is not at 
all uncommon in the context of evolution, 
although the term sounds like something that 
might be hidden. In fact, several species in 
the animal and plant kingdoms illustrate the 
principle of niche construction. However, 
there is a danger that if the concept of niche 
is applied too broadly, the idea of niche con-
struction will be conflated with other eco-
logical processes (  Scott-  Phillipps et al. 2014).

 Odling-  Smee and co-  authors continued to 
expand his theory by citing numerous other 
examples, such as insect states that create 

 

specific physical and chemical environmental 
conditions, such as temperature, humidity, 
light intensity, etc., in their burrows ( Laland 
et al. 2016). Offspring thrive under such bio-
logically generated conditions. Odling-  Smee
also introduced the term “ ecological inheri-
tance” ( O dling- S mee et al. 2003). He explic-
itly emphasized that heredity exists beyond 
genetic processes. Species behaviors in niches 
that represent environmental modifications 
do not require a strict genetic basis nor is it 
required that these behaviors optimize the 
fitness of the species. Both statements con-
tradict the credos of n eo-  Darwinian theory. 
We will examine the reasoning in more detail 
below because it is not intuitively obvious.

     

The founders of the niche construction 
theory assumed that niche construction is 
an independent evolutionary mechanism or 
core evolutionary process alongside Darwin’s 
natural selection. Thus, niche construction 
is adaptive because individuals with phe-
notypes that are better suited to the condi-
tions of their constructs leave more offspring. 
Simultaneously, the genetic causes that lead 
to or can be associated with niche construc-
tion are not necessarily adaptive in terms of 

 Figure 5.1  Beaver d ams–  Masterful natural constructions. Beaver dams, this one in Grand Teton National 
Park, Wyoming, are often designed in a curved shape in the direction of flow. No easy feat for engineers with 
their  water-  level eyes. The dams usually have several dwellings above, but the entrances are always below the 
water level. The beavers can open the dam to allow flood waters to drain away. In this way, they regulate the 
water level. The largest known dam is in Canada; it is 850 m long. Beaver dams are a prime example of niche 
construction. The constructions have repercussions on the evolution of the beavers themselves and also on 
that of numerous other creatures living in the niche water world.
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selective feedback from the niche. The causal 
influence of genes does not extend that far, 
despite the implications of Richard Dawkins. 
in his book The Extended Phenotype ( 1982).

Dawkins’ theory. is simpler and more intui-
tive. We tend in principle to justify processes 
with causes, better yet, to reduce them to 
a coherent, causal chain, because a con-
sistent, causal explanation is appealing. In 
several cases, it has a high subjective, persua-
sive value. However, our intuitive desire for 
coherence has nothing to do with the prob-
ability that a causally chained story is also 
true, as psychologist and Nobel Prize winner 
Daniel Kahneman explains ( 2012). A scenario 
involving two reciprocal evolutionary pro-
cesses is more difficult to comprehend at first 
since the niche construction theory demands 
that we understand a complex  cause–  effect 
network in which there is precisely no con-
tinuous gene-  centric cause–  effect profile for 
adaptation. In the case of constructions by 
living beings, our thinking always strives in 
the direction of a clear, linear chain of causes, 
although such a chain is often less likely. Later, 
on the topic of prognoses, we will learn in 
more detail how our thinking often system-
atically deceives us and can produce cognitive 
errors (  Chapter 8).

  

At this point, we must decide whether or 
not niche construction is an effective evolu-
tionary mechanism. To explain the theory 
using different words, people who believe 
that the adaptability of genetic mutation and 
inheritance reaches so far that it can also 
causally codetermine the selective feedback 
of constructions, including adaptation, will 
say that niche construction is nothing new 
in principle but can be explained sufficiently 
well by the selection theory.

However, if people view reciprocity in this 
context and recognize the fact that evolution-
ary feedback from the construction ( beaver 
dam, spider’s web, or others) is not causally 
determined by the genes involved in the con-
struction but by the construction itself and its 
biological and nonbiological environment, 

then they arrive at a different result. From 
this point of view, the construction, which up 
to this point was regarded as an effect ( of the 
genes concerned), appears as a new, indepen-
dent cause of further evolutionary processes.

In addition, the transmission of behavior 
during construction, as well as the trans-
mission of biological and nonbiological 
changes in the constructed environment to 
subsequent generations, involves nonge-
netic inheritance mechanisms, those which 
 Odling- S mee refers to as ecological inheri-
tance. This includes all ecologically relevant 
components, such as the presence of dammed 
water in the case of the beaver, permanently 
altered temperature in the termite burrow, or 
microbiome in a bee colony, i.e., conditions 
that were changed by the construction in the 
first place, which reappear in each generation 
and are thus inherited.

The principle of natural selection still 
applies; however, niche construction is added 
as complementary, integral, and selective 
process. In summary, niche construction is 
its own evolutionary causality in the view 
of Odling-  Smee and the co-  creators of his 
theory. Causality interacts ( reciprocally) with 
natural selection. Evolution, according to this 
new view, involves a network of causalities. 
The niche actively generates a novel, complex 
selection pressure that would not exist with-
out niche construction.

  

Armin Moczek has kindly drawn my atten-
tion to three contexts that require emphasis 
to fully illustrate the implications of niche 
construction for modern evolutionary theory:

 1. Before niche construction was pro-
posed, natural selection was considered 
the only evolutionary process under-
lying the adaptation of an organism 
to its environment. The other three 
processes—  mutation, migration, and 
genetic d rift—  do not lead to environ-
mental adaptation. Niche construction 
thus includes another mechanism: 
organisms not only adapt to their envi-
ronment over time but also make the 
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environment suitable for their exist-
ing traits. From this perspective, niche 
construction is key.

 2. Niche construction further allows us to 
link microevolutionary and microeco-
logical processes with macroevolution-
ary ones. Niche construction applies to 
a range of situations, from dung beetles 
and beavers with local constructions 
to extensive coral reefs and cyanobac-
teria that alter the global atmosphere. 
This micro-  macro connection with 
the same principle has not yet been 
achieved by conventional evolutionary 
theory with population genetics.

 3. It should not be overlooked that niche 
construction can also be an important 
source of heritable variation that would 
otherwise be ignored. In some cases, 
these variations can be traced back 
to genes: some genotypes are simply 
better niche constructors than others. 
However, in other cases, the variation 
has less to do with genes than with the 
environment; for example, there may 
be certain resources in one population 
that are lacking in another, such as 
stones for tool making. Here, humans 
are perhaps the best example, such 

 

as when it comes to the domestica-
tion of plants and animals in different 
regions of the world. Jared Diamond 
( 2017) reported in detail that in North 
America, domesticable animals were 
wiped out by hunters in the Stone Age. 
Moreover, the north-  south orientation
of the American continent prevented 
the spread of domesticable plants at 
temperate latitudes. The Isthmus of 
Panama, the deserts in the southern 
United States, and the tropical zones 
in South America continue to act as 
natural barriers to this day. In addi-
tion, people in the Middle East have 
been able to construct quite differ-
ent niches from those available to 
Aborigines in Australia, for example, 
because of the availability of different 
grain and animal species. Several such 
geographic and climatic differences, 
given the same baseline scenarios for 
hunter-  gatherers 13,000years ago,
resulted in corresponding effects on 
world history. With regard to the niche 
construction theory, it is crucial to note 
that even in these and other nongenetic 
cases, the constructed environment is 
heritable and influences the fitness of 
the descendants.

     

     

In Conversation with John  Odling-  Smee

John O dling-  Smee was 84 years old when I spoke to him on the phone. He is almost 
blind; therefore, I was very glad that he agreed to be interviewed. The scientist was in 
his element and spoke with passion, such that I could not even ask some of my questions. 
Therefore, I have summarized some of his answers.

What was his path to rethinking traditional evolutionary theory?
When John  Odling-  Smee was born in 1935, the synthetic theory had not even been 
consolidated. He told me how he decided to study biology late in life, at the age of 28. 
The evolutionary origins of learning were his primary focus. When he started studying 
the songs of songbirds, boredom struck him; he wanted to know the true mechanisms 
at work in birds. For the first time, it occurred to him that there must be more at play 
than natural selection when he observed birds constantly changing their environment. 
It was the beginning of an intellectual development that eventually led him to the niche 
construction theory. However, there was still a long way to go.
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Who influenced him the most?
 Odling- S mee was the first to name Conrad Waddington as his greatest influencer. It 
was Waddington who put O dling- S mee on the trail with his book The Strategy of the Genes 
( 1957).  Odling- S mee described Waddington’s view in retrospect as an “ explosive system 
in which animals change their environment in the course of their lifelong development.”

He continues: “ Then I read Waddington’s article Paradigm for an Evolutionary Process ( 1969) 
in a series of books. This paper received absolutely no attention. But I found there the 
idea that phenotypes operate on their environment.”  Odling- S mee was in contact with 
Waddington, who “ got the same sort of opposition that we’ve been running into from 
the docks.” He did not develop his ideas further right away.

A breath of fresh air came in 1982/ 1983.  Odling-  Smee visited Harvard University for 
a year. There he met Dick Lewontin, who he describes as an ecologist. The two shared 
many discussions, which motivated him immensely: “ When most people said I was tell-
ing mad things anyway, I suddenly had to be taken seriously by these people.”

When and under what circumstances did the idea of niche construction arise?
In 1988, he wrote for the first time about the construction of animals and introduced 
the term niche construction ( O dling- S mee 1988). Simultaneously, Richard Dawkins. pre-
sented his theory of the extended phenotype ( Dawkins 1982) to show that the expres-
sion of genes extends beyond physical phenotype into the environment. O dling-  Smee 
was convinced that Dawkins did not think far enough and did not adequately name the 
consequences of his extended phenotype. O dling- S mee and his colleagues were then 
attacked by Dawkins in 2004 for going too far. Thereafter, the media had become aware 
and took up the issue, he recalls.

 Odling- S mee shifted to the prime example of niche construction, beavers: “ The genes 
underlying beaver dam construction that expands the beaver phenotype does not affect 
fitness resulting from dam construction feedback.” This is a central tenet of niche con-
struction that deserves all the attention it can get.

What is ecological inheritance?
 Odling- S mee explained how he introduced the concept of ecological inheritance, using 
it to illustrate that in niche constructs, feedback not only occurs from coevolving organ-
isms but also from inanimate environmental components. It quickly became clear that 
“ evolutionary theory should not address the evolution of organisms but the interaction 
of organisms and their environment, and it means even more when organisms construct 
their own environment; however, this was not representable with the orthodox theory. 
There is the inheritance of naturally selected genes but also the inheritance of the envi-
ronment to go with it.”

What was the source of the niche construction theory?
“ Organisms are selected based on whether they are capable of forming niche constructs,” 
 Odling-  Smee points out. “ I wanted to think about the active purpose of the phenotype 
as an agent.” He acknowledges that everyone is currently aware of the existence of niche 
construction; however, “ to ask if it is a separate process, is that just a question or is it 
more?” He promptly provides the answer, “ Adaptation is a reciprocal process, not just a 
result of natural selection. Rather, niche construction alters the selection process.”
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Why do the protagonists of the Modern Synthesis have such a difficult time accepting 
niche construction as an independent process?
 Odling-  Smee’s response steers purposefully toward the basic assumptions of the Modern 
Synthesis. He provides a historical context and explains how the Modern Synthesis arose 
from Darwin’s and Mendel’s ideas. “ Assumptions were necessary to get it off the ground. 
But that probably could never have included everything that happens in evolution,” 
namely, “ the issues that we then took up.” Novel concepts were then introduced, includ-
ing that of epigenetics. They, together with niche construction, proved “ incompatible 
with the basic assumptions of the Modern Synthesis visionaries,” such as the “ basic 
assumption that genetic inheritance is the only mode of inheritance in  evolution— t hat’s 
not true!” A clear statement.

Because of these inconsistencies, reluctance to accept the basic assumptions of the 
Modern Synthesis grew, which should have been revised, he continues. However, they 
became “ frozen in time, so to speak, and became a mental kind of dogma and they 
shouldn’t have done that. Your assumptions take this as they can. You need to revise it 
when they run into trouble with data.”

I asked O dling-  Smee to explain the difference between ecology and niche construc-
tion, as ecology also describes feedback mechanisms.
He clarifies that ecologists contributed the ecosystem engineering concept, according to 
which organisms remodel components of their environment but did not address evolu-
tion. Only “ niche construction connects ecology and evolution.” In several publications, 
 Odling-  Smee clarified the similarities and differences between the two disciplines.

As an e vo-  devo scientist, I would particularly like to hear from you how the two 
disciplines of e vo-  devo and niche construction, two of the pillars of the Extended 
Synthesis, can be connected, if at all.
 Odling- S mee refers to ecological inheritance, which differs fundamentally from genetic 
inheritance and is more extensive. Ecological inheritance, he explains, depends on organ-
isms bequeathing altered selective environments to their offspring by physically reshaping 
biological or nonbiological components of their environment. He points to a paper entitled 
Niche Inheritance that specifically addresses this issue ( O dling- S mee 2010). There, he addresses 
the so ught- a fter interaction of development and evolution when genetic inheritance is 
replaced by niche inheritance. Each individual inherits an initial  organism- e nvironment 
relationship or niche from its ancestors. Earlier evolutionary processes ( e vo- ) a ffect later 
developmental processes ( d evo- ) . Conversely, the earlier evolution of individual organisms 
(  devo-  ) may influence the subsequent evolution (  evo-  ) of populations. (cf. on devo-  evo
Section 3.4 and the example of shallow tunnel depth in horned beetles., Section 3.8).

   

I hypothesize that medical/ technological development today decouples humans 
from natural selection. How does he see this development? Can it be associated with 
niche construction?
His answer is straightforward: “ Yes. I think it occurred to me. We screw up environ-
ments and exploit them. So, that’s very new for me about it but it’s part of the whole 
theory. If people want to talk about the positive side of it, destruction is always to it.” 
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He adds, fittingly, that “ cancer cells are another example of that culture” ( and of niche 
construction).

At this point, I ask him to give a few more specific examples of  gene- c ulture coevolu-
tion besides the  well-  known dairy farming. 
Odling-  Smee speaks of the controlled use of fire, which is unique to humans. No animal 
has ever brought fire under control, as far as he knows. He mentions the extensive net-
work of human communication, of which music, language, and mathematics are unique 
forms. Technical developments are examples of g ene- c ulture coevolution. When I speak 
of technical progress, he corrects me. He prefers the term change over progress.

My last question to him ventures a look into the future: we are entering a phase 
of development during which technologies in the form of artificial intelligence, 
robots, and the Internet could eventually surpass humans in general intelligence. In 
extreme cases, this could lead to our replacement as a biological species, a possibil-
ity foreseen by the likes of Nick Bostrom. If we accept that for a moment, would we 
be dealing with an evolutionary consequence of niche construction? What is your 
opinion on this?
“ There is no reason,”  Odling-  Smee replies, that we are not coming up with a sort of 
 self- i nduced crisis. Species loss can be one of them, and that can also mean some form of 
artificial life.” I add, regarding technology development, that we are not aware of what 
we are doing on our planet, and he confirms: “ Humans are not the least bit aware of 
what is going on. They have to learn to understand their relationship with nature and the 
process of their evolution. Thus, we are not very adapted.”

( I had the conversation abbreviated here on the phone in English with John  Odling- 
 Smee on July 11, 2019).

In conclusion, niche construction 
deals with the inheritance of acquired 
behaviors, the core idea of Lamarck’s 
that had completely disappeared 
from the scene with the advent of the 
Modern Synthesis. It is time to revive 
this idea in the context of behavioral 
evolution and cultural inheritance.

5.2   DEVELOPMENTAL NICHE 
 CONSTRuCTION—  CASTLES AND 
PALACES FOR THE DESCENDANTS

An impressive example of innovation and 
niche construction in the history of ani-
mal evolution is the building of birds’ nests. 
When a bird builds a nest, it creates selection 
in favor of the nest, which must be defended 

and kept in order. The new, diverse selection 
pressure affects both the parent birds and the 
behavior of the young that inhabit the nest. 
This adaptive response can also generate par-
allel evolution of independent species, such 
as those that specialize in stealing birds’ eggs 
or cuckoo species that do not build their own 
nests but lay their eggs in other birds’ nests. 
Nest building illustrates developmental niche 
construction because niche construction here 
takes place in a reciprocal relationship envi-
ronment between parents and the developing 
young. Developmental niches cannot simply 
be seen as boundary conditions under which 
the development of the young passively takes 
place. Rather, developmental niche construc-
tions, which are built anew by the parents of 
each generation with different resources and 
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under modified environmental conditions, 
have an impact on the development and evo-
lution of the offspring. They are thus both a 
cause and a consequence of evolution ( Uller 
and Helanterä 2019).

We have already learned about the dung 
beetle, the females of which build deeper 
tunnels for egg laying within the dung 
ball on hot days, causing the beetles of 
several generations to grow to different 
sizes. Like the bird’s nest, the dung ball is 
another typical developmental niche, in this 
case, for growing larvae. Using the genus 
Onthophagus,  Chapter  6 will explore numer-
ous other hypotheses in the context of the 
EES. For example, the females not only lay 
their eggs in the dung ball but also add a 
pedestal of their own feces as a supplement. 
The feces contain microorganisms, essential 
food for the young larvae. Not only that, 
but the larvae also remove the feces, leaving 
a new microbiome landscape in the dung 
ball along with their own food and feces. 
Like birds’ nests, scientists view this pro-
cess as an example of developmental niche 
construction.

In a systematic experiment, scientists 
removed the maternal feces, and thus the 
microbiome, and manipulated the niche con-
structed for beetle larvae in various ways or 
even prevented it completely. As expected, 
many changes in larval development were 
evident: larval sizes varied, and in two spe-
cies, sexual dimorphism completely disap-
peared with respect to the differences in the 
shapes and sizes of legs between males and 
females ( Schwab et al. 2017).

Like the previous examples, this one deals 
with feedback. Instead, of adapting their char-
acteristics to the challenges of the environ-
ment, as in the usual case, larval organisms 
here systematically adapt their developmen-
tal niche, namely the dung ball including the 
maternal feces, to their needs. Conversely, 
these special developmental niche construc-
tions have implications for their own devel-
opment and evolution.

5.3   NICHE CONSTRuCTIONS 
OF THE HUMAN BEING

We have seen that niche construction existed 
before humankind entered the stage of evolu-
tion. However, this theory is of paramount 
importance in the context of human culture, 
which always concerns “ built systems.” In 
the beginning, they were simple artifacts in 
the form of tools. Today, they are vast, even 
 world-  spanning systems of energy produc-
tion and distribution, transportation and 
financial systems, small businesses to global 
corporations, and worldwide communica-
tion networks such as the Internet. Culture is 
always observed in connection with its influ-
ence on nature. This no longer applies only to 
agriculture and the domestication of animals 
and plants but also applies to diverse global 
raw material extraction, all forms of produc-
tion, the creation of transport routes, and 
progressive urbanization. Finally, elementary 
to the concept of culture are all techniques 
of writing, imaging, setting to music, and 
other media storage: “ Culture means coding” 
( Klingan and Rosol 2019).

Humans are thus the champions among 
niche constructors. Our niche construc-
tions are more powerful than those of any 
other species, and this is because of our cul-
tural capabilities, according to Kevin Laland 
( 2017). Human life takes place in myriad 
groups or meaning system c onstructions— 
 villages, towns, schools, p ing- p ong clubs, or 
states ( Wilson 2019). The problems with such 
a view are addressed below. By speaking of 
constructed systems, Wilson forms a bridge 
to niche construction; however, he does not 
expand on it. Human activity, including agri-
culture, forest clearing, and urbanization and 
megacities, has caused dramatic environmen-
tal changes. This has led to myriad changes in 
the way natural selection affects our species. 
Laland continues, “ The more an organism 
controls and regulates its environment and 
that of its offspring, the greater is the advan-
tage of transmitting cultural information 
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across generations.” Cultural niche construc-
tion thus becomes autocatalytic, meaning 
that more intensive environmental regula-
tion leads to increasing homogeneity of the 
social environment. The same techniques 
are employed in neighborhoods, cities, and 
countries worldwide. Old and young alike 
engage in social learning from their parents 
and other adults.

A particularly impressive example of the 
feedback effects of human niche construc-
tion is rooted in several of the most significant 
genetic mutations to have occurred in human 
history. One such mutation first appeared 
somewhere between central Europe and the 
Balkans 7,500 years ago. It was followed by 
others elsewhere, such as in  sub-  Saharan 
Africa and also in Arabia. Its consequences 
have changed our lives like no other evolu-
tionary breakthrough in the last 10,000 years. 
The mutation is the one that led to lactose 
tolerance in humans. In its wildtype form, 
the enzyme lactase, which is needed in the 
intestine to break down milk sugar ( lactose), 
is no longer produced by the end of infancy. 
Upon reaching adulthood, mammals become 
lactose intolerant. This forces the offspring 
to find their own food and at the same time 
allows the mother, who is freed from breast-
feeding to mate again. In parallel to a local 
mutation of lactose tolerance, which occurred 
independently several times in the regions of 
the Baltic Sea and other places, was the spread 
of dairy farming, a cultural development. This 
led to the formation of a niche construction, 
deliberately created by humans for them-
selves. This novel cultural environment led 
to an increase in the gene frequency of the 
mutant lactase gene in the population and 
thus to an evolutionary effect, and this in turn 
led to the even further spread of dairy farm-
ing ( Feldman and  Cavalli-  Sforza 1989). Thus, 
in this exemplary  gene-  culture coevolution, 
the ( in this case,  man-  made) conditions under 
which the mutation spreads in the population 
are more important than the circumstances 
under which it first occurred ( Gerbault et al. 

2011). Thus, the niche construction of dairy 
farming is both an evolutionary cause and an 
evolutionary consequence.

Here, the intertwining and mutual promo-
tion of mutations and environmental condi-
tions becomes clear ( F igure  5.2). The dairy 
farming niche is a new environment cre-
ated by humankind, and thus, a new selec-
tion basis for further human evolution. Thus, 
niches are not necessarily preexisting places 
in the natural environment that are occupied 
by an organism with characteristics appropri-
ate for them. Rather, niches are selected and in 
several cases constructed by their inhabitants.

However, a 2018 publication presented 
surprising discoveries about dairy farming 
and lactase persistence. DNA analyses in Late 
Bronze Age populations of Mongolia revealed 
that people in East Asia practiced livestock 
farming although they were lactose intolerant. 
Analysis of the teeth of Mongolian individu-
als revealed high levels of milk consump-
tion. Mongols are thought to have culturally 
adopted livestock management from Western 
steppe peoples approximately 3,300 years 
ago; however, unlike in Western people, no 
genetic exchange occurred in the Eastern 
population in favor of lactase persistence 
( Jeong et al. 2018). These discoveries are cur-
rently seen by the authors as contradicting the 
previously mentioned reasoning that lactase 
persistence is a strict selective requirement of 
dairy farming.

Numerous other examples of human niche 
construction could be listed here; the num-
ber of publications on this subject is growing 
rapidly. The use of fire is one such example. 
The cultural habit and niche of cooking meat 
and other food to improve its digestibility 
have, as a feedback effect, changed our biol-
ogy from the immune system to the brain on 
a large scale. Another prime example is lan-
guage, which helps determine our evolution 
and allows us to achieve cultural highs and, 
unfortunately, sometimes lows ( Laland 2017).

At this point, let us briefly examine the 
niche construction theory as it applies to 
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time

 Figure 5.2  Niche construction. Evolutionary process with natural selection and niche construction. The 
environment  generated by organisms ( gray ellipse) arises as a counterpart to natural selection. The processes 
that cause organisms to modify their selective environment have a reciprocal causal relationship with natural 
selection in that particular  environment. The niche construction here includes cultural knowledge ( semantic 
information) and material culture ( physical resources).

humans. Suppose we are silent listeners to a 
conversation between a humanities anthro-
pologist and a representative of human niche 
construction, that is, a biologist. What may we 
expect from this discourse? The anthropolo-
gist has studied human niche construction 
and has come to the following conclusion: the 
niche construction theory represents funda-
mental new insights into evolution; however, 
its application to humankind constitutes the 
methodological error of combining the facts 
of two disciplines that do not mesh due to 
fundamental, methodological considerations.

The anthropologist continues: the history 
of humankind is one of the subjects, not of 
objects, that natural science must address 
and is characterized by the fact that people 
consciously act purposefully. However, the 
reasons for human action are individual 
or subjective and unique in each case and 
therefore cannot be placed in a causal con-
text. In addition, the description by outsiders 
of human action based on reason is always 
subject to interpretation. The historian thus 

becomes “ entangled in stories” ( Schapp 2012). 
Human action deals with nonrepeatable and 
nonobjective facts and is thus unpredictable 
by nature. This does not mean that no his-
torical predictions are made, be they those 
of Karl Marx, Oswald Spengler, or Samuel 
Huntington in Clash of Civilizations. However, 
the noncausality and nonpredictability in 
principle constitute the essence of historical 
science and its methodological distinction 
from the natural sciences.

On this basis, we cannot establish the 
causes of dairy farming introduction or 
human migration. There may be different, 
more or less understandable reasons for each 
of these events, but someone will inevitably 
interpret them. Different populations may 
also have different reasons for acting the same 
way at different times. Human actions and 
their consequences are therefore in a differ-
ent category than nonhuman chains of events 
of an animate and inanimate nature. The lat-
ter can in principle be placed in a generally 
valid, lawful, necessary  cause– e ffect context 
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that permits predictions. This is the essence 
of the natural sciences and what method-
ologically distinguishes them from the social 
sciences and humanities, such as history. 
From this perspective, culture and nature are 
fundamentally different and must be strictly 
distinguished.

There are also multicausalities in nature, 
which may not be easy to sift through. 
However, in any case, we are dealing with 
different methodologies in human and non-
human processes, which must not be con-
fused under any circumstances, as niche 
construction implies. On the one hand is 
the category of human actions with ( often 
individual) reasons for what they do; on the 
other hand is the category of causalities with 
 cause–  effect relationships in nature, specifi-
cally in evolution. Not considering different 
categories in the same theory is to commit a 
methodological error.

How does the biologist respond to this con-
sideration? They acknowledge the method-
ological objection but argue against it that the 
reasons for human action do not matter. We 
do not need to know why humans penned and 
domesticated goats and cows a few thousand 
years ago. But we do see that they did, and 
that this behavior was dispersed over time. 
Second, in parallel, over longer periods of 
time, the heritable biological makeup of the 
population changed in terms of lactose tol-
erance. Milk tolerance increased where dairy 
farming was practiced. Culture and nature 
are converging; they cannot be seen in isola-
tion, and indeed in many cases as “ n ature- 
 cultures” they can no longer be separated 
from each other ( Braidotti 2013).

To this the anthropologist replies, we may 
be dealing with a strong correlation on the 
part of the data material: increasing livestock 
farming correlates in various regions of the 
world with increasing lactose tolerance in 
the population. It is well known, however, 
that correlations are not yet cause-    and-  effect
relationships; he does not have to explain 
that to the biologist. In any case, the data 

  

material is not sufficient to establish a  cause– 
 effect chain up to the reasons why humans 
have chosen livestock  farming— n or does it 
need to, the biologist attests. He sticks to the 
data. In an empirical study, the data initially 
represent a correlation. The conclusion that 
the cultural activity of humankind can caus-
ally and hereditarily influence the biological 
makeup, even the gene pool of the popula-
tion, must be possible in principle and must 
also be plausibly explained in every respect. 
This argument is acceptable to the biologist.

Both scientists are satisfied for the time 
being, even if the anthropologist needs 
time to reconsider. They desire to combine 
their results together in a logical way in the 
human context. To this end, their language 
must be synchronized. Further and repeated 
exchanges of views are required to clarify 
how they can use such discordant facts as 
genetic and cultural heredity in a biologi-
cal consensus. The biologist, too, considers 
a reexamination of other niche construction 
cases in humans from a new angle. Cesarean 
sections are an example of a modern cultural 
behavior that can be seen as a niche construc-
tion. Their significant increase in emergen-
cies in the Western world since the 1950s has 
been an intervention in natural selection and 
has caused a shift in the evolutionary bal-
ance. This equilibrium consists in the tension 
between the size of the maternal birth canal 
and the head circumference of the newborn. 
The two sizes have an opposing relationship. 
The disproportion between the two quanti-
ties, which is caused by the increase in cesar-
ean births, was revealed by a sensational study 
at the University of Vienna ( Mitteroecker 
et al. 2016). Furthermore, do cesarean births 
affect our basic biological makeup? What is 
inherited, and what is not? We will return 
to this explosive topic in C hapter 8. I thank 
Thomas Zwenger for discussing the differ-
ences in thinking in the natural sciences ( the 
biologist) and humanities ( the anthropolo-
gist) that I hope will eventually lead us to a 
unification of the two schools of thought.
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In summary, human cultural activities
direct mankind’s evolution to the point of 
genetic adaptation ( lactose tolerance, among 
others). Clearly, beyond dairy farming and 
the use of fire, humans have great potential 
in numerous fields to control, regulate, con-
struct, and destroy their own environment. 
These capabilities generate a range of prob-
lems, including climate change, deforesta-
tion, and urbanization. Anthropologists with 
ecological training therefore find it easy to 
access human cultural niche construction 
with associated gene-  culture coevolution 
(chap. 8).

 

 
  

5.4   IS THERE A FAuLT LINE IN THE 
MODERN SYNTHESIS?

In 2014, criteria were presented for the 
first time to determine when a niche exists 
and when it influences evolution. These are 
( Matthews et al. 2014)

• The organism must significantly 
modify environmental conditions.

• Environmental conditions brought 
about by the organism must influence 
the selection pressure on the recipient 
organism.

• There must be an evolutionary 
response in at least one recipient popu-
lation. The response is caused by the 
modified environment.

The first two criteria are sufficient for the 
presence of a niche; the third is a test of 
whether evolution by niche construction is 
present. The niche construction theory con-
tains a complication of the previous theory of 
evolution that requires explanation. The  neo- 
 Darwinian theory views a unidirectional chain 
of successive events, reinforcing ( cumulative) 
processes of mutation, selection, adaptation, 
mutation, selection, adaptation, and so on. 
Either the change in the environment itself 
does not depend on changes in the organism, 
or such a connection is not observed. By con-
trast, the niche construction theory does not 

consider environmental change over time a 
function of environmental factors alone but 
also dependent on the behavior of a species 
and its ancestors. Organisms, as illustrated, 
change their environment. Environmental 
and organismal changes over time, according 
to this view, are dependent on the environ-
ment and the organism, respectively.

Experts call this reciprocity or interde-
pendence. Thus, “ adaptations of organisms 
depend on natural selection modified by 
niche construction and on niche construction 
modified by natural selection” ( Kendal et al. 
2011).

In light of this interdependence, it is no 
longer clear whether natural selection is the 
primary factor in evolution or niche con-
struction. Both interact with each other 
( F igure 5.2). This calls into question the idea 
that natural selection is the primary and only 
cause of evolutionary change. Causality can 
just as easily be seen in niche construction, or 
better yet, in both. Moreover, each is conse-
quence of the other.

Organismic systems biology focuses on 
such feedback mechanisms ( Section 3.7). I 
have emphasized interdependencies repeat-
edly in this book. Conventional evolutionary 
theory does not recognize such interdepen-
dencies; rather, it treats heredity and evo-
lution as two separate issues, autonomous 
processes. The synthesis does not account for 
feedback between heredity and development. 
As a reminder, Waddington ( Section 3.1), 
Kirschner and Gerhart ( Section 3.5), Noble 
(Section 3.7), West-  Eberhard (Section 3.8), 
Müller ( Section 3.9), and last but not least, 
Moczek ( Sections 3.9 and 6.5) elucidated 
such interdependencies. These scientists and 
numerous others have consistently drawn 
attention to the fact that heredity, develop-
ment, environment, natural selection, and 
evolution constitute a complex, multicausal 
network.

   

However, this is precisely where support-
ers of niche construction theory see a possible 
fault line between the Modern Synthesis and 
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the extended theory of evolution. The EES 
is not merely a supplement to the previous 
theory of evolution but changes its structure 
altogether ( Uller and Helanterä 2019).

Of course, there are those who say that the 
niche construction theory fits seamlessly into 
the  neo-  Darwinian model and that it does 
not need its own theory. With mutation, 
selection, and adaptation, everything can be 
adequately described ( Futuyma 2017). Let 
us assume for a moment that the niche con-
struction theory does not intend to nullify the 
standard theory or any of its assumptions ( cf. 
Uller and Helanterä 2019). However, these 
critics then miss something essential in terms 
of scientific methodology. They overlook the 
fact that fundamentally new information is 
being contributed in the form of assumptions 
and predictions about evolution. A new pro-
cess is explained, which is not obvious from 
the old theory. Let us take a closer look at this 
with a simple example.

5.5   WHAT CONSTITuTES A NEW THEORY?

A theory can be thought of as an a lways-    if- 
 then statement: whenever assumption or con-
dition A1 is given, then P1 ( for prediction) 
holds. Of course, several assumptions A1, 
A2, A3, etc. can be mentioned in a theory, 
and several predictions P1, P2, P3, etc. can be 
made. In more complex theories, such as the 
theory of evolution, assumptions and predic-
tions lead to a theory structure. Let us first 
examine the simplest case: if A1, then P1. A 
concrete example of this might be, when-
ever a stone is dropped ( A1), it moves in a 
straight line toward the center of the earth 
( P1). This is a complete theory. Is it correct? 
Is it possible to imagine that it is not true in 
a certain situation or that it can be falsified? 
A gust of wind can change the trajectory of 
the stone. However, our aim is not to fal-
sify the theory but to extend and improve it 
( cf. Uller and Helanterä 2019). To this end, 
we would extend our assumption A1. If we 
replace “ stone” by “ object,” the generality or 

information content of the theory immedi-
ately increases. After all, P1 applies not only 
to a stone but to any material object. This 
is what science strives for: universally valid 
theories. The theory of evolution also strives 
to be such a generally valid theory. Evolution 
functions according to the  neo-  Darwinian 
scheme, simplified as mutation–    selection–
 adaptation on repeat, always and for all life on 
earth. A uniform principle.

  

Let us now change the theory of the fall-
ing to whenever an object is dropped ( A1) in 
the airless space ( A2, new!), it moves recti-
linearly in the direction of the center of the 
earth ( P1) with Newtonian acceleration ( P2). 
What is the relation between this new theory 
and the first one? B ut— a nd this is the crucial 
 point— i t does not provide as much informa-
tion as the new one. The old theory tells us 
nothing about acceleration but only about the 
direction of the fall. Its informative content 
or informative value is lower. However, the 
new theory is extended and more valuable; 
it has more informational content. We learn 
something additional in the new theory, 
namely about acceleration. The new theory 
has extended the old one rather than disprov-
ing it. As David Sloan Wilson puts it, a new 
theory is not just a new interpretation of pre-
vious observations but opens doors to new 
observations, doors that were not even visible 
to the old theories ( Wilson 2019).

The niche construction theory can be seen 
as such an extension. It does not necessar-
ily falsify the previous one ( mutation, selec-
tion, and passive adaptation), according to the 
 well- k nown science theorist Karl Popper. The 
extension here is, for example, the active con-
tribution of organisms to their own change 
with the help of their niche constructions. 
Other new contributions are the intrin-
sic mechanisms of the embryo for generat-
ing phenotypic variation, which we learned 
about in  Chapters 3 and 4.

Let us now extend the discussion one step 
further. The statements of the niche construc-
tion theory, according to which there is an 
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interdependence of heredity and develop-
ment in the evolution of niche constructions 
( Section 5.3), bring predictions into play that 
cannot be derived from the previous theory 
at all, namely bias the niche construction 
processes. Consider the example of lactose 
tolerance ( Section 5.3); a whole new culture 
emerges there and is inherited. This consti-
tutes bias.

Transferring the same idea to our example 
theory of the falling object, we would now 
perhaps say: whenever an object is dropped 
in an airless space, it moves with Newtonian 
acceleration rectilinearly in the direction 
of the center of the earth and simultane-
ously with an earth rotation motion ( P3). 
Including the earth’s rotation in the theory 
introduces another assumption, namely that 
the earth rotates, and the stone accompanies 
the rotation ( A3). This assumption is impact-
ful and can be viewed as a fundamental 
reconsideration. It brings with it an equally 
new prediction and new informational 
content, namely that the object follows the 
earth’s rotation ( P3). One can say that the 
new assumption and prediction change the 
model drastically. They lead, analogously 
to the niche construction theory, to a new 
bias ( object follows the earth’s rotation) that 
was not included before. This bias could be 
seen as equivalent to that in the constructed 
niche.

We can now discuss whether the theory 
including the earth’s rotation is a break line 
and therefore leads to a conceptually new the-
ory or whether it is again an extension of the 
old one. Those who only need the absolute 
 geo- p osition of the observer with the falling 
object will always argue the claim that the 
original theory is completely okay. He will 
say that the earth’s rotation is of no impor-
tance, it is “ nice,” but necessary only in a few 
cases. Therefore, the inclusion of the earth’s 
rotation does not constitute a fundamental 
change worthy of a new theory for them. 
Their colleague, whose profession deals with 
the calculation of the orbit of satellites, of 

course sees this differently and has only a 
smile for them.

We can summarize that the perspective or 
the environment of assumptions is crucial to a 
theory. From this point of view, both theories 
can possibly be valid side by side. However, 
those involved know exactly what and how 
much information is in each and for which 
cases it is applicable.

Of course, fault lines can also be seen in 
evo-  devo theory (  Chapter  3). For example, 
the independence of heredity and develop-
ment ( conventional view) is viewed critically 
compared to the assumption of interdepen-
dence (  evo-  devo view). Independence of the 
two would mean, according to earlier ideas, 
that genetic inheritance clearly informs the 
development of the phenotype. However, 
we have learned that this does not hold true. 
Furthermore, it is equally critical that the 
Modern Synthesis assumes genetic inheri-
tance as the only form of inheritance, while 
 evo-  devo, as well as the theory of niche con-
struction, incorporate inclusive or ecological 
inheritance.

 

No less relevant to  evo-  devo is the view 
of natural selection as the sole causal fac-
tor of evolution ( conventional view) versus 
constructive mechanisms of development as 
causal factors of evolution ( e vo- d evo view). 
More importantly, if interdependencies in the 
form of interactions of causalities are brought 
into play, i.e., if embryonic development and 
niche construction can each be evolutionary 
causes and effects ( Section 5.2), then one can 
conclude that these views result in a whole 
new theoretical structure, for these aspects 
are not included in the synthetic theory of 
evolution. Depending on the evaluation of 
these different fault lines, there are possible 
incompatibilities with the standard theory 
of evolution. We will see, however, that the 
EES, as presented in  Chapter 6, in contrast to 
some of its individual representatives, does 
not strive for such a departure from the syn-
thetic theory of evolution today and justifies 
why it does so.



145THE NICHE CONSTRuCTION THEORY

Recognition of a theory as novel is also a 
psychological feat. Daniel Kahneman has 
described the hurdles in the recognition of a 
novel theory with the term “ t heory- i nduced 
blindness.” This is explained further at the 
end of this book in C hapter 9.

The niche construction theory, like the 
theory of evolutionary development, is inte-
gral to the Extended Synthesis.  Chapter  6, 
which introduces the EES, will clarify both 
of them. With the introduction to e vo-  devo 
and to niche construction, the reader will be 
well prepared to follow the goals and reason-
ing of the Extended Synthesis in evolutionary 
theory. C hapters 7 and 8 will then focus on 
the dominant role of niche construction in 
the evolution of human thought and our cul-
ture.  Chapter 9 will return to types of theo-
ries and clarify that the theory of the falling 
stone or object is a simpler theory than that of 
evolution and that one cannot therefore lump 
the two together without further ado. For 
the moment, however, the example is quite 
helpful.

5.6   SuMMARY

The niche construction theory is one of 
the four supporting elements of the EES. 
According to this theory, organisms actively 
shape and reshape their environment. Their 
own evolution then takes place in the envi-
ronment they help to shape. Organisms are 
thus not passive recipients of selective influ-
ences. The niche construction theory recog-
nizes reciprocal cause-    and-  effect mechanisms
in evolution and views niche construction as 
a new, independent evolutionary selective 
mechanism in concert with natural selection. 
Among other things, the theory of  gene- 
 culture coevolution seems indispensable 
to a better understanding of the evolution 
of humans, whose actions are increasingly 
changing the globe.
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CHApTER SIX

Extended Evolutionary Synthesis

This chapter describes a project called the 
EES ( https:// extendedevolutionarysynthesis.
com) and a  follow-  up project that surpasses it 
( Section 6.5). The EES project is not the offi-
cial presentation of the EES theory. However, 
a total of 51 internationally known scientists 
from eight universities or academic institu-
tions and various disciplines have contributed 
to it. Perspectives may vary among members 
of the same discipline. At this scale and with 
the budget approved, this coordinated pro-
gram of empirical and theoretical research, 
launched in September 2016, is by far the 
largest, most representative, and dedicated 
to extending traditional evolutionary theory. 
By the end of 2019, the project had already 
yielded well over 100 publications in leading 
journals, with more to follow. In addition, 
there are relevant books, international work-
shops, and conferences ( https:// extendedevol
utionarysynthesis.com).

The declared main goal of the project is 
to clarify the structure of EES theory and to 
strengthen empirical support for the state-
ments it contains. The project title “ Putting the 
Extended Synthesis to the Test” also expresses 
the latter intention. The project was finan-
cially supported by the US John Templeton 
Foundation with an amount in millions  
( https:// extendedevolutionarysynthesis.com/ -
the-  project/ funders/). The individual disci-
plines are not equally weighted; for example, 
the project emphasizes niche design over  evo- 
 devo. In response to my inquiry, the project 

management confirmed that the EES project 
does not claim to be exhaustive in its selection 
of topics. For example, those responsible rec-
ognize threshold effects,  self-  organization, and 
the distinction between variation and innova-
tion as important aspects, but these were not 
explicitly included in the scope of the current 
project.

The EES is described as a means of gaining 
a new understanding of evolution. It differs 
from the Modern Synthesis ( MS), the stan-
dard model of evolutionary theory in use 
today (  Chapter 2). However, the EES does not 
replace the MS; rather, it is repeatedly pointed 
out that its theses can be used in parallel with 
those of the MS to stimulate novel research in 
evolutionary biology ( https:// extendedevoluti
onarysynthesis.com/  about-    the-  ees/).

Two unifying concepts form the basis of the 
EES, namely, constructive development and 
reciprocal causation. The following key find-
ings from four research areas are emphasized:

• Developmental bias

• Developmental plasticity

• Inclusive inheritance

• Niche construction

Important technical terms in this chapter 
( see glossary): Agency, agent, constructive 
evolution, developmental bias, developmen-
tal plasticity,  evo-  devo, inclusive inheritance, 
macroevolution, microevolution, niche con-
struction, reciprocal causality

https://extendedevolutionarysynthesis.com
https://extendedevolutionarysynthesis.com
https://extendedevolutionarysynthesis.com
https://extendedevolutionarysynthesis.com
https://extendedevolutionarysynthesis.com
https://extendedevolutionarysynthesis.com
https://extendedevolutionarysynthesis.com
https://extendedevolutionarysynthesis.com
https://doi.org/10.1201/9781003341413-6
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6.1   EMERGENCE OF THE EES PROJECT

The illustrations of the MS are, in the eyes of 
many, too general to explain evolution in the 
modern context. Thus, the EES is an alterna-
tive approach to the nature of development, 
construction of heredity, and causes of evolu-
tionary change and adaptation. The article The 
extended evolutionary synthesis: its structure, assumptions 
and predictions ( Laland et  al. 2015), by a team 
of experts on various topics ( evolutionary 
genetics, ecology, epigenetics, evolutionary 
developmental biology, and philosophy of 
science) was the first attempt to define the 
assumptions of the EES, describe its unifying 
ideas, and make some telling predictions.

The field of EES research involves an  ever- 
 increasing number of scientists, including 
members of the National Academy of Sciences, 
fellows of the Royal Society, fellows of the 
American Association for the Advancement of 
Science, members of other national academies, 
a past president of the European Society for 
Evolutionary Biology), the president of the EED 
Biology, former  editors-    in-c  hief of journals 
such as the Journal of Evolutionary Biology, American 
Naturalist, Evolutionary Ecology, and Theoretical 
Population Biology, and a winner of the Motoo 
Kimura Prize for Outstanding Contributions 
to Population Genetics. Other researchers who 
are not part of the current project are associ-
ated and support the effort ( https:// extendede
volutionarysynthesis.com/ people/).

6.2   OBJECTIVES OF THE EES PROJECT

The objectives of the EES project are twofold  
(https://extendedevolutionarysynthesis.com/ -
the-  project/  summary-    of-    our-  research/). The
first is to test the EES predictions ( Section 6.3) 
with an empirical research program, in other 
words, empirically substantiate them. For 
example, one might seek the relevance of cer-
tain predictions, concepts, or mechanisms in 
evolution, such as constructive evolution or 
developmental plasticity. Are the predictions 
in question exceptional or do they tend to be 

  
  

the rule in evolution? The project aims to pro-
vide solid underpinnings for the EES, stimu-
late new questions, develop critical tests, open 
new lines of research, and provide insights that 
extend beyond the traditional view of the MS.

The second objective is to clarify possible 
structural changes in the theory of evolution. 
We learned in  Chapter 2 which form of the MS 
represents the principal causes of evolution. The 
scheme of the MS is greatly simplified: genetic 
mutation—natural selection—adaptation.
These three principles are exclusively based 
on a genetic representation. Thus, the MS not 
only describes the evolution in terms of genes 
but also makes assumptions about the causal 
relationships in evolution by natural selection. 
For example, genetic mutations are the basis of 
trait selection. Alternatively, natural selection 
promotes the most suitable individuals for sur-
vival and reproduction. It is important to rec-
ognize that genetic representation is only one 
of several viewpoints and is not necessarily a 
true representation of nature in terms of the 
interplay of all the factors in evolution. There 
may be other descriptions of biological causes 
that are better suited to answering interesting 
questions about evolution. The EES project is 
devoted to such alternative causes. The overall 
structure of the EES is characterized by new 
assumptions, causalities, and predictions.

In particular, the above two key EES con-
cepts, namely, constructive evolution and 
reciprocal causality, influence and change the 
above causal. Directed development, develop-
mental bias, and epigenetic inheritance also 
impact the structure or causal relationships of 
evolutionary theory: not only do new causes 
appear, but c ause–  effect chains change and 
pivot.

        

Specifically, the subprojects of the EES project 
aimto(https://extendedevolutionarysynthesis.
com/t  he-p  roject/s  ummary-    of-    our-r  esearch/)

• demonstrate the explanatory potential 
of the EES

• implement critical empirical tests of 
the key EES predictions

    

https://extendedevolutionarysynthesis.com
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• develop new conceptual and  formal- 
 mathematical theories

• raise awareness of the importance of a 
conceptual framework and the promo-
tion of pluralism.

Accordingly, the research provides

• clear assessments of the significance of 
controversial evolutionary processes 
( e.g., niche construction, nongenetic 
inheritance, etc.)

• clarification of the evolutionary sig-
nificance of individual responses to the 
environment (plasticity)

• new theoretical approaches to complex 
genotype-  phenotype relations

• clarification of the extent to which 
development processes explain l ong- 
 term trends, parallel evolution, biologi-
cal diversity, and evolvability.

  

  

6.3   NEW PREDICTIONS 
ABOuT EVOLuTION

The EES project arrives at different predic-
tions about evolution than the MS. The pre-
dictions of both are compared in T able 6.1.

The EES project page emphasizes that all 
recognized causes of evolution ( e.g., natural 
selection, genetic drift, mutation, etc.) and 
heredity ( e.g., genes), as well as the multi-
tude of empirical and theoretical findings 
that have been made in the field of evolu-
tionary biology, are accepted in the proj-
ect. It is emphasized that the EES does not 
reject the current theory or seek a revolution 
in the sense of Thomas Kuhn ( Kuhn 1962)  
(https://extendedevolutionarysynthesis.
com/  synthesizing-    arguments-    and-    the-  
e  xtended-    evolutionary-s  ynthesis/). Rather, 
the EES seeks to complement the existing 
causal framework by recognizing addi-
tional causes of evolution ( e.g., biased 
development) and heredity ( e.g., inclusive 
inheritance) that fit completely within the 
framework of established causes.

  

6.4   BRIEF DESCRIPTION OF THE 
INDIVIDuAL RESEARCH PROJECTS

The EES program comprises 22 research proj-
ects (https://extendedevolutionarysynthesis.
com/  the-  project/  research-  projects/) divided
into four interrelated themes. Experimental 
and theoretical studies test EES hypotheses by 
comparing and evaluating predictions from 
traditional and EES perspectives. The sum-
mary of each topic presented here may seem 
a bit abstract, so please refer to the examples 
in chapter 4. Nevertheless, the topics dis-
cussed in this chapter can give an idea of how 
targeted work is being conducted on specific 
research questions to better understand evo-
lution. Selected projects from this list were 
described in more detail earlier ( Sections 3.8 
and 5.2).

   
  

The first group of projects deals with con-
ceptual issues in evolutionary theory. Historical 
analysis helps to understand the structure of 
evolutionary theory and how it has changed 
over time as well as the causes of and resistance 
to fundamental change. In a subproject involv-
ing philosophers and biologists, researchers are 
determining how the conceptual structure of 
evolutionary theory affects the answers to evo-
lution’s big questions: How are fitness, adapta-
tion, and inheritance understood in traditional 
theory and from an EES perspective? By col-
laborating with theoretical biologists and phi-
losophers, we are evaluating the explanatory 
power of models and their different assump-
tions about evolution and heredity ( see Uller 
and Helanterä 2019).

The second project group consists of six 
individual projects dealing with evolutionary 
innovation. In them, research is conducted on 
how and via which mechanisms evolution-
ary development can produce innovations. 
For example, the interactions between s hort- 
term phenotypic plasticity and long-  term
genetic evolution are tested in the model. 
Conditions have been found that support 
the prediction that developmental plasticity 
influences evolution, and stabilizing genetic 
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 TABLE 6.1
Traditional predictions and predictions stemming from the EES project

Traditional predictions EES predictions

1 Genetic change causes, and logically 
precedes, phenotypic change, in 
adaptive evolution

Phenotypic accommodation can precede, rather than 
follow, genetic change, in adaptive evolution

2 Genetic mutations, and hence novel 
phenotypes, will be random in 
direction and typically neutral or 
slightly disadvantageous

Novel phenotypic variants will frequently be directional 
and functional

3 Isolated mutations generating novel 
phenotypes will occur in a single 
individual

Novel, evolutionarily consequential, phenotypic variants 
will frequently be environmentally induced in multiple 
individuals

4 Adaptive evolution typically proceeds 
through the selection of mutations 
with small effects

Strikingly different novel phenotypes can occur, either 
through mutation of a major regulatory control gene 
expressed in a  tissue-  specific manner, or through 
facilitated variation

5 Repeated evolution in isolated 
populations is due to convergent 
selection

Repeated evolution in isolated populations may be due to 
convergent selection and/ or developmental bias

6 Adaptive variants are propagated 
through selection

In addition to selection, adaptive variants are propagated 
through repeated environmental induction, nongenetic 
inheritance, learning and cultural transmission

7 Rapid phenotypic evolution requires 
strong selection on abundant 
genetic variation

Rapid phenotypic evolution can be frequent and can result 
from the simultaneous induction and selection of 
functional variants

8 Taxonomic diversity is explained by 
diversity in the selective 
environments

Taxonomic diversity will sometimes be better explained by 
features of developmental systems ( evolvability, 
constraints) than features of environments

9 Heritable variation will be unbiased Heritable variation will be systematically biased toward 
variants that are adaptive and  well-  integrated with 
existing aspects of the phenotype

10 Environmental states modified by 
organisms are not systematically 
different from environments that 
change through processes 
independent of organismal activity

Niche construction will be systematically biased toward 
environmental changes that are well suited to the 
constructor’s phenotype, or that of its descendants, and 
enhance the constructor’s, or its descendant’s, fitness

11 Parallel evolution explained by 
convergent environmental 
conditions

Repeated evolution in isolated population may be due to 
niche construction

12 Ecosystem stability, productivity, and 
dynamics explained by competition 
and trophic interactions

Ecosystem stability, productivity, and dynamics critically 
dependent on niche construction/ ecological inheritance.

All predictions are tested in the EES project, usually in several individual projects (https://  extendedevolutionarysynthesis.com).

https://extendedevolutionarysynthesis.com
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accommodation follows. Here, insight is also 
provided into how phylogenetic lines in ani-
mals and plants retain their ability to evolve 
while undergoing adaptation ( see Rago et al. 
2019). Another project quantifies the extent 
of developmental bias and how it affects evo-
lutionary innovation ( cf. Uller et  al. 2018). 
In each case, research is being conducted on 
the core question of how innovation arises in 
evolution. This book has also posed this ques-
tion repeatedly.

A project on Onthophagus, dung beetles is 
examining how evolutionary innovation, 
or the development of novel phenotypic 
variation, is influenced by developmen-
tal processes and ecological conditions, i.e., 
environmental conditions. It is testing the 
hypothesis that plasticity influences the evo-
lution of morphological and life history traits 
( see Macagno et al. 2018, Section 3.8; Casasa 
and Moczek 2018; Pespeni et al. 2017). Using 
the examples of transitions from unicellular 

to multicellular organisms or the evolution of 
complex insects and human societies, another 
project is investigating the role of niche con-
struction and nongenetic inheritance. Such 
transitions require complex group adapta-
tions. To this end, researchers are attempting 
to trace the evolution of group adaptations 
using tools from computer science and math-
ematical biology.

In another experimental project, factors 
that promote the transition from unicel-
lular to multicellular status are identified 
by comparatively analyzing unicellular and 
multicellular species of algae, fungi, and cya-
nobacteria (  Figure 6.1). Using Chlamydomonas, 
a green alga that can occur in unicellular 
and multicellular states, as a model organ-
ism, scientists determined the contribution 
of directional evolution to multicellularity. 
In so doing, they found that several proto-
zoan species exist under conditions known 
to enable multicellularity. In particular, 

 Figure 6.1  Multicellular green alga (Volvox carteri). Volvox algae are multicellular green algae two millimeters in 
size. Their individual cells resemble unicellular green algae. This makes them particularly suited to the study 
of the transition from unicellularity to multicellularity, one of the most important in the history of life on 
Earth. Before this transition, cells were uniform. Cell differentiation occurred several times in further steps 
during evolution. In Volvox, this was an evolutionarily recent event, as evidenced by its two cell types.
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protozoa were discovered to have the role 
of a gelatin layer around the cell that allows 
them to pass through the gut unharmed by 
predators. This weakens the a nti-  predator 
thesis on the transition to multicellular-
ity, which states that unicellular organism’s 
transition to the multicellular form to pro-
tect themselves against predators, which may 
then no longer be able to prey on the multi-
cellular organism. However, in this specific 
case, this is not absolutely necessary because 
of the protective gelatin layer on the unicel-
lular organism. Therefore, the evolutionary 
emergence of complexity, which we must 
deal with during the transition to higher life 
forms, is in focus.

In the last project of this group, which deals 
with innovations, the role of developmen-
tal plasticity in the evolution of nest build-
ing behavior is investigated with the help 
of mathematical models, using the example 
of termite structure building (  Figure  6.2). 
Constructive evolution and niche construc-
tion are contrasted with the traditional 
genetic view of evolution.

The third group of projects deals with 
inclusive inheritance in five subprojects. 
This includes symbionts, epigenetic vari-
ants, parental effects, and learned knowl-
edge. This group investigates how and why 
symbiotic interactions between the host and 
the microbiota have evolved, with a focus on 

mutual niche construction. For example, one 
is interested in how  gene-  based adaptation 
exists without genome modification, such as 
host adaptation, by changing the microbiome 
composition. In one project, mathematical 
approaches are used to predict and interpret 
inheritance patterns of microbial diversity 
under different environmental conditions. 
This analysis is particularly relevant to medi-
cine and also provides theoretical predictions 
relevant to other fields, such as pest control 
and conservation ( see Kolodny et al. 2019).

Another key mode of inheritance in ani-
mals is social learning and teaching. Here, 
in a theoretical project, it was found that the 
learned skill of deception can evolve under 
numerous conditions and change during the 
life cycle. Deception is known to bird moth-
ers who lure predators away from their young 
by feigning injury and a broken wing.

Current models of nongenetic inheritance 
are also being developed using state-    of-    the-
 art omics methods, i.e., genomic or proteomic 
methods ( the proteome is the totality of all 
proteins), to document stress responses of the 
large water flea (Daphnia magna) (  Figure  6.3) 
to toxic cyanobacteria. Researchers are inter-
ested in how these responses influence later 
generations through maternal effects and 
how natural selection subsequently influ-
ences inheritance as a function of environ-
mental conditions ( see Radersma et al. 2018). 

  

  

 Figure 6.2  Termite structures in Namibia. Termite structures are a typical example of niche construction.
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 Figure 6.3  Large water flea. Depicted is a female with eggs.

Scientists refer to this as gene–    culture–
 microbiome coevolution. The microbiome 
plays a crucial role in development and is 
often inherited genetically and epigenetically 
through the mother.

  

In a project on niche construction and 
microbiome function, Onthophagus dung beetles 
are used to investigate the role of the micro-
biome and larval conditioning in facilitating 
ecological specialization in dung beetle species 
and their response to novel anthropogenic, 
i.e.,  human- i nduced, challenges, such as anti-
biotics and toxins, and to natural environ-
mental fluctuations. It will be tested whether 
novel members of the microbiome lead to the 
acquisition and stable, nongenetic inheritance 
of new functions ( see Parker et al. 2019; L edón- 
 Rettig et al. 2018; Schwab et al. 2017; cf. Section 
5.2; Schwab et  al. 2016). The predictions of 
theoretical models designed in this study are 
empirically tested in Onthophagus taurus. In this 
horned beetle., the microbiome inherited via 
the dung ball is essential for digestion and 
growth, and host species diverge evolution-
arily depending on their microbiota.

The fourth and last project group focuses on 
evolutionary diversification. Nine subprojects 
are dedicated to this area, and they test the 
core question: Can plasticity guide evolution? 
In the t hree-  spined stickleback (Gasterosteus  

aculeatus), researchers investigated whether a 
high degree of ancestral plasticity is associated 
with an accelerated rate of genetic divergence. 
In addition, they examined whether patterns 
of genetic variation ( consistent with the tra-
ditional expectation) or ancestral plasticity 
( consistent with the EES expectation) best 
explain the evolutionary change in saltwater 
and freshwater populations ( see Foster et al. 
2019). Regions of the genome were found 
to be selected in a freshwater environment, 
which can be taken as support for the thesis 
that the Genes are followers ( Section 3.8). Finally, 
the result of  genome- w ide comparative stud-
ies should determine whether ancestral forms 
of plasticity have controlled evolutionary 
change during stickleback radiation.

A project on Anolis lizards (  Figure  6.4) is 
testing the hypothesis that developmental 
responses to mechanical stress drive adaptive 
limb length diversification in lizards. One 
examines the role of plasticity in limb length 
divergence via ( a) comparisons of phenotypic 
plasticity in animals reared under different 
conditions and ( b) interspecific comparisons 
between phenotypically divergent species 
using comparative gene expression analysis of 
long bone growth zones ( cf. Feiner et al. 2017, 
2018). The result is that plastic traits, such as 
limb length, show higher evolvability.
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 Figure 6.4  Anolis (Anolis carolinensis). A species of the genus Anolis is used for an EES project to investigate how 
different mechanical stresses affect limb length.

A project is investigating the mutual causal-
ity between phenotypic plasticity and genetic 
evolution of eyespots in the African butter-
fly Bicyclus anynana ( Section 4.4). The goal is 
to understand whether and how the evolu-
tion of plasticity and directional develop-
ment influences evolutionary diversification 
as well as the extent of parallel evolution in 
butterflies in different geographic locations 
with similar environments ( cf. Balmer et al. 
2018; Nokelainen et al. 2018; van Bergen et al. 
2017). This project confirms the EES predic-
tion that bias can fundamentally shape diver-
sification. However, it also showed that a bias 
can be overcome. Surprisingly, this case led to 
a “ dramatic exploration of morphospace,” or 
morphological possibilities ( Brattström et al. 
2020).

The next project investigates the dynamics 
of thermal adaptations in beetles and large 
and small dragonflies on  micro-   and macro-
evolutionary time scales. The relationships 
between thermal plasticity, behavioral ther-
moregulation, tolerance to different ther-
mal conditions, and temperature-  dependent
morphological traits will be analyzed, as will 
the relationship between these traits and spe-
ciation and extinction rates. Plasticity is thus 
understood as a bridge between  micro-   and 
macroevolution.

     

Other projects focus on niche construction. 
For example, one project tests the hypothesis 
that in animals, artifact building ( e.g., nests 
and spider webs) generates consistent and pre-
dictable selection pressures that lead to consis-
tent responses to selection across species, and 
in turn, to predictable developmental trends 
and parallel patterns across traits. The project 
entails data collection on nest construction in 
birds and fish and web building in spiders, 
making predictions about expected selective 
responses to this niche construction activity, 
and testing of these predictions using com-
parative phylogenetic methods ( see Laland 
et  al. 2017). As predicted, a m eta- a nalysis 
shows that components of the environment 
constructed by organisms ( as distinct from 
nonconstructed ones) have different proper-
ties and they trigger their own evolutionary 
responses ( Clark et al. 2019).

A project on the fauna of coral reefs is 
quantifying the niche construction of reef 
corals and assessing its impact on the local 
environment and biodiversity in the reef. 
Researchers are investigating the explanation 
of biodiversity in coral reefs and the role of 
different types of coral niche construction 
in this. The evolutionary effects of coral reef 
constructions on the biodiversity of the fishes 
living there are remarkable (  Figure 6.5).
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 Figure 6.5  Coral reef. Coral reefs are diverse niche constructions that influence the evolution of several fish 
species and other reef inhabitants.

In a project on niche construction and evo-
lutionary diversity in experimental marine 
microbial communities, researchers are
investigating the effects of niche construc-
tion using synthetic miniature ecosystems 
subjected to experimental manipulations 
of various forms of niche construction. The 
functional responses of bacterial populations 
to complementary and conflicting activities 
of niche construction are examined, and evo-
lutionary responses to niche construction are 
quantified ( see Paterson et al. 2018).

 

Another project assesses the role of niche 
construction by ancestors in the emergence 
of macroevolutionary patterns. It considers 
previously neglected aspects such as the gen-
eration of new resources and morphological 
innovations made possible by niche con-
struction. Scientists are developing a detailed 
theoretical model to understand the macro-
evolutionary dynamics of niche construction 
and ecosystem engineering. The predictions 
of this model are then tested using data 
from the fossil record ( see Brush et al. 2018; 
Daniels et al. 2017). A final theoretical proj-
ect will examine the importance of species 
interactions through predation, competition, 
and niche construction for ecosystem stability 
and diversity. The findings suggest that major 
transitions in evolution, such as from uni-
cellular to multicellular organisms, cannot 

occur without niche construction and pheno-
typic plasticity.

6.5   A PROJECT BEYOND EES: INSTANCES 
OF AGENCY IN LIVING SYSTEMS

A new major project is already surpassing the 
EES. In 2019, a research proposal on Agency in 
Living Systems was approved by five universities 
in the US, Canada, and Finland ( Moczek et al. 
2019;  https:// agencyinlivingsystems.com). 
The project is led by Armin Moczek and evo-
lutionary ecologist Sonia Sultan. Denis Walsh, 
a Canadian philosopher of biology, is respon-
sible for the evolutionary theoretical under-
pinnings (https://agencyinlivingsystems.
com/ members/).

In the natural sciences, agents are enti-
ties whose evolved mechanisms operate in a 
 self-  regulating manner, contributing to their 
own permanence, maintenance, and func-
tion. They do not require intentions, goals, or 
knowledge to do so. The criteria for an agent 
are being objective and observable. An agent 
consists of systems that can respond to occur-
rences in a way that reliably produces opera-
tional, stable end states.

This project aims to recognize and describe 
organisms as living agents and not as passive 
biological objects as in traditional evolution-
ary theory. Rather, organisms as agents actively 
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In Conversation with Eva Jablonka

Professor Jablonka, you moved to Israel from Poland as a young girl with your par-
ents in the 1950s. Please briefly describe what was it like then in the newly founded 
state. It must have been exciting for a child.
I was a child of 5 when I came to Israel. I hardly remember Poland, and I identified with 
Israel as it was, as I experienced it when I grew up and went to school in the 1960s. As I 
saw it, it was a country which was based on secular socialist ideas, on social justice, on 
solidarity. I had passionate love and loyalty for it. I was proud of it, I believed it would 
be a beacon of human rights. Unfortunately, it has not lived up to expectations. It is now 
a capitalist country with one of the greatest disparities between rich and poor in the 
Western world, which rules over territories we occupied over 50 years ago, and denies 
basic rights to the people who live there. It is also increasingly leaning toward religious 
fundamentalism. It is heartbreaking.

A scientist with your reputation could also have taught at one of the w ell-  known US 
universities. You certainly had offers. Why did you stay in Israel?
There are many considerations in one’s life, and I never seriously considered leaving 
Israel. My family was there. My friends, many colleagues and students, my language, 
my sense of cultural and social  identity— e ven as I got increasingly critical of politics. I 
never felt intellectually constrained in Israel. On the contrary. It is one of the most intel-
lectually vibrant places I have ever encountered. It is far less conservative than most of 
mainstream US academia.

You have studied nongenetic inheritance for decades. It took more than 30 years for 
Barbara McClintock’s jumping genes, to be recognized. It seems that biology is slow 
to accept new perspectives on inheritance. Why is that?
Because inheritance is f undamental— p ractically, socially, and theoretically. Ideas about 
inheritance have impact on the way we think about politics, social justice, health and 
disease, and evolutionary history. The complex scientific history of heredity and evolu-
tion in the 20th century is a testimony to the fundamental and socially influential role of 
ideas about heredity on politics. Eugenics in the West and Lysenkoism in the USSR are 
known examples of the tragic misuse of ideas about heredity. Within biology, the way 
we understand heredity impinges on the way we understand development and evolu-
tion, so changing ideas about inheritance can change fundamental theoretical assump-
tions. This leads to understandable scrutiny and resistance: scientists will not abandon 
what they see as a  well-  tested mainstream approach in which they were socialized, for 
a novel one. Scientists have professional commitments, interests and habits of thinking, 
and their scientific style of thinking is embedded within a larger cultural system. All this 
can lead to resistance even when the evidence for a new theory is very good. It takes a 
long time for a style of thinking to change.

Biologists hesitate to accept epigenetics, whose contributions to evolution are con-
sidered insignificant. Do we have reliable empirical evidence that epigenetic inheri-
tance has influenced evolution?
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Marion Lamb and I have written so much about it. In our little book, Inheritance Systems and 
the Extended Evolutionary Synthesis ( Jablonka and Lamb 2020) we give many examples, which 
we think present a very strong case. There is evidence from experimental lab and field 
studies that there is abundant heritable epigenetic variation in populations and that it is 
selectable; many different simulation and mathematical models show that within the 
range of parameters that have been experimentally established, epigenetic variation can 
affect population dynamics; processes such as hybridization and symbiogenesis, which 
are implicated in evolution above the species level, involve epigenetic mechanisms.

“ Life is learning” said Konrad Lorenz. Karl Popper added that learning is the great-
est activity of life. You emphasize the importance of sharing information through 
learning. Here I recognize a particularly active form of inheritance through which 
individuals or groups transmit information. Does learning play a central role in the 
evolution of all life on Earth?
Learning is fundamental to the biology of organisms. Simple, n on- a ssociative forms of 
learning exist in all living organisms and are essential for their survival. Neural learning 
is implicated in every aspect of animal evolution, and was probably one of the factors that 
drove the Cambrian explosion.

Your book insists that variation is not based on chance, neither in morphology nor in 
the behavior of living beings. Would you say that chance plays only a marginal role 
in evolution?
No, chance is fundamental. The physical world is a dynamic buzzing world with a huge 
amount of stochasticity. This is also the nature of the biological world. There is a huge 
amount of variability, especially at the molecular levels, part of it random, part  semi- 
 directed. But this stochasticity is harnessed by various evolved biological, developmen-
tal processes. If you introduce an unexpected, unfamiliar change in conditions, either 
environmental or genetic, the organism does not just accept it passively. It is trying to 
cope with it. Evolved mechanisms are recruited, and the organism employs them. So 
phenotypic variation is not random, it is developmentally regulated and developmentally 
selected. The processes underlying these nonrandom phenotypic adjustments is what 
 West-  Eberhard called phenotypic accommodation. These mechanisms operate at many 
levels, including the molecular level. Epigenetic variations can be random with respect 
to function, but can also be  semi-  directed because the epigenetic mechanisms that gen-
erate them are part of the response system of the organism. Importantly, there may be 
selection among the most successful accommodators and this may lead to genetic accom-
modation. So the point is: even when at the molecular level variation is totally random, 
phenotypic variation rarely is.

Cultural inheritance is a fairly new, exciting topic in biology. The theory of niche con-
struction increasingly addresses cultural niches. How is culture related to evolution?
First, there is evolution of the cultural axis itself. Think about the evolution of human 
languages. Second cultural niche construction determines the kind of selection pres-
sures which individuals will be subject to. For example, if you are living in a linguis-
tic environment, there will be selection ( at all l evels—  genetic, epigenetic, cultural) for 



158 EXTENDING THE EVOLUTIONARY SYNTHESIS

variations that make individuals thrive in it, most obviously, variations that directly 
affect the many aspects of linguistic ability and linguistic communication.

Although our communication methods have evolved from cuneiform to the Internet, 
and we will soon fly to Mars, we are still the same biological species.
I am not sure we are quite the same. Even if the genetic differences make no difference, 
epigenetically we certainly are not the same. Plasticity is a biological trait, and it has 
biological manifestations.

We will soon use CRISPR to customize our genome and may develop A I- b ased robots 
that challenge us. How far can we evolutionarily decouple from biology?
I don’t think this will be a decoupling. It will be new evolutionary dynamics. The CRISPR 
technology is a biological technology. Future AI will present complex problems, I think. 
At some time in the future, AI may compel us to redefine our notion of life. But we are 
not yet there.

You are among evolutionary biologists such as Gerd Müller ( Vienna), Denis Noble 
( Oxford), and Stuart Newman ( New York) who support replacing Modern Synthesis 
with a new theory of evolution. Does the Extended Synthesis project compromise 
itself by addressing only extension rather than a new construction?
There is continuity between the MS and the EES, and the term “ extended” highlights 
this. There is also a need for revision, which is not captured by this term. I am not sure 
what the ideal term is. Marion and I talked ( tongue in cheek) about the “ p ost- m odern 
synthesis”. The adjective “ extended” was chosen in order to allow a dialogue with MS 
proponents so that they will realize that there is no wish to throw out the baby with the 
bathwater. It was a somewhat naïve assumption because the opposition did not appreci-
ate it, maybe even regarded it as a sign of weakness.

Please allow me to ask two different but no less interesting questions: Together with 
the neurobiologist Simona Ginsburg, you recently published a book on the evolu-
tion of consciousness ( Ginsburg and Jablonka 2019). That sounds exciting because 
we currently know almost nothing about consciousness. Denis Noble says that con-
sciousness is not a neural object, and according to Thomas Nagel, consciousness even 
has an irreducible subjective character. Does that leave an objective view at all? How 
can you then write about the evolutionary origin of consciousness?
We think that a good biological understanding of consciousness is possible, and we 
profoundly disagree with Nagel. Consciousness is a mode of being of some living sys-
tems ( we are not aware of  non- l iving conscious entities). We think that an evolutionary 
approach focused on the transition from  non-  conscious to conscious organisms can be 
very informative, and do the same service to science as did the research program on the 
origin of life, which demystified life. This is the approach we employ.

The  well- k nown neurobiologist and bee researcher Randolf Menzel said in a recent 
interview that “ the bee knows who she is.” Today forms of thinking in animals are 
known, but do you go so far as to ascribe animal’s consciousness?
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Yes, as we argue in detail in our book on consciousness, many ( though by no means all) 
animals are conscious, subjectively experiencing colors and sounds, pains and pleasures. 
These include most vertebrates, some arthropods, such as the bee, and cephalopods 
( squid, cuttlefish, octopus)

The relationships to our animal ancestors are clearer now more than ever. What 
remains evolutionarily unique to man?
Humans live, as the philosopher Ernst Cassirer said, in the symbolic dimension. Our 
cognitive and emotional development and our evolution are molded and driven by the 
values of our symbolic cultures. We are profoundly different from other animals.

Professor Jablonka, thank you for this interview.

generate adaptation, resilience ( stability), and 
innovation. Moreover, the corresponding 
mechanisms occur at different levels of bio-
logical organization. The processes involved 
can be described empirically and theoreti-
cally. The project is best described by the 
multimillion dollar research proposal, from 
which I drew the summary below. The factual 
content is already comprehensively explained 
by Denis Walsh in his book Organisms, agency, 
and evolution ( Walsh 2015).

The project will identify agencies at differ-
ent levels of organization. At the lowest level, 
these are gene regulatory networks; they can 
use cellular and environmental signals to 
dampen perturbations in developmental pro-
cesses and also to promote new outputs along 
specific trait axes. At the higher level, cells 
and tissues interact dynamically in the devel-
oping embryo in such a way that integrated, 
potentially innovative functional structures 
emerge. At an even higher level, organisms in 
their entirety can modulate body proportions. 
This occurs via a plastic response to the envi-
ronment, and in certain cases, through the 
epigenetic transmission to offspring. Finally, 
 short- l ived responses by individual social 
organisms can prompt a collective behav-
ior, which then determines the functional 
properties of the entire colony. The various 
mechanistic levels thus span the entire spec-
trum from DNA variation to the phenotypic 

outcome that determines individual success 
and drives natural selection. Seen in this light, 
living systems can no longer be viewed and 
studied as mere objects of internal and exter-
nal forces but rather as autonomous agencies 
with different instances of agency.

The research team of Armin Moczek 
emphatically point out that DNA sequences 
cannot “ program” a phenotypic outcome, i.e., 
organisms do not come into being by reading 
out DNA alone, because countless other fac-
tors are involved at various levels. The  gene- 
 centric approach, according to which DNA is 
simply read out, misses the essence of biol-
ogy. Instead, the researchers mentioned in 
this section focus on the active formative pro-
cess, to overcome the  self-  imposed limits of 
previous understanding, and to make causal 
insights empirically and theoretically much 
more fully visible than before.

The project aims to answer the following 
two specific questions: What is an agency, and 
what is the science of agencies? Using various 
empirical approaches, researchers want to 
identify the mechanisms by which organisms 
( mammals, insects, and plants) can become 
agencies in the construction of their own new 
traits. Ultimately, this will result in a theory 
of organisms as purposive agencies and estab-
lish explanatory concepts and structures for a 
theory of instances of agency ( as opposed to 
the previous object theory).
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This project is extremely ambitious. To 
quote the objective and delimitation to the 
EES project from the project proposal kindly 
provided to me ( Moczek et al. 2019),

By addressing mechanisms from gene net-
works to colonies, and doing so across a 
broad range of organisms, the work pre-
sented here establishes an empirical and 
philosophical framework that includes 
the narrower foci of EES, but at the same 
time extends well beyond them to encom-
pass all of biology rather than just evolu-
tion. Accordingly, the proposed work will 
ground the findings of EES in a coherent 
and robust theory applicable to all areas of 
biology and to all types of organisms. At 
the same time, based on rigorous philo-
sophical concepts, our project will explore 
how recognizing organisms as evolution-
ary acting agents forces a change in how 
we study them and how we interpret 
scientific results. These conceptual chal-
lenges are also critical to the current EES 
project, but are beyond its intended scope. 
Our proposed work does not replicate or 
continue the EES project. It will, however, 
expand its impact by grounding its per-
spective in an important new way.

The project began in October 2019, and the sci-
entific push includes numerous dissertations 
and publications in scientific journals by the 
end of 2022 ( https:// agencyinlivingsystems.
com/ publications/). In addition, there will 
be relevant c ross- d isciplinary books on natural 
agency. Overall, this will result in a coherent 
conceptual framework for numerous empiri-
cal processes across multiple biological lin-
eages and all organismal levels.

In retrospect, we recognize that this 
research project is a continuation of earlier 
initiatives by Müller ( Section 3.4), Kirschner 
and Gerhart ( Section 3.5), Jablonka and Lamb 
( Section 3.6), Noble ( Section 3.7), and others. 
The original  evo-  devo approach focusing on 
developmental constraints is now extended. 
There are several ways to determine the poten-
tial evolutionary activity of organisms. While 
constraints are thematically and conceptually 

passive in character, and evolvability implies 
neutrality, developmental bias shows a more 
orderly, active character. However, the for-
mative and functional design potential of the 
organism and its organizational levels of orga-
nization comes to the fore even more strongly 
in terms such as facilitated variation or 
instances of agency and “ organism as agent.”

6.6   SuMMARY

Below, I summarize the predictions of the 
Extended Synthesis project ( this chapter) with 
the results of e vo-  devo theory (  Chapters 3 and 
4) and niche construction theory ( C hapter 5) 
in 22 points, organized here into seven 
themes now familiar to the reader.

The following list therefore contains 
research results on the EES project and on the 
other focal points of the Extended Synthesis.

1. Mutation 

• Mutation of DNA is one of sev-
eral factors explaining phenotypic 
variation. Embryonic development 
provides the conditions for specific 
forms of phenotypic expression 
and thus ways to explain the path-
way from genotype ( the totality of 
an individual’s genes) to phenotype 
( the totality of an individual’s rec-
ognizable characteristics) ( Pigliucci 
and Müller 2010).

• Nonrandom genetic mutation also 
occurs. Genetic mutation is to be 
seen at most as an initiator of the 
phenotypic variation that subse-
quently arises in development.

• On the one hand, chance ( random 
mutation) loses importance 
( Jablonka and Lamb 2014); on the 
other hand, evolution actively uses 
stochasticity.

2. Natural selection

• Natural selection is not solely 
responsible for generating 

 

https://agencyinlivingsystems.com
https://agencyinlivingsystems.com
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phenotypic variants; evolution-
ary development includes intrinsic 
mechanisms for producing phe-
notypic variation and innovation 
( Kirschner and Gerhart 2005; 
Müller 2017, and others). Natural 
selection thus loses sole control 
according to the new view. Its task 
is to  fine-  tune a trait that ontogeny 
has constructed and presented to it 
in a basic format ( Lange et al. 2014; 
Newman 2018).

 3. Phenotypic variation and evolutionary 
development

• Phenotypic accommodation may 
precede rather than follow the 
genetic variation in adaptive 
evolution.

• Phenotypic variation is, in several 
cases, biased and functional.

• Strikingly different new phenotypes 
can result from mutation of a key 
regulatory control gene expressed in 
a t issue- s pecific manner, from facili-
tated variation, or from a variety of 
interacting developmental processes. 
In short, “ phenotypic output is not 
a direct consequence of natural 
selection, but a consequence of the 
functional properties of the system” 
( Noble et al. 2014).

• Development exhibits considerable 
plasticity, that is, it can produce 
more than one continuous or 
noncontinuous variable form of 
morphology, physiology, or behav-
ior under different environmental 
conditions.

• The explanation of phenotypic 
variation and innovation has 
recently begun to refer increasingly 
to instances of agency at different 
biological levels and to organismic 
agents. These terms also address the 
( physiological) function of the sys-
tem as a whole ( Moczek et al. 2019).

• Evolutionary developmental biol-
ogy provides explanations for the 
pace of evolution. Its mechanisms 
allow rapid responses to selection, 
as well as mutational and environ-
mental changes ( Müller 2017). In 
particular, these are

a. The principle of nonlinear 
threshold effects in the forma-
tion of discontinuous pheno-
typic traits ( Meinhardt and 
Gierer 1974; Nijhout 2004; 
Tiedemann et al. 2012; Müller 
2010; Lange et al. 2014, 2018). 
The possibility of the evolution 
of discontinuous traits must 
be a part of the evolutionary 
theory.

b. The principle of s elf- 
organization (Turing 1952;
Meinhardt and Gierer 1974; 
Müller 2010; Raspopovic 
et al. 2014; Lange et al. 2018; 
Newman 2018).

• Robustness (hidden, /masked 
genetic mutations) or channel-
ing and genetic switches in gene 
regulatory networks that are easily 
changed create suitable condi-
tions for phenotypic variation 
( Waddington 1942; Kirschner and 
Gerhart 2005; Wagner 2014).

 

 
     

  

 4. Inheritance

• In addition to genetic inheritance, 
inheritance mechanisms that must 
be incorporated into evolution-
ary theory also include nongenetic 
inheritance, learning, and cul-
tural transmission. These forms 
are grouped with genetic inheri-
tance under the term inclusive 
inheritance.

• Individuals can acquire traits 
through reciprocal interaction with 
the environment and pass them on 
to subsequent generations.
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 5. Niche construction

• Niche construction systematically 
tends to environmental changes 
adapted to the phenotype of the 
constructor or that of its successors 
( atmosphere with oxygen, coral 
reefs, beaver dams, cities, etc.).

• The theory of niche construction 
views natural selection and niche 
construction as interacting causes 
of evolution and treats the adapta-
tion of organisms as outcomes of 
both processes.

• Niche construction is seen as a sep-
arate selective evolutionary p rocess 
alongside natural selection.

• Developmental niche construc-
tions are built by parents for their 
offspring ( nests, spider webs, 
and other dwellings). Parents 
thus modify their environment, 
and their offspring accommodate 
these constructions in their own 
development. Developmental 
niches represent specific selec-
tion conditions, modified by a 
particular construction, that help 
 determine the evolution of the 
young.

6. Evolutionary diversification

• Organismal diversity can be 
explained by the evolvability and 
constraints of the developmental 
system.

7. Conceptual topics/ philosophy of 
biology

• Biological systems have construc-
tive elements in their develop-
ment. They can change their own 
biology ( biased development, niche 
construction).

• According to the concept of recipro-
cal causality, evolution is based on 
a network of causality and feedback 
in which already selected organisms 

 

 

cause environmental changes; 
conversely, the modified environ-
ment ( niche) causes changes in the 
organisms that modified it. Both 
processes are types of selection 
( Kendal et al. 2011).

• Randomness is a basis for emergent 
order ( Noble R and Noble D 2018).

• Evolutionary theory is in transition 
from a predominantly p opulation- 
 statistical theory to a more 
mechanistic-  causal theory (Müller 
2010).
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ence evolutionary processes in multiple ways, 
including triggering speciation, shaping gene 
flow, and promotion of coevolution.
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CHApTER SEVEN

Theories on the Evolution of Thinking

Can the standard theory of evolution ade-
quately explain the extraordinary evolution-
ary growth of the human brain or neocortex 
( i.e., the part of the cerebral cortex with 
particular significance in primates)? Can it 
explain the peculiarities of human thinking, 
such as consciousness or empathy? This chap-
ter addresses these questions from a modern 
point of view and, for this purpose, intro-
duces two theories that do not belong to the 
extended synthesis but are related to it in their 
patterns of thinking. It will become clear that 
both theories, the theory of the social brain 
and Michael Tomasello’s theory of the natural 
history of thinking, are congruent with our 
previous discussions of niche construction 
(  Chapter 5) and have a higher propositional 
content than  neo-  Darwinian explanations. 
Moreover, the examples given here illustrate 
once more that the thinking of the EES is not 
limited to the evolution of organismic form.

Important technical terms in this chapter 
( see glossary): Consciousness, cooperation, 
Dunbar’s number, intentionality, niche con-
struction, ratchet effect, and theory of mind.

7.1   DARWIN’S VIEW OF THINKING

Twelve years after his  epoch-  making mag-
num opus The Origin of Species, Darwin pub-
lished a book on human evolution in 1871. 
He had already announced this bold topic 
in the last sentence of his first book. The 
new work was entitled The Descent of Man and 

Sexual Selection. ||||In it, Darwin comments 
at length on the evolutionary origin of the 
mental capabilities of humans and animals. 
He states that we could not be convinced that 
our high mental capabilities evolved in stages 
if our mental powers were fundamentally 
different from those of animals. In terms of 
mental capabilities, he sees “ no fundamen-
tal difference between man and the higher 
mammals in their mental faculties” but only 
slight variations that have developed gradu-
ally. He then discusses a variety of examples 
from the animal world, specifically, atten-
tion, memory, imagination, and reason. He 
goes on to comment on imitation, compari-
son, and choice, emphasizing their various 
gradations. He states that from the behavioral 
concomitants of action, we can infer whether 
it is taken by instinct, reason, or a mere asso-
ciation of ideas. He also addresses in detail 
the ( conflicting) views of his contemporaries 
on the evolution of thinking, such as, no ani-
mal has the capacity for abstraction, ability to 
form general concepts, or  ego-  consciousness, 
and no animal uses tools or language.

Darwin invalidates all these views, which 
was a remarkable accomplishment during his 
time. He concludes with the following remark: 
If the abovementioned abilities of animals, 
which he sees very differently, are themselves 
capable of development ( evolution), then it 
is not improbable that complicated abilities 
such as abstraction,  ego-  consciousness, and 
others have developed from simpler ones. To 

https://doi.org/10.1201/9781003341413-7
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the question of why the intellect of the mon-
key is not so far developed as that of humans, 
he answers that only ignorance of the succes-
sive evolutionary stages prevents him from 
providing a more precise answer to this. In 
summary, Darwin’s intention is to present 
the differences in the intellectual abilities 
of humans and animals as gradual and not 
principled. Otherwise, his theory would be 
inconsistent, and he could not derive our cog-
nitive abilities from those of animals ( Darwin 
1871). More skeptical than Darwin was his 
contemporary Alfred Russel Wallace. To him, 
the mental abilities of humans, language, art, 
and morals appeared so unique that he did not 
dare to make natural selection responsible for 
them. In this respect, he remained attached 
to his religious origin. After Darwin’s death, 
toward the end of the 19th century, psy-
chologists began to develop the concept that 
humans are the product of their evolutionary 
past, not only in their physical form but also 
in their behavior and culture.

Behaviorism and other concepts inter-
rupted this line of reasoning until the middle 
of the 20th century. According to behavioral 
theory, the mind cannot be a subject of sci-
entific discussion because it eludes direct 
observation. Above all, according to the 
abbreviated conviction of behaviorism, one 
cannot excavate the contents of thought, and 
thus, cannot say anything about one’s own 
evolutionary history. Archaeology has long 
adhered to this principle and has excluded 
several questions from the study of human 
evolution, such as emotions and intentions. 
However, today, few doubt that humans are a 
legitimate object of research for anthropolo-
gists, biologists, and psychologists, not only 
in their actions and cultural embeddedness 
but also in their thinking. Today, the major-
ity of these are convinced that, in addition to 
our cultural achievements, our mental abili-
ties can also be explained on the basis of our 
phylogenesis.

The focus is on the following two w ell- 
 known central evolutionary theses: ( 1). 

Evolution by natural selection and adaptation 
is the only known natural process that can 
produce a complex structure like the human 
mind. The features of thinking that we possess 
today are adaptive because they were advanta-
geous to our ancestors in the natural selection 
process. ( 2). Evolution acts over the long term. 
Our minds are therefore shaped by the l ong- 
 term challenges that humans have faced in 
their natural environment. We must be aware 
of this: during the greatest evolutionary time 
span, our hominin ancestors were h unter- 
 gatherers, but during this long evolutionary 
period, humans and their ancestors have gone 
through significant stages of change.

However, in the second half of the 20th 
century, the inclusion of human culture and 
the idea of cooperation gained importance as 
pillars of the study of human behavioral evo-
lution. The framework of the n eo-  Darwinian 
synthetic evolutionary theory, long limited to 
Darwin’s Survival of the Fittest ( i.e., survival of 
the best adapted or most able to reproduce), 
was thus greatly expanded (  Chapters 3–  6). 

7.2   THEORY OF THE SOCIAL BRAIN

How does modern science view the evolution 
of thinking? The theory of the social brain 
or social brain theory postulates that the 
social environment and group size of a spe-
cies promote the evolution of the brain via an 
increase in its size and thus also the evolu-
tion of the thought process. In short, humans 
have strengthened the selection pressure 
on their increasing brain size in the group 
itself. In the last 2 million years, a  climate- 
 conditioned strengthened selection pres-
sure inevitably led, by evolutionary favor, to 
increasing group size, whereby again larger 
brains with still more complex thinking abil-
ity were selected. Brain size would thus be 
a constraint, a limiting factor, for the social 
group size of a species. I will analyze this in a 
little more detail below.

The change in human thinking that this the-
ory outlines is described in terms of  so- c alled 
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orders of intentionality. Mentalization is
the ability to suspect and understand what 
another is thinking, or the ability to recog-
nize that others may have views of their own. 
This has been elaborated in the Theory of mind 
( Gamble et  al. 2015). Mentalization is more 
than empathy and involves cognitive under-
standing of the other in addition to feeling 
what the other is feeling.

 

Six orders of intentionality are distin-
guished. In the first order, I am aware of 
myself; I can recognize myself in the mirror. 
Besides us, some small apes, other mam-
mals, and some birds have this ability. In the 
second order, I additionally believe some-
thing about what my counterpart believes. 
For example, I believe that my girlfriend 
loves me. A  5-    year-o  ld child can already 
do this, but our early ancestors with small 
brains as well as the apes could also do this. 
In the third order, it becomes more dif-
ficult. Here, I think about what my coun-
terpart believes concerning a third person, 
although I do not believe it. For example, she 
believes that he loves her, but I do not, or 
you believe your boyfriend is convinced that 
you will not go on vacation without him, 
but I do not. Processing such thoughts is a 
demanding task that undoubtedly requires 
the capacity for language. A language can 
originate as a system of gestures. Species that 

utilized such systems also had the ability to 
produce compound tools. On  the  next  lev-
els, orders four to six, the concept of lan-
guage increases in abstraction. Such thought 
processes are reflected exclusively in narra-
tives and myths rather than oral communi-
cation. Only humans or Neanderthals with 
a highly developed language are or were 
therefore capable of thinking on higher 
order levels. Species at this level can not only 
master technology but also mentally process 
situations such as the prolonged absence of 
another and even death, which is also nec-
essary in a group society. At this point, it is 
important that human beings with mental 
intentionality of the fifth or sixth order can 
permanently deal with more conspecifics in 
the social environment than their ancestors 
with intentionality of the second or third 
order could.

But how is it possible to know at present 
what our ancestors as a group were mentally 
capable of when their social behavior cannot 
be excavated? Brain sizes, which can be read 
from found fossils, are assigned to average 
group sizes. These represent possible individ-
ual social ways of life. Increasing group sizes 
are accompanied by group social require-
ments of increasing complexity:group size, 
for example, the ability to empathize, strate-
gize, and manage stress. Laughter (  Figure 7.1) 

 Figure 7.1  Laughter. Laughter, music, and sports help people to interact while living in a social group. The 
release of endorphins promotes stress reduction.
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is one such evolved form of stress manage-
ment in humans.

Let us first address the following questions: 
Can complex social behavior in humans be 
reduced to a common denominator? Can a sin-
gle quantity, such as a s pecies- s pecific index, 
be used to simplify comparisons of brain size 
and social structure? In 1992, Oxford psy-
chologist Robin Dunbar developed a quantity 
known as Dunbar’s number, which may be 
helpful in this regard. With his hypothesis, 
the British researcher has been cited nearly 
100,000 times ( a record) in scientifically rel-
evant magazines as of 2019. Dunbar’s number 
is the average upper limit of the number of 
people with whom an individual can main-
tain stable social relationships. This refers to 
relationships in which an individual knows 
who each person is and their relationships 
with others. Dunbar once explained his num-
ber as “ the number of people you would not 
feel embarrassed about joining uninvited for 
a drink if you happened to bump into them 
in a bar” ( Dunbar 1998).

Dunbar’s number predicts a group size of 
approximately 150 individuals from an aver-
age brain size of more than 900 cm3 in human 
evolutionary history. The Dunbar numbers 
determined for humans vary between 100 and 
250, but generally, 150 is used as the limiting 
size. The crucial connection is that Dunbar’s 
number is a direct function of the relative 
size of the neocortex, and the neocortex size 
in turn limits the size of the social group. 
Incidentally, Dunbar did not first determine 
this number empirically, for example, by 
statistically analyzing the number of people 
we are in close contact with on average and 

the brain size that fits proportionally. Such 
a study could be performed by any biology 
student with a basic knowledge of statistics. 
Rather, Dunbar’s ingenious achievement was 
to linearly extrapolate Dunbar’s number for 
humans from the brain and group sizes of 
other primates. Only afterward did he and 
others empirically verify the number thus 
determined for humans several times.

Dunbar thus provided a uniform standard, 
an index that clarified important relation-
ships. On this basis, the social brain hypoth-
esis could be further improved and developed 
into a theory. The correlations in primates are 
summarized schematically in  Table 7.1:

Dunbar placed a high value on proving that 
his number remains stable over evolution-
arily long periods of time. Whether the figure 
also applies to online social media, such as 
Facebook, XING, mobile address directories, 
or others, has been the subject of numerous 
scientific studies in which it has been repeat-
edly confirmed. In any case, it is important 
to monitor the implications of megacities and 
the coexistence of tens of millions of peo-
ple for human communicative abilities and 
where our cognitive limits may be exceeded. 
In retrospect, it is true that our ancestors with 
small brains lived in smaller groups, mainly 
because of their limited brain sizes. The six 
order levels of intentionality and the corre-
sponding Dunbar’s numbers show the pre-
conditions under which social thinking could 
develop evolutionarily ( Gamble et al. 2015).

What do we learn when we examine the 
subject in the context of niche construction? 
The Australian philosopher Kim Sterelny 
emphasizes that the externalist explanation 

 TABLE 7.1
Relationship between brain size and social structure

Brain size Group size Dunbar’s number Order of intentionality Social structure

Small Small Small Low Simple

Large Large Large High Complex

The core statement of the social brain theory is that social structure and group size evolutionarily drive brain size.
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(i.e., the mutation–    selection–  adaptation
approach) is insufficient to explain the evo-
lution of social intelligence and for the 
“ explosion of cooperation” ( Sterelny 2007). 
According to the theory of niche construc-
tion, species modify their own environ-
ments. They create their own specific niches 
in which new selection processes emerge that 
further drive the evolution of the species. The 
niche created by the species is a determinant 
of its own evolution. According to Sterelny, 
“ Hominin evolution is hominin response to 
selective environments that earlier hominins 
have made” ( Sterelny 2007).

     

The social brain theory equivalently states 
that the early first formed small groups, and 
later, larger ones. The function of group for-
mation was to increase the probability of 
individual survival. In such groups, tools 
were used for the first time, fire was built, 
and language was developed. The social 
group or niche is the decisive selection fac-
tor, for under the conditions of the social 
group, especially the group size, the brain 
could grow. The average size of the social 
group is correlated with that of the brain. The 
size of the social group niche drives that of 
the brain, but the increasing brain size again 
changes the niche by allowing even larger 
groups to form with more complex social 
structures; in larger groups, new mental 
demands on group members, such as those 
mentioned above, reappear. The niche thus 
continuously determines and changes its own 
evolution. We obtain a higher propositional 
content with this explanation than with 
the  one- d imensional approach of mutation, 
selection, and adaptation. The theory of social 
brain evolution extends the synthetic theory, 
placing it on a new, broader foundation.

Some researchers argue that the relation-
ship between social structure and brain size 
is too simplistic to explain the evolution 
of higher intelligence. This gave rise to the 
hypothesis that natural selection must favor 
general intelligence rather than a specific 
ability ( social intelligence). Brain size alone, 

as we know, does not initially equal intel-
ligence. Darwin’s and Einstein’s brains were 
no larger than mine, yet my intelligence does 
not match theirs. It was therefore necessary 
to define what constitutes the general intel-
ligence that characterizes humans. According 
to this definition, general intelligence is 
our ability to reason, plan, solve problems, 
think abstractly, design complex ideas, learn 
quickly, and learn from experience ( Laland 
2017). A group led by Kevin Laland sum-
marized measures of general intelligence, 
namely, “ social ( social learning, tactical 
deception), technical ( tool use, innovation), 
and ecological ( extractive foraging, diet 
breadth) components of intelligence”. These 
metrics were applied to 62 primate species to 
determine if they could be ranked on a scale 
of general intelligence. But caution must be 
taken when interpreting the results, as they 
represent nothing more than correlations. As 
with social brain theory, excellent statistical 
matches can be obtained. However, the fact 
that the observed factors are also causally 
related does not follow logically from this but 
must first be deduced with solid justifications.

First, the group succeeded in arranging 
all 62 primate species on an ascending scale 
of general intelligence. As expected, the 
arrangement also correlated with the  cross- 
 species increase in brain size. However, the 
researchers argued that it was the “ battery 
of hypotheses,” which they summarized as 
“ general intelligence,” that drove the evo-
lution of the brain and that a single factor, 
namely social structure, could not satisfacto-
rily explain causally the phenomenon. They 
stated that social intelligence ( i.e., the above 
criteria of social learning and tactical decep-
tion) dominates the evolution of the brain. 
Simultaneously, they emphasized the sur-
prising result that using only the social 
intelligence/ group size factor in primate 
experiments in the laboratory revealed a dif-
ferent scaling of primates than when all five 
factors were considered ( Laland 2017). The 
experiment provided additional evidence that 
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everything in nature is multifactorial and 
thus complex. Overall, the evolution of the 
social brain is an excellent example of human 
niche construction and more complex than 
the n eo-  Darwinian model assumes, namely 
with selective feedback from the s elf-  created 
niche of the social group.

7.3   TOMASELLO’S NATuRAL 
HISTORY OF THINKING

Michael Tomasello, a former American psy-
chologist at the Max Planck Institute for 
Evolutionary Anthropology in Leipzig, pres-
ents in his book A Natural History of Human 
Thinking ( 2014) the evolution of thinking as 
a pathway from nonhuman apes via early 
humans to modern humans. In doing so, he 
distinguishes ( in contrast to the previously 
mentioned orders of intentionality) three 
evolutionary stages of thinking, namely, 
individual intentionality in the great apes as 
well  as—  under the umbrella term shared 
 intentionality—  the two forms of joint inten-
tionality in early humans and collective inten-
tionality in modern humans (  Figure  7.2). 
Intentionality refers to the s elf-  regulating, 
cognitive way of dealing with things. To sum-
marize Tomasello’s viewpoint, humans think 
by means of shared intentionality in order 
to cooperate with each other, whereas the 
great apes behave largely individualistically. 
According to Tomasello, language, developed 
by way of symbolic pointing gestures is the 
keystone of human cognition and thinking, 
not its foundation. Given the levels of inten-
tionality that can easily be interpreted as 
human niches, it is surprising that Tomasello 
himself does not make the connection to the 
theory of niche construction.

Cooperation is a novel concept in evolution 
that contrasts with the Survival of the Fittest and 
must be considered equally important.

Great apes can think, and they do so in 
terms of individual intentionality. They pos-
sess three key thinking skills, the first of 
which is schematic, cognitive representation. 

They can use this to create imagery and 
know that a leopard can climb trees. With 
the second key competency, great apes can 
draw nonverbal, causal, and intentional con-
clusions, an ability that is traditionally not 
ascribed to animals. In a w ell- k nown experi-
ment, an object is hidden behind a viewing 
screen. The monkey expects to find it there, 
but when he sees it being taken away and 
replaced by another one, he does not expect 
to find it again behind the screen. The fact 
that apes can understand the goals of other 
apes also implies causal inference. As a third 
key competence, great apes can monitor their 
own behavior, i.e., monitor the outcome and 
elements of a d ecision-  making process. For 
example, they know when they do not have 
sufficient information to make an appropriate 
behavioral decision. According to Tomasello, 
this first form, individual intentionality and 
instrumental rationality, applies to nonhu-
man apes during the period after the ances-
tors of modern humans diverged from those 
of chimpanzees to become the australopith-
ecines. Such beings are primarily competitive 
and always think in the service of competi-
tion. Unable to speak, great apes can cogni-
tively represent the world and have a certain 
awareness of their own actions. The discon-
tinuity in primate evolution that sees humans 
as the only thinking beings ( and only by 
means of language) is thus no longer tenable.

Gareth Evans’ generality condition can 
be used to evaluate an animal’s capacity to 
think. According to Evans’ definition, think-
ing occurs when each potential subject of 
a thought can be combined with different 
predicates, and likewise, each potential predi-
cate can be combined with different subjects. 
Both can be achieved linguistically and non-
linguistically. An example of a thought sub-
ject with different predicates is the idea that a 
great ape thinks a leopard can run fast, climb 
a tree, chase monkeys, and also eat them. 
In the second  case—  a predicate with differ-
ent s ubjects— a m onkey knows that leopards 
can climb trees, but so can snakes and small 
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monkeys. According to this criterion, which 
addresses only representational ability and 
does not use the ability to reason and reflect 
on one’s own actions, which is cited for great 
apes, it may be at least partially true that great 
apes can think ( Tomasello 2014).

According to Tomasello, early and mod-
ern humans have developed a second and a 
third level of more complex cognition, which 
he summarizes as shared intentionality and 
includes both joint and collective intentional-
ity (  Figure 7.2).

The joint intentionality of early humans, 
who did not yet have a conventional language, 
comprised communal activities, such as for-
aging, with shared attention and common 
goals, a collective intentionality with individ-
ual roles and perspectives. Communication 
occurs through natural gestures of pointing, 
 so-  called iconic gestures or gesture games. 
Early humans transform the individual inten-
tionality of apes into shared intentionality 
through cooperation. The cooperation part-
ners become interdependent: the survival of 
the individual depends on how the coop-
eration partner judges him. Communication 
is strongly oriented toward a “ me and you” 

scenario and not yet to a larger, anonymous 
group. One participant has an interest in help-
ing the other to play his role. To do this, he 
must supply the latter with information that is 
interesting to him. The conclusions drawn via 
such a thought process are no longer individ-
ual but are socially recursive, i.e., the inten-
tions of the partner are reflected alternately 
and repeatedly. Great apes are not capable of 
such a cooperative form of thinking. They do 
not make joint decisions and, consequently, 
cannot reflect on them together.

Finally, on the highest level, collective 
intentionality, cooperative thinking has 
evolved to the point where it takes place in 
a g roup- o riented culture. Here, knowledge 
and skills are transmitted cumulatively across 
generations. Great apes, unlike humans, are 
not motivated to inform others about things 
or to share information with them. In human 
thinking, this motive leads to what is known 
as the ratchet effect. In the ratchet effect, suc-
cessful cultural adaptations to local condi-
tions are preserved across generations and 
their knowledge is even extended. This kind 
of thinking can result in stable, cumulative, 
cultural evolution. Modern humans exhibit a 

Individual intentionality Shared intentionality 

Joint intentionality Collective Intentionality 

Great Ape                        Australopithecus H. habilis          H. erectus               H. sapiens       

• schematic cognitive representation
• nonverbal causal intention (conclusions)
• introspection
• behavior: individual, competitive

• joint attention
• common goals
• but: individual roles
• gestures, sign language

• group cohesion
• accumulative transfer of
• knowledge (ratchet effect)
• language
• objective norms for the group
• behavior: "we" instead of "I"

 Figure 7.2  Intentionalities according to Tomasello. Individual intentionality in apes and australopithecines. 
Shared intentionality in the forms of joint and collective intentionality in the human genus (Homo). Only 
humans developed a collective society and the ability to accumulate knowledge from generation to generation 
(ratchet effect).
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stronger ratchet effect than early humans and 
apes ( Tomasello 2014). For example, they dis-
seminate technical information at a high rate 
in the same generation and pass it on to the 
next one.

Within the framework of collective inten-
tionality and sociocultural thinking, individ-
uals use language to create objective norms 
for the group ( regulations, laws, traditions). 
These norms can be reconsidered and justi-
fied by any individual to convince others of 
them. The group procures normative conven-
tions and standards and can reflect on them 
using objectified criteria. Shared intention-
ality is seen as a key innovation or system 
change in evolution. In cultural evolution, 
the group itself can become a unit of natural 
selection ( group selection).

As a further evolved ability, humans appear 
to have unique possession of a pronounced 
episodic memory, which enables them to 
clearly assign events to the past, present, and 
future in a cognitive manner and to distin-
guish between them. We can undertake 
mental time travel in both directions, com-
bined with the ability to design nested mental 
scenarios, e.g., to plan and execute complex 
technical or artistic projects.

The theory of the evolution of thinking as 
developed by Tomasello does not explicitly 
mention niche construction. However, it is 
obvious that his accounts can be viewed as 
analogous to the social brain theory in the con-
text of the niche construction theory. The idea 
of niche construction supports Tomasello’s 
theory. Thus, individuals who mastered col-
lective intentionality created a niche for the 
group, where the abilities of the individuals 
are reflected in the  cultural–  social behavior 
of the group. The niche codetermines collec-
tive intentionality, and thus, the evolutionary 
course via the feedback of selection forces 
from this niche, such as pressure toward an 
even larger group. This view can be found in 
quite a few scientific articles on Tomasello. In 
any case, Tomasello’s argument for epigenetic, 
symbolic inheritance including the ratchet 

effect, with cultural group selection and with 
the addition of niche construction is a brilliant 
way to challenge n eo-  Darwinian thinking.

7.4 CONSCIOuSNESS—AQuESTIONABLE
SCIENTIFIC OBJECT
           

Can Michael Tomasello and the proponents of 
the theory of the mind understand individual 
human consciousness in evolutionary terms? 
Can we therefore expect an answer to the 
question of what consciousness is? In fact, the 
aforementioned theories do not claim that 
we can; we cannot explain consciousness. 
Tomasello speaks of various forms of inten-
tionality and describes these intentionalities 
as having properties related to consciousness. 
This is legitimate, of course, but it does not 
mean that he also has an answer to what indi-
vidual consciousness and the human mind 
are with analyzed contents or categories of 
thought. After all, Tomasello uses intentional-
ity as a trick to create a bridge between cogni-
tive content and consciousness. However, the 
true nature of consciousness is beyond his 
knowledge as well as ours. Human conscious-
ness is a result of the evolution of the brain. 
Self-  representation enhances evolutionary fit-
ness and is therefore within the framework of 
evolutionary theory. Can it be, nevertheless, 
that the theory of evolution, indeed the natu-
ral sciences as a whole, cannot fully explain 
the phenomenon?

    

The neurobiologist Joachim Bauer talks 
about the  self- s ystems in the cerebral cor-
tex and describes how w e— o nly in reso-
nance with reference persons, primarily the 
 mother— b ecome what we are in our early 
childhood development. However, Bauer 
always makes a sharp distinction between 
the neuronal correlates of the self in the 
brain and the actual consciousness or self. 
In other words, from the blank slate of the 
newborn brain, a s elf- s tructure in the brain 
is only gradually formed in daily contact 
with the mother. Thus, according to Bauer, 
in the interpersonal relationship, in Bauer’s 
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words, the brain makes biology out of spirit, 
but of course it is not a spirit ( Bauer 2019). 
Biophysicist and molecular biologist Alfred 
Gierer maintains that cognitive processes 
conform to the laws of physics. The same 
laws that apply to a machine also apply to 
the brain, but it by no means follows that 
we can also tap into all the hidden features 
of the brain. Gierer therefore concludes that 
the b rain–  mind relationship may not be fully 
decodable ( 1998). Thus, he believes the rela-
tionship cannot be completely reduced to the 
physical level. ( This includes, in addition to 
consciousness, the issue of free will, but I 
will not discuss this further here). However, 
the aforementioned considerations do not 
prevent science from approaching the rela-
tionship between the brain and the mind 
with a variety of methods.

Not only do we know a little about the 
world; but more importantly, we are aware of 
our knowledge. In addition to the representa-
tion of the external world, we possess a rep-
resentation of the internal world of our own 
state. This  meta- l evel raises a whole series of 
nontrivial problems.

If the biologist takes external signs, i.e., 
behavioral patterns, as given and implies that 
the observed behavior can only be under-
stood if something is behind it in the way 
we directly consciously experience it in our-
selves, then he can thereby try to conclude 
that an elementary ego feeling also exists in 
other people and is thus an objective given. 
He can then assume this ego as a product of 
evolution that serves survival. We can fol-
low this line of inquiry to investigate how 
consciousness arose in our tribal history, a 
task that requires cooperation across several 
disciplines. Work in ontogenesis ( individual 
development) is just as much a part of this 
as work in phylogenesis ( tribal history), psy-
chology, and behavioral research. However, 
future findings in artificial intelligence can 
also lead to further advancements.

One can also approach the concept of self 
differently, more critically. For this purpose, 

let us make a short foray into philosophy to 
determine what science, and especially the 
theory of evolution, can and cannot do to 
answer questions of consciousness and the 
mind.

As a rule, science deals with an object of 
investigation, of which several, if not numer-
ous objects of the same kind are available for 
analysis. But in the case of consciousness, I can 
only be aware of myself. Since consciousness 
does not have the object character demanded 
by the natural sciences, according to dualistic 
thinkers, it is not scientifically objectifiable. 
For representatives from the humanities, con-
sciousness is therefore not only until today, 
but in principle not objectively recogniz-
able, thus for different scientific analyses of 
the same kind. Consciousness, according to 
this view, is something fundamentally dif-
ferent from the entities that we can perceive 
in the physical world. Denis Noble, whom 
we met in Section 3.7 as a systems biolo-
gist, also states that the self cannot be found 
anywhere because “ the self is not a neural 
object” ( Noble 2006). Accordingly, a dualism 
between mind and matter emerges here. Both 
mind and matter are principally different for 
dualists and not recognizable in the same 
way. We will deal with this dualism a little 
more closely in a moment.

Other researchers from the natural science 
faction, by contrast, are intuitively convinced: 
the self, consciousness, and the mind must be 
explainable from the material, neuronal com-
ponents of the brain as a biological organ, i.e., 
from its physics and its physical processes, and 
only from these. This materialistic view is the 
dominant monistic doctrine in the natural 
sciences, dating back to Aristotle, a paradigm 
also called monism, physicalism, or natural-
ism. Dualists accuse the monistic theories of 
suffering from an “ explanatory gap.” By this 
they mean the fundamental difficulty of imag-
ining how insights into the activity of simple 
neurons can help us understand what happens 
qualitatively in the brain, i.e., how we feel pain 
or think about ourselves. A bridge between the 
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two aspects is lacking. It is also important to 
keep in mind that neuroscience is heading in 
a reductionist direction with such consider-
ations, whereas in this book, we have repeat-
edly experienced new insights brought about 
by taking a nonreductionist approach.

In summary, it might be difficult or even 
impossible to try to explain the human being 
as the sum of individual parts. The brain is 
indeed an objectively describable organ in 
space and time, and the physiology of this 
organ is therefore also the object of o bject- 
 scientific investigation. However, only the 
one who is in the examined brain as e go- 
 consciousness can say whether the observable 
processes in the brain also have a meaning.

Intermediate forms between the dualism 
and monism sketched very simply here are 
abundant. The topic is known as the “ m ind- 
 body problem” and has been for centuries; 
the literature on this topic is extensive. It is 
even spoken of as a “ swarm of naturalisms” 
( Demmerling 2008). Of course, in the mod-
ern literature, some take the position that 
the  mind-  body problem is bogus, and thus 
discussions of it are obsolete. However, I am 
constantly aware of my own consciousness 
but not that of others, no matter how close 
they are to me. I can only make assumptions 
about their consciousness on the basis of their 
behavior. For example, I may know that I love 
a woman. I am aware of it. But whether she 
really loves me, I can only assume. I may be 
able to deduce it with reasonable confidence 
from her behavior, but I can never know it 
 scientifically-  objectively. The same goes for 
the taste of chocolate. I cannot possibly know 
another person’s perception of it.

By way of another example, our conscience 
is part of consciousness, and as such, also 
inaccessible at its core. Nevertheless, Eckart 
Voland and Renate Voland ( 2016) have out-
lined a theory on the evolution of conscience. 
They must rely on two reliable external man-
ifestations of conscience that we know: guilt 
and shame. Both emotions can be observed 
when we have a guilty conscience, but 

conscience itself cannot. The authors deduce 
from the manifestations how the evolution of 
the human conscience can be explained adap-
tively, that is, in accordance with evolutionary 
theory. Only we humans have a conscience, 
according to the two authors, which is con-
sidered as a courageous theory that deserves 
to be discussed ( not only) in scientific circles.

Philosophers, such as Thomas Nagel in his 
Mind and Cosmos ( 2012), continue to empha-
size the problem of dualism. Nagel perhaps 
put it best when he stated that “ We won’t 
have an adequate general conception of the 
world until we can explain how, when a lot 
of physical elements are put together in the 
right way, they form not just a functioning 
biological organism but a conscious being” 
( Nagel 1987).

Today, the radical concept of monism or 
naturalism, with its undeniable successes in 
science and technology, has prevailed in the 
natural sciences. For the monist, there is noth-
ing but things, events, and facts of which we 
have objective knowledge. “ The world disin-
tegrates into facts,” as Ludwig Wittgenstein 
stated uncompromisingly and strikingly in 
terms of linguistic philosophy and was thus 
quoted countless times. However, if humans 
establish connections by assigning real things 
to each other in a meaningful way, then they 
methodically use subjective knowledge that 
only attains validity in communication. A cup 
as a cultural object is only a cup when a group 
reaches a communicative agreement on its 
function, namely what one can do with it. 
This function is not one of its many physical 
properties ( such as heat resistance or fragil-
ity), but the function of a cup is the construct 
of meaning or purpose that its makers give it: 
a container for drinking. A rock crystal or a 
waterfall, on the other hand, was not created 
for such a purpose and thus has none. It can 
still be valuable and beautiful to us, but that 
is different from being purposefully created.

Monists criticize the dualistic perspective 
above all for the fact that the focus on the 
purpose, and thus, on the subjective opens 
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the door to intellectual and theoretical pro-
liferation. Everything could be thought of 
subjectively. However, philosophers have
always been aware of this danger. Since the 
Enlightenment, they have pointed out the 
necessity of critical, rational control argumen-
tation. Thus, there is no room here for cre-
ationism and similar intellectual aberrations.

 

In its course, evolution once reached a 
point where such connections of mean-
ing began to appear in the form of artifacts. 
Biological evolution has thus taken a unique 
path with the human being, which stands out 
from everything that existed before. Human 
existence demands an expanded way of 
thinking. No longer did the descriptive  how- 
 being of objects or processes alone occupy 
humans, but they also began to ask why. Why 
hold a hand ax? Why sew a fabric? Why did 
Beethoven compose the Moonlight Sonata? 
Only a being conscious of itself can ask such 
questions and give subjective answers to 
them, because it can conceptualize purpose. 
But we human beings can conceive of pur-
pose only as a conscious idea. Without con-
sciousness, no purpose exists for us. So much 
for the philosophical view of humankind.

Until the 1960s, the difference was crystal 
clear: humans can think, but animals cannot. 
Humans have awareness, and animals do not. 
Humans make and use tools, and animals do 
not. The difference between humans and ani-
mals has always seemed fundamental. Today, 
we know that also other mammals and birds 
have some form of consciousness. The mir-
ror test is one possible way to verify this 
(  Figure 7.3). Likewise, we know that we can 
observe a form of  purpose-  rational behav-
ior in, for example, chimpanzees, which 
use and work with tools. Chimpanzees also 
adopt orphaned monkey children. At least as 
impressive is the behavior of a group of New 
Zealand keas ( Nestor notabilis). They cooperate 
perfectly as a team to collect food in one box. 
The New Caledonian crow (Corvus moneduloides) 
and the Hawaiian crow (Corvus hawaiiensis) not 
only use but also make themselves fine pok-
ing instruments, i.e., tools ( Rutz et al. 2016; 
 Figure  7.4). They may even use several dif-
ferent tools in succession to reach the next 
most useful one and eventually, the coveted 
food. When crows can distinguish between a 
short and a long tool for their purpose, they 
are said to have the ability to think abstractly.

  
  

 Figure 7.3  Cleaner fish. Animals can think and do so on a gradient of levels. In 2019, the bl ue-  striped cleaner 
wrasse (Labroides dimidiatus) passed the mirror test. Among other things, it tried to scrape off a label on its body 
that it could only see in the mirror. This was interpreted as the presence of basic e go-  consciousness. However, 
the study has since been interpreted differently ( Kohda et al. 2019). Outside of mammals and birds, this fish 
would be the first species to demonstrate a similar behavior.
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 Figure 7.4  Hawaiian crow (Corvus hawaiiensis)—  master of tool use. These birds can adaptively, i.e., not only by 
following the example of selected individuals, select tools in a purposeful manner and use them sequentially. 
Researchers speak of sequential intelligence and abstract reasoning.

But can animals also spontaneously find 
a novel use for a tool? In fact, this has also 
been demonstrated. A Eurasian jay (Garrulus
glandarius) was placed in front of a tall, nar-
row vessel half filled with water. The bird 
could not reach the worms in the water with 
his beak. Stones and corks were placed next 
to the jar for him. Immediately, he began to 
throw the stones into the glass, causing the 
water level to rise. He also tried this with a 
cork. However, it floated, which caused the 
bird to subsequently use only stones. After a 
short time, he was able to reach the worms 
in the glass. The experiment revealed in the 
bird, the intelligence and forward planning 
of a 7-    year-  old child. More and more ani-
mals are being discovered that use tools in 
surprising ways. For example, a night heron 
(Nycticorax nycticorax) at the zoo was observed 
not eating pieces of bread thrown to it by vis-
itors but instead placing them on the water, 
whereupon fish took the bait. The heron got 
what it wanted. However, when a big carp 
approached, he took the bread again, appar-
ently so as not to waste it.

  

 

  

In fact, in addition to the use of tools, a 
dozen other criteria were found to prove 
human uniqueness: upright gait, speech, 
brain size, empathy, laughter (  Figure  7.1), 
symbolic thinking, and many more. However, 

none of these alone was able to prove our spe-
cial position in the long run. But wait! What 
about music and rhythm? Reinhard Piechocki 
has recently devoted himself to the study 
of Homo synchronicus. He points out that only 
humans are able to move in unison to a given 
beat and rhythm in pairs or even in groups: 
in synchronous drumming, dancing, clap-
ping, beating, singing, shouting, and  music- 
 making ( Piechocki 2019).

However, in general, the following applies: 
during evolution, humankind has increas-
ingly developed characteristic features that 
build on each other. We have long been called 
upon to rethink what makes us human. As 
the famous paleoanthropologist Louis Leakey 
said, referring to the findings of the  world- 
 famous chimpanzee researcher Jane Goodall: 
“ We must redefine tool, redefine man, or 
accept chimpanzees as human” ( janegoodall.
org). By the same token, we may also redefine 
“ consciousness,” “ purpose,” and “ syntax,” and 
likewise revisit the question “ what for?”.

Some readers may be inclined to object here 
and attest that one should not exaggerate; 
nevertheless, the difference between humans 
and animals remains intuitively obvious. We 
are about to fly to Mars, and we can build a 
global Internet, humanoid robots (  Chapter 8), 
and countless other things. Humans can also 

  

http://janegoodall.org
http://janegoodall.org
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think in dizzyingly abstract ways. Despite 
the truthfulness of this statement, it does not 
address the topic at hand. The objective is to 
trace the subtle and principled beginnings of 
these differences, the starting points from 
which complex forms developed in evolution. 
Where are they to be discerned? Is there or is 
there not at any point a sharp dividing line 
between humans and animal? Are there or 
are there not attributes that belong exclusively 
to us? The answer is: there was no singular 
moment when humans came into being. As 
for the number of declared differences, in the 
past, there were dozens. Not so today, as one 
by one, the differences between humans and 
animals are blurring. Evolutionary biologists 
tirelessly ( and successfully) trace pathway 
after pathway to our animal ancestors and 
place us on a deeply rooted genealogy. We 
are animals. Finally, Richard Leakey, famed 
paleoanthropologist and son of the aforemen-
tioned father and equally renowned mother 
Mary Leakey, put it succinctly in a historic 
2011 conversation with his colleague Donald 
Johanson ( the discoverer of “ Lucy”). When 
asked what makes us human, he replied, “ We 
are apes!” We are, Leakey said, just a slightly 
more complicated species of ape that walks 
on two legs. The differences evolved gradu-
ally. ( Leakey/ Johanson, YouTube).

How do we want to exclude that the above 
animals act purposefully, i.e., that they know 
why they do something? The expert speaks 
cautiously of sequential intelligence in crows. 
Not so long ago, the possibility of intelligence 
in birds had been completely ruled out; for 
100 years, people were convinced that birds 
had no neocortex, i.e., that part of the cere-
bral cortex that is the seat of coordination, 
planning, thinking, and our ego personality. 
Onur Güntürkün of the Ruhr University in 
Bochum, Germany, disproved this erroneous 
view after years of debate on birds with his 
guild. According to this, birds have a brain 
structure that converges on the neocortex. 
Not only can they think; some even exhibit 
 ego-c  onsciousness. Some primates and 

intelligent birds thus provide evidence that 
the supposedly unique, consciously  purpose- 
 oriented actions of humans have their evolu-
tionary roots in the animal kingdom after all.

To empirically conclude that conscious-
ness exists in the abovementioned and other 
animals (  Figure 7.3), we must collect analo-
gous phenomena in them. If we do this, then 
a conscientious neurobiologist like Randolf 
Menzel, after decades of research on bees, 
can cautiously reach the conclusion that “ The 
bee knows who it is” ( Menzel 2019). Menzel, 
of course, knows perfectly well that he can 
only infer the bee’s behavior and cognitive 
properties from the perspective of his own 
human thought world; it appears to him as 
though the bee knows who it is. In this way, 
we gradually and very carefully build bridges 
to animals with which we are closely or even 
very distantly related.

Let us return to the purposes of which we 
are aware. The German philosopher Peter 
Janich speaks of a change of perspective. The 
human being changes from object to origi-
nator, author, purpose setter, criteria selec-
tor, and method realizer. The human being 
understood in this way is “ not a definitional 
product of a biological taxonomy or any other 
natural science, but is grasped by an open list 
of attributions that evolves over the course of 
cultural history” ( Janich 2008). An “ open list 
of attributions” may be taken to mean that 
the term “ human” is not objectively defin-
able. This open list is then the product of free 
human judgment and thus not a scientific 
term. You, dear reader, are a different person 
after reading this book, at best, similar to the 
one you were before. In this sense, you would 
also not be a scientifically tangible object.

Such questions about meaning and purpose 
or significance initially overtax the explana-
tory possibilities of biology and all other 
empirical sciences. To date, biology cannot 
be used to understand the mental ability of 
humankind. It has no access to the spiritual 
origin of the concepts set by human reason, 
such as freedom, morality, culture, hate, love, 
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happiness, beauty, enthusiasm, or music. 
However, it may not need to, for it can nev-
ertheless objectify numerous manifestations 
of these spiritual qualities and examine their 
evolutionary, selective aspects. However, the 
essence of the subject “ spirit” remains an 
open question for all of us, because it is an 
indispensable part of our existence.

Let us assume that we would obtain a lin-
guistically and semantically precise grip on 
evolution or heredity, the heartbeat or the 
physiology of a muscle, and that we would 
know exactly on all biological levels how the 
embryo forms in the womb and develops its 
myriad of biological functions. ( In chapter 9, 
I will discuss why much of this will prob-
ably never be fully graspable anyway because 
of the complexity of the issues and processes 
involved). However, even against this back-
ground, we could not rule out the possibility 
that the nature of the inquiring mind devel-
oped by a growing being is a subject of an 
entirely different class of its own.

Summarizing philosophically once again, 
the spirit could also be described simply 
as  the primordial human ability to distin-
guish the natural from the artificial, i.e., 
created by oneself. The artificial can be an 
artifact (  Figure 7.5) or a mental achievement, 
for instance, in the form of a novel or a sym-
phony. The spirit is thus humans’ distinguish-
ing ability to express themselves symbolically 
in a pure object world and to communicate 
symbolic meanings with their peers.

At present, research on consciousness 
stands on an uncertain foundation. What con-
stitutes us as human beings will occupy us for 
a very long time, perhaps even forever; it was 
important to clarify this here. The discussion 
about this topic must not be understood as a 
relapse into irrationality. Rather, Alfred Gierer 
points out that there can be nonformalizable 
presuppositions beyond objectifiable knowl-
edge and that cognitive ability also depends, 
not in the least, on the cognitive apparatus 
(Gierer 1998).  

 Figure 7.5  Artifact. The Rosalind Franklin Mars Rover from Airbus, named after the British biochemist who 
played a decisive role in the discovery of the double helix structure of DNA. The rover is a st ate-    of-    the-  art 
artifact and will be used to search for traces of past life on Mars in 2028. It was built to serve this purpose, 
putting it in line with humankind’s oldest artifacts, such as hand axes. They all served or serve specific pur-
poses. The depicted  high-  tech artifact, a top product of modern human engineering and intellectual achieve-
ments, thus symbolizes the m illennia-  old cultural inheritance of human knowledge.
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As it stands today, dualism has fallen by the 
wayside in the science race, so to speak. The 
natural sciences have won. Nevertheless, we 
cannot rationally decide whether dualism or 
monism is the true view of the world. We can 
empirically prove neither human free will 
nor similar human abilities unambiguously 
( Loh 2019). The “ true” view of the world is 
decided—  at least in our time—    historically-
 pragmatically and thus not philosophically or 
logically.

   

7.5   SuMMARY

The placement of the evolution of think-
ing in a social context is a milestone in the 
theory of the evolution of thinking. The size 
of the social group drove the evolution of 
the brain and the emergence of the mind, 
not vice versa. This is true even if there is 
feedback at play. When social brain theory 
and Tomasello’s natural history of think-
ing are linked to the concept of niche con-
struction, both appear in a new light. Both 
theories represent human niche construc-
tions, in which groups of people create 
complex social assemblages. Consequently, 
according to the niche construction theory, 
these constructions release their own selec-
tive forces, which lead to group adaptation. 
Only the various niches in different group 
sizes and intentionalities made it possible to 
go through the evolutionary stages we know 
in human history, in other words, only the 
theory of niche construction allows an 
overall view of the two theories presented 
with their independent, interacting selec-
tion processes. The self, consciousness, and 
the mind are, from the natural–    scientific–
 monistic point of view, products of neuro-
nal elements and processes, which we can 
probably explain in the future. From the 
 philosophical–  dualistic point of view, they 
are not scientifically objectifiable; some 
would say that we cannot therefore under-
stand them in principle. From this point 
of view, the self or consciousness eludes 

  

scientific access. Nevertheless, we can 
assign patterns of appearance and behavior 
to it and investigate its evolutionary origin.
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CHApTER EIGHT

The Evolution of Humankind  in Our (  Non)  Biological Future

In this book’s conclusion, I would like to 
discuss the future of Homo sapiens, which is, 
at best, still determined to a limited extent 
by biology. Impressions of humankind’s pos-
sible future suggest that a theory of evolution 
restricted to genetic inheritance or even biol-
ogy is no longer appropriate. We will real-
ize that our culture and biology are rapidly 
merging, resulting in   gene-      culture coevolu-
tion. Culture is a product of evolution, but 
humans have been intervening with their 
evolution for millennia via their inventions.

According to the concept of   gene-      culture 
coevolution, the cultural and technological 
components of evolution will become equally 
important as the genetic component. The 
genetic component of evolution with respect 
to prenatal selection has gained importance 
with the application of, genome editing for 
treating genetic diseases, cloning, acquiring 
explicitly desired traits, etc. (  Brosius 2003). 
The importance of the cultural and techno-
logical component of evolution has increased 
exponentially with the development of medi-
cal technology, sensors, robotics, and arti-
ficial intelligence. This chapter emphasizes 
developments in these areas and their pos-
sible consequences with respect to evolution.

Evolutionary theory can and must conceive 
humankind in a scenario where natural selec-
tion is increasingly replaced by competition in 
the field of   technology—      there is even discus-
sion on our replacement as a biological spe-
cies by machines. Evolutionary theory must 

be able to address this. Culture, technology, 
genetic manipulation, artificial intelligence, 
and robotics are and will be human niche 
constructions with major impacts on our 
future. Niche construction theory provides a 
theoretical framework for mapping our tech-
noevolutionary future. Theories addressing 
adaptive machine behavior, hybrid   human–     
 machine behavior, and   human–      machine 
coevolution must be integrated; the necessity 
of such integration is discussed in the follow-
ing section.

Important technical terms in this chap-
ter: (  see glossary) artificial intelligence, 
genome editing, nanobots, niche construction, 
superintelligence, synthetic biology, tech-
nological singularity, transhumanism, and 
maladaptation.

If you ask members of society whether 
they believe humans will continue to evolve, 
you may be met with doubtful looks. Often, 
today’s human being is seen as a kind of 
final result. However, we, similar to all liv-
ing beings, are embedded in continuous 
evolutionary processes. We are the result 
of millions of years of tinkering, far from 
being perfect in any respect because perfec-
tion does not exist in evolution. In histori-
cal times alone, which is but a brief moment 
in evolutionary history, we have undergone 
noticeable biological changes. Mutations are 
known to have occurred in the past millen-
nia and have since been adapted. The blood 
group B, which originated in the mountains 

https://doi.org/10.1201/9781003341413-8
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of the Himalayas, was added to the possible 
antigenic phenotypes. There was a reduc-
tion in the wisdom teeth as the ability to 
chew became less important for survival than 
it was for early nomads. Malaria resistance 
(  sickle cell anemia) is also a recent muta-
tion in humans. The most significant muta-
tion in this series is lactose tolerance. It arose 
several times independently on Earth and 
made way for a new, valuable food for adult 
humans, who, like other adult mammals, 
were originally intolerant to milk. As a result 
of this change, animal husbandry came into 
being; this, in turn, promoted the spread of 
the mutation (  Section 5.3). As a consequence, 
more and more people were able to survive 
with this advantageous trait, a typical   gene-     
 culture niche construction (  Gerbault et  al. 
2011; Chapter 5). 

8.1   HuMANKIND TAKES CONTROL 
OF ITS OWN EVOLuTION

The situation of modern humans is a new one, 
as we have taken our evolution into our own 
hands. The days when life was shaped exclu-
sively by the   hard-      falling forces of evolution 
are over (  Doudna and Sternberg 2017). We 
are purposefully changing ourselves, replac-
ing natural evolution with technology. In the 
process, the distinction between natural and 
artificial is becoming increasingly difficult, 
and a   nature–      culture interaction is ongoing 
(  Klingan and Rosol 2019).

If I had been born 50 years earlier and had 
been affected as a child by the same autoim-
mune metabolic disease that I have today, I 
would have lived only a few months from the 
time of diagnosis. According to Darwinian 
theory, I would have been naturally selected, 
so to speak, to leave no offspring. In the cur-
rent era of synthetic, s  hort-      acting insulins, 
long after the first application of insulin in 
humans by Canadians Frederick Banting and 
Charles Best, I live without difficulty and have 
three children. My own and my children’s 
DNA will remain in the human gene pool, 

as they will hopefully have children of their 
own, with or without (  hopefully without) 
diabetes. Natural selection has been overrid-
den. This is only one example among innu-
merable others of the fact that humans are 
increasingly evading natural selection. We are 
now an artificially selected species; almost 
anyone can be retained in the gene pool in 
highly developed societies. Survival of the Fittest, 
the central Darwinian adaptation process, 
obviously no longer plays a significant role. In 
other words, nearly all participants are made 
fit in our time.

Unlike evolution in the Darwinian sense, 
evolutionary manipulation by humans pro-
ceeds with a purpose. Synthetic biology, 
genetic engineering, and modern medical 
technology are   well-      known examples of this 
and are featured and debated in the media. 
Transhumanism and posthumanism discuss 
these efforts of humans to “  improve” them-
selves intellectually, physically, and psycho-
logically and to free themselves from their 
biological bonds, so to speak. Transhumanism 
affirms techniques for the improvement of 
humankind. The categorical dualisms of 
Western   culture—      the real versus the virtual 
world, human/  animal, human/  machine,
nature/  culture, and even male/    female—      are 
increasingly being deconstructed; staunch 
representatives of emerging posthumanism 
want to overcome and dissolve these dual-
isms altogether. “  More is better” becomes the 
implicit credo of transhumanism ( L oh 2019). 
Abstractions become practice, for example, 
as Japan, in August 2019, became the first 
country in the world to grant permission 
to implant   human-      induced pluripotent stem 
cells in animal embryos and let them grow 
human organs until birth. The results are 
chimeras, hybrids of animals and humans. 
Their organs could be a promising alterna-
tive in view of the disastrously low willing-
ness to donate organs. Remarkably, compared 
to natural evolution, the new, technologi-
cally driven evolution is proceeding at a rate 
approaching the speed of light.
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Transhumanism knows numerous currents, 
and some of them are philosophically under-
pinned; however, we shall not undertake a 
comprehensive discussion of them here. The 
original idea dates back to German philoso-
pher Friedrich Wilhelm Nietzsche’s famous 
vision of the superman in his book Thus Spoke 
Zarathustra. It should be emphasized above all 
that transhumanism is based on evolutionary 
processes. It calls for technological support of 
evolution for a collective and comprehensive 
transformation of our species. Accordingly, 
evolutionary biologist Julian Huxley, an early 
proponent of transhumanism, also speaks 
of evolutionary humanism (  Loh 2019). 
“  Humans are no longer seen as the crown of 
the natural world or as entities categorically 
distinct from purely natural ones.” Rather, 
transhumanist thought binds humans into an 
evolutionary process. Within this, they are 
themselves an evolutionary species that dif-
fer incrementally from other species ( S orgner 
2016). Following the idea of perpetual prog-
ress, transhumanism arrives at the convic-
tion that the improvement and optimization 
of humans to posthuman beings will never 
reach a conclusion ( L oh 2019). This includes, 
at the same time, the statement of the perma-
nent incompleteness of evolution.

8.1.1   Synthetic Biology and Artificial Life

Let us highlight a few examples. Synthetic 
biology is a modern and lucrative growth 
market. Bioengineers are specifically work-
ing on modifying biological systems, thereby 
creating novel, modular,   synthetic-      chemical 
units known as BioBricks. This confers vari-
ous novel functions on biomodules made of 
cells and tissues. In the simplest case, they 
can be manufactured with increased heat and 
cold tolerance or with surfaces more suit-
able for different purposes. There have long 
been databases on the Internet through which 
anyone can order BioBricks online, and stu-
dents can use them to experiment with 
genes. Biology is following a path similar to 

that taken by chemistry more than 100 years 
ago. Chemistry, too, was initially analytical 
and descriptive and subsequently led to the 
production of hundreds of thousands of new 
synthetic substances, many of which we hold 
in our hands every day.

In addition to golden rice, which became 
known in 2000 and was developed to pre-
vent vitamin A deficiency, research is being 
conducted into synthetic vaccines, among 
other things. Insulin that is produced syn-
thetically with the aid of recombinant DNA 
(  Humalog) is identical to human insulin. It 
is produced in huge bacterial colonies and 
was a revolution in diabetes care at its intro-
duction in 1996. Today, it is a common and 
rarely talked about market product. Currently, 
researchers in Cambridge, Massachusetts, are 
developing a drug for urea cycle disorder that 
can be administered orally, either in the form 
of tablets or in the form of suspensions. Urea 
cycle disorder is a genetic disorder in which 
affected individuals are deficient in one of the 
enzymes involved in urea cycle in the liver; 
as such, nitrogenous compounds in food 
are not converted to urea, which is excreted 
in the urine, and toxic ammonia is formed. 
Ammonia accumulates in blood and can 
cause severe brain damage and even death. 
The drug consists of transformed Escherichia coli 
that absorb large quantities of ammonia when 
intestinal oxygen concentration decreases. 
Probiotics comprising live microorganisms 
with   environment-      dependent responses can
be used for treating various hereditary and 
malignant diseases or as diagnostic tools ( L u 
et al. 2016).

    

The   age-      old idea of creating artificial life 
has reached its highest point in research thus 
far. In 2016, the US genetic researcher Craig 
Venter succeeded for the first time in creat-
ing an artificial   single-      celled organism in 
the laboratory, the first “ a rtificial life,” as he 
announced in the media worldwide (  Service 
2016). To accomplish this, the DNA of a 
Mycoplasma bacterium was reduced to a mini-
mum in the laboratory, so that it consisted 
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only of the components necessary for its 
naked survival and reduplication. To call this 
artificial life, however, would be making a 
rather lofty statement. In fact, it was neces-
sary to insert the reduced and thus artificial 
DNA produced by the laboratory experiment 
into the cell body of a Mycoplasma bacterium. 
Life, even that of a   single-      celled organism, 
was reduced to DNA by Venter and colleagues 
(  Gibson et  al. 2010), but life is more than 
mere DNA.

Venter’s approach is referred to as the   top-     
 down approach. An alternative to this is the 
  bottom-      up strategy, where one concentrates
on a specific property of the cell and first 
tries to form this property synthetically, i.e., 
from inanimate building blocks, in the labo-
ratory. For example, the German biophysi-
cist Petra Schwille and her team succeeded 
for the first time in producing a synthetic 
cell membrane, one of the elementary func-
tional units of the cell, without a cell nucleus 
or cytoplasmic contents (  Kretschmer and 
Schwille 2016). The goal was to cause this 
compartment, which resembles a simple soap 
bubble, to divide. Cell division (  mitosis) is 
a basic biological function. It was achieved 
in the laboratory using a molecular oscil-
lation mechanism that locates the center of 
the membrane and divides the compartment 
into two equal parts. Thus, one of numerous, 
highly complex cellular functions was syn-
thetically reproduced, a first step on the ardu-
ous path to an artificial cell. Nevertheless, the 
road to a cell constructed from scratch is still 
long and untraveled. Fundamental questions 
about cell biology remain unanswered to this 
day: how would an artificial cell increase its 
cytoplasm before it divides? How does syn-
thetic machinery work that copies DNA on its 
own and passes on the genetic information?

     

Perhaps the most spectacular current
approach to creating artificial life is the 
xenobot, a biological   mini-      robot reported 
in the renowned journal PNAS in January 
2020 (  Kriegman et  al. 2020). Researchers at 
the University of Vermont in the US have 

 

developed a method to automatically con-
struct complete biological machines from 
scratch. How was this accomplished? The 
robot, which is less than a millimeter long, 
should be able to move inside the human 
body in a targeted manner, repair itself, and 
in the future, also transport substances such 
as drugs or microplastics. In addition to skin 
cells, pluripotent stem cells from the embryo 
of the African clawed frog Xenopus laevis, which 
form heart muscles, were used as the basic 
building blocks constructing this   robot—      as 
an advance into new avenues of research. The 
rhythmic movements of these cells achieve 
the desired propulsion of the xenobot. 
Furthermore, the researchers simulated the 
optimal interaction of the cells and the geo-
metric shape of the xenobot in a supercom-
puter for several months using a   specially-     
 built AI system. This system was able to virtu-
ally run through countless cell combinations 
and finally select those that were best suited 
for certain tasks, such as directed locomotion. 
The algorithm of the AI system thus repre-
sents nothing other than the natural selection 
process. The xenobot was then built in the 
laboratory from a few hundred cells; in the 
future, however, this will also be performed 
automatically. Let us leave the question of 
whether the xenobot meets the requirements 
of real life open for the moment. In any case, 
it does not represent the developmental end 
of synthetic biology.

In summary, the vision of artificial life 
research is to create custom microorganisms 
with novel, useful properties, such as bacteria 
that produce biofuels, recycle plastic waste, or 
deliver medical agents. Nevertheless, accord-
ing to Joachim Schummer, the idea of artifi-
cial life is ultimately based on an outdated, 
strictly causal, deterministic fundamental 
conviction according to which life, on the 
one hand, can be completely and unambigu-
ously broken down into functional modules, 
and on the other hand, all these components 
are determined by one or a combination of 
several gene sequences (  Schummer 2011).
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8.1.2 Genome Editing—      Interventions
in the Germ Line
          

The discovery of a new method of targeted 
gene manipulation called CRISPR/  Cas,
genome editing, or gene scissors, represents 
a breakthrough in genetic engineering and 
medicine that made the world sit up and 
take notice. In one fell swoop, genetic engi-
neering leaped from the Stone Age into the 
computer age. With this mechanism, which 
became known in 2012, DNA from plants 
and animals, including humans, can be spe-
cifically cleaved and modified. In the process, 
foreign genes can be inserted, removed, or 
switched off. The method opens the way for 
new possibilities for genetic   manipulation—     
while being more   cost-      effective and efficient 
than previous   methods—      and has become a 
social issue in the USA. The high relevance 
of CRISPR holds true despite the unexpected 
hurdles that have emerged. Of course, CRISPR 
is not a completely   error-      free method either, 
and its use can, in rare cases, produce new, 
unfavorable mutations if, for example, despite 
all caution, the cuts are not made precisely.

 

 

All the questions that had already been 
asked earlier in genetic engineering were 
back on the table at once for a short time: 
can lethal genetic diseases be eliminated with 
the new method? Does it open the door to 
genetic manipulations aimed at improving 
desired characteristics? Can we use it to make 
ourselves more intelligent, more beautiful, or 
more efficient? What consequences will we 
see in animal and plant foods? The discussion 
culminated in November 2018 when a young 
Chinese doctor used the CRISPR technique 
to perform an intervention on human twin 
embryos to make them immune to HIV. The 
international scientific community immedi-
ately reacted with a spontaneous, unanimous 
rejection of this procedure. On December 8, 
2018, German geneticist and Nobel laureate 
Christiane   Nüsslein-      Volhard placed an appeal 
in the Frankfurter Allgemeine Zeitung entitled 
Hands off our genes! In the article, she drew 
attention to the risks that even the smallest 

manipulations of the human genome entail. 
The consequences of this and similar inter-
ventions are completely unforeseeable, she 
said. According to the researcher, we know 
next to nothing about the role that genes play 
in their complicated interplay in humans, but 
also in other species, both during develop-
ment and later in life. Thus, a change that 
appears beneficial at one point may unexpect-
edly prove harmful at another.

Similar to   Nüsslein-      Volhard, Stuart 
Newman, a cell biologist and uncompro-
mising proponent of an extended synthesis 
of evolutionary theory, has long advocated 
in the USA that we should keep our hands 
off technologies that we do not understand. 
By this, he means biotechnology and genetic 
engineering, both of which aim to manipu-
late the human germline. Newman makes a 
strong point that, for example, the majority 
of people in modern societies have no con-
cept of what genetic engineering can funda-
mentally do in somatic cells ( a dult body cells) 
and germline cells ( s perm or eggs). There is 
neither widespread awareness of the risks and 
dangers nor future opportunities in germ-
line manipulation. Newman points out that 
humans are not machines. While the biotech 
industry stubbornly pursues the notion that 
all life can be deconstructed, reconstructed, 
and commercialized, Newman repeat-
edly makes it uncompromisingly clear that 
humans are not machines to be understood 
in this way. According to Newman, it is still 
not possible to turn a genetic cog and at the 
same time know which other cogs are turn-
ing as a result. In short, the notion of genetic 
determinism that is deeply ingrained in sci-
entists is false. The complexity of cellular 
interactions beyond genes is unmanageable 
and beyond human control. Genes do not 
determine the properties of organisms in 
the way that has been believed and taught 
for 100 years (  cf. Sections 3.6 and 3.7). Thus, 
we do not know what we are doing when we 
intervene genetically in our germline. Today’s 
industrial efforts have the potential to change 
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the species character of human embryos and 
our civilization (  Stevens and Newman 2019). 
And yet, biotech insiders hold regular meet-
ings, planning staff convene, and strategies 
are developed to jumpstart the multibillion 
dollar market.

Tina Stevens and Stuart Newman know 
what they are talking about. The two 
researchers refer, among other things, to 
extensive experiments with which they back 
up their cautionary stance. In 1997, an exper-
iment led by Newman analyzed the ability 
of mice to orient themselves spatially and 
learn to swim. Here, even in inbred strains 
of adult mice, the roles of specific genes 
could not be determined. The authors also 
point to a second experiment from 2013, in 
which gene expression patterns triggered by 
  inflammation-      induced stress (  such as after 
trauma or sepsis) widely differed between 
mice and humans. The conclusions were that, 
first, mice are questionable model organisms 
for inferring gene function in humans, and 
second, genes can play different roles under 
the same conditions. Even more confusing, 
variable results were produced in the same 
experiments using different inbred mouse 
strains.

The molecular geneticist and evolutionary 
biologist Jürgen Brosius at the University of 
Münster, Germany, an expert in experimen-
tal pathology, warned against the manipula-
tion of the human genome as early as 2003. 
In that year, the first complete sequence of the 
human genome had been published. Brosius 
certainly recognizes the justified interest in 
controlling deadly diseases in one’s own body 
or that of one’s children. Ultimately, how-
ever, there are relatively few monogenetic 
diseases, i.e., those that are based on a single, 
hereditary genetic defect. In these diseases, 
sometimes a single altered letter in the DNA 
of a gene has devastating consequences. The 
affected gene then either produces a defective 
protein or none at all. The range of these dis-
eases includes Huntington’s disease, a heredi-
tary, fatal disease of brain cells, and the no 

less dangerous Duchenne muscular dystrophy 
(  DMD). In DMD, patients are born without 
symptoms. The disease only becomes notice-
able from the age of four and then progresses 
to severe muscle curvature. Affected children 
become confined to a wheelchair. Death is 
unavoidable when the heart muscle or the 
breathing apparatus fails at approximately 
25 years of age. The same group of monoge-
netic diseases includes amyotrophic lateral 
sclerosis ( A LS), a disease of the nerve end-
ings that causes muscle atrophy, from which 
Stephen Hawking suffered. Sickle cell ane-
mia, a hereditary disease of the red blood 
cells characterized by impaired blood clot-
ting, is far more common. Cystic fibrosis is 
also a known hereditary disease and is often 
caused by point mutations. As of February 
2020, the OMIM database, which covers all 
known human hereditary diseases, contained 
approximately 25,000 entries. Among them, 
the causative genetic errors for approximately 
16,000 entries are known and described 
(h  ttps://w  ww.omim.org/s  tatistics/e  ntry). 
Hopes are high that CRISPR technology will 
provide answers to these diseases.

Other genetic diseases can be incomparably 
more complex in terms of their genetic link-
age. Autism, for example, is a disease with 
various, fluid manifestations. It is inconceiv-
able today to intervene here with genome 
editing. Dozens of genes are involved in other 
diseases with a genetic predisposition, such 
as the autoimmune disease   type-      1 diabetes. 
However, each gene has a relatively small 
influence. In parallel, exogenous origins may 
exist that interact with genetic conditions in 
complex ways. Such possible environmental 
factors (  cesarean birth is one, formula feed-
ing another) play a role in   type-      1 diabetes. 
Delivery by cesarean section affects the com-
position of the child’s intestinal microbiome 
because the baby does not inherit the mother’s 
beneficial bacterial flora. The baby’s immune 
system then lacks certain prerequisites for 
healthy development. These conditions favor 
the development of autoimmunity. The risk 

https://www.omim.org
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of a child developing diabetes by the age of 
12 is doubled as a result, according to Anette 
Ziegler of Helmholtz Zentrum in Munich, 
Germany ( B onifacio et  al. 2012). Such dis-
eases cannot be treated using CRISPR/ C as at 
this time. Nevertheless, enormous efforts are 
also being made to target  all these diseases, 
as well as certain cancers, with CRISPR. It is 
even hoped that CRISPR can be used to detect 
mutations before they can cause irreversible 
damage (  Doudna and Sternberg 2017).

The risks of dealing with CRISPR/  Cas thus 
lie in the fact that we do not and probably 
never will know the genetic network that 
influences the phenotype in total, in all its 
possible genetic combinations and forms of 
expression. Consequently, mistakes will be 
made in the future treatment of disease via 
gene therapy that may not be apparent for 
several generations ( D oudna and Sternberg 
2017; Stevens and Newman 2019).

However, Brosius is most concerned about 
manipulations of another class, namely,
enhancement of our physical, mental, or even 
cognitive characteristics and its consequences. 
The intense global interest in addressing 
these potentially expansive areas of business 
will likely result in this coming true ( B rosius 
2003; Stevens and Newman 2019). Brosius 
speaks of “  directed evolution” in humans. He 
emphasizes the evolutionary danger of uni-
formity in the human genome. The diversity 
of gene variants that our genome exhibits are 
the greatest asset for our evolutionary future 
and survival as a species ( B rosius 2003). Here, 
standardization of targeted genetic endow-
ments and phenotypic traits means an evo-
lutionary tightrope act with a completely 
uncertain outcome.

 

Jennifer Doudna, one of the two discov-
erers of CRISPR technology, no longer fun-
damentally rejects the idea of editing the 
human germline, in contrast to her ear-
lier stance. However, she draws attention 
to the risks involved, as do her colleagues. 
She acknowledges that the question was not 

whether DNA would be redacted in human 
germlines but when and how such a redaction 
would take place ( D oudna and Sternberg 
2017). So, it is safe to assume that mankind 
will get into this game and start an arms race 
for genetic enhancements. Lamarck sends 
his regards.

Stevens and Newman ( 2 019) share the 
same view. To draw maximum public atten-
tion to the issue of biotechnology and the 
manipulation of germ cells, Stuart Newman 
filed an application to patent chimeras in the 
United States in 1997. Composites of mouse 
and human cells would be allowed, as well as 
those of human and chimpanzee cells, start-
ing from the zygote stage. This is a unique 
approach with completely different conse-
quences from, for example, the cultivation 
and implantation of an organ from mixed 
cells. Newman was proposing bona fide 
mixed beings derived from two different spe-
cies from the early embryonic stage and with 
quite different proportions of human cells. 
The justification for the application stated 
that partially human embryos could serve as 
a source for tissue and organ transplants but 
also as test objects for the compatibility of 
toxic substances and drugs.

In fact, Newman, a fierce opponent of 
germline genetic manipulation, had a very 
different objective. He intended to raise pub-
lic awareness of the issue. Foreseeing such 
developments coming in the biotech industry 
and science, Newman strove to get the pub-
lic to take a stand on the question of where 
to draw the line between biology and cul-
ture, between human and nonhuman. The 
application was denied in 2005 after several 
rounds of appeals. Newman refrained from 
appealing to the highest US court. He had, so 
to speak, pressed the alarm button, knowing 
full well that the industrial apparatus could 
neither be stopped, nor has it been, and that 
behind closed doors, this apparatus drives 
highly profitable business development with-
out hesitation.
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8.1.3   Nanobot Technologies

The news media repeatedly reports on 
research into nanobot technology. Nanobots 
are robots of molecular size. Such machines 
have already been described in novels by 
Philip K. Dick (Autofac, 1955) and Stanislaw 
Lem (The Invincible, 1964). A nanometer is one 
billionth of a meter. If you imagine this to be 
the size of a soccer ball, then the soccer ball, 
enlarged on the same scale, has the circumfer-
ence of the earth. Nanobots can be made from 
DNA or proteins. We have already learned 
about the xenobot, the biorobot named after 
the clawed frog, made from its cells and 
designed with an AI system. But the xenobot 
is still several orders of magnitude larger than 
the nanobot. The first autonomous prototypes 
for targeted cancer therapy are already in the 
demonstration phase. They attack tumors, 
cutting off their blood supply. In addition to 
fighting cancer, future nanobot systems will 
be used to eliminate pathogens in the blood, 
break up blood clots, break up kidney stones, 
replace neurons, and perform numerous 
other functions. The body cells they attack 
will be destroyed and removed without any 
damage to healthy tissue. The particular chal-
lenges here are that nanobot systems will not 
only need to be introduced into the blood-
stream but will also need to independently 
locate a specific site in the body, such as the 
knee joint fluid, and become active there. If 
control is too difficult, the nanobot inven-
tors get creative and help from outside the 
body, for example, with magnetic fields or 
ultrasound at the corresponding body sites, 
to which the nanobot then reacts. Ultimately, 
nanobots should be able to reproduce them-
selves in the body or   self-      destruct when their 
work is done.

  
   

8.1.4   Slowing Aging and Immortality

A goal that is rarely perceived by the public 
but breathtaking nonetheless is to slow the 
aging process, stop it altogether, and avoid 
death. Death is a fundamental component of 

Darwin’s theory. Species cannot change or 
differ without death; adaptation to chang-
ing environmental conditions would not be 
biologically possible for organisms with an 
infinite life span. Living things are, therefore, 
“  programmed” to die. Death is a result of nat-
ural selection. However, immortality is indeed 
possible, at least for a jellyfish discovered by 
an Italian researcher in the Mediterranean Sea 
in 1999 (Turritopsis dohrnii,  Figure  8.1). When 
it becomes old or injured, and its body cells 
no longer function well, its cells dedifferenti-
ate into the stem cell stage. The jellyfish thus 
returns to its original polyp stage, becoming 
young again. It then rises from the sea floor 
as a juvenile jellyfish and begins a new life. 
The process theoretically repeats itself ad infi-
nitum (  Piraino and Boero 1996).

To date, it is not sufficiently clear why we 
age. One theory is that harmful genes are acti-
vated in old age and can, therefore, no longer 
be selected. If two such genes are removed 
from the nematode (RAS2 and SCH9), it can 
live up to 10 times longer (  Wei et al. 2008). 
However, this is not true to the same extent 
for more complex life forms. Conversely, there 
are numerous so  -      called Methuselah genes. 
These are genes or genomic changes that, in 
combination, codetermine a long life span.

  

  

The Briton Aubrey de Grey determined that 
with aging, pollutant degradation by lyso-
somes in cells becomes less complete. In the 
future, microbes will be programmed and 
introduced into body cells in such a way that 
efficient waste degradation will be main-
tained. According to De Grey’s predictions, 
there is a 50% probability that a 50% rejuvena-
tion process will be possible in 25 years, i.e., a 
6  0-            year-      old will be able to look like a 3  0-            year-     
 old (  Grey and Rae 2010).

The discovery of telomerase in 1985 caused 
a sensation in the scientific community and 
the media. This enzyme in the cell nucleus 
ensures that the degradation of telomeres, the 
end pieces of the chromosomes that are fur-
ther shortened with each round of cell divi-
sion (  mitosis)), is arrested in certain cells, and 
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 Figure 8.1  Immortal. The jellyfish Turritopsis dohrnii lives forever, at least as long as it is not killed by its envi-
ronment. It is the first animal known to be able to regress from the adult to the juvenile state and to do so as 
often as desired.

the telomeres are thus restored. The Nobel 
Prize in Medicine was awarded in 2009 for 
this discovery. Telomerase plays an important 
role in the fight against cancer, where the aim 
is to stop uncontrolled cell division. However, 
telomere shortening, which only allows a 
certain number of cell divisions, is not the 
only reason for aging. Unfortunately, I can 
only give a small insight into the numerous 
research directions here. With increasing age, 
for example, the ability of cells to repair them-
selves decreases. At present, there is intensive 
effort to investigate the question of how our 
body’s cells can achieve the correct balance 
between cell growth and cell repair as we age. 
A few molecules come to mind that can influ-
ence this control, and they are on the market 
in modified form as drugs. One such group, 
for example, increases the expression of genes 
called sirtuins. The enzymes encoded by these 
genes, of which humans have seven types, are 
responsible for DNA repair. Increased sirtuin 
levels in mice led to better resistance to dis-
ease, improved blood circulation and organ 
function, and a longer life span.

A second drug developed for the same pur-
pose, i.e., to elevate the cell repair. mecha-
nism, is called metformin. It is possible that 

metformin can target several diseases of aging, 
including cancers and t  ype-      2 diabetes, simul-
taneously and revolutionize aging research. 
Ideally, in the future, a direct delivery system 
will be developed to bring the compounds in 
question directly to cells. In addition to those 
mentioned above, there will likely be other 
antiaging preparations that will increasingly 
be used individually, considering the patient’s 
age, gender, DNA profile, metabolic status, 
and other factors (  Metzl 2019).

Ray Kurzweil, a   well-      known futurologist
and Director of Engineering at Google, pre-
dicts that humans will be immortal by 2045 despite 
numerous unanswered questions (Ku  rzweil 
2017). Regardless of when immortality will be 
achieved, research on the topic of stopping the 
aging process is being conducted at a feverish 
pace and with huge budgets. Whether the end 
result is something we really want is another 
matter.

Radical life extension culminating in the 
abolition of the aging process altogether is the 
primary goal of transhumanism. In this way, 
the cognitive, physical, emotional, and other 
human limitations and weaknesses addressed 
by transhumanism would ultimately be over-
come (L  oh 2019).
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8.1.5    Human–      Machine Combinations   

The most ambitious fields of research in med-
ical technology lie in overcoming incurable 
diseases, adequately replacing missing body 
parts, halting the aging process, and   human–     
 machine combinations. The German phi-
losopher Nicole C. Karafyllis speaks of the 
indistinguishable fusion of biology and   high-     
 tech ( K arafyllis 2003). At present, we already 
exist in certain forms as cyborgs, that is, as 
  human–      machine combinations. This is as 
true for people with pacemakers as it is for 
those with insulin pumps, retinal implants, 
or brain implants. In September 2018, the 
Mayo Clinic in Rochester reported that a 
paraplegic could walk assisted for 100 m with 
the help of implanted spinal cord stimulation 
electrodes. The interrupted nerve pathways 
from the spinal cord to the legs were bridged 
with the implants.

Impressive research is also underway in 
prosthetic arm surgery. On YouTube, you 
can watch a man with a prosthetic arm 
peel an orange. The illustrated technique is 
already outdated because the control of the 
  prosthesis—      as elegant as it   looks—      is still
accomplished using the remaining muscles of 
the upper arm. To execute the desired hand 
movements of the prosthesis, the patient must 

 

first learn to trigger signals with his remaining 
muscles. This is difficult and requires much 
practice. New prostheses ( F  igure 8.2), such as 
the Modular Prosthetic Limb, a prototype from 
Johns Hopkins University ( a nd also shown on 
the Internet), are connected to the nervous sys-
tem (m  ind control). The prosthesis can even 
be detached from the body and hung from a 
stand. It communicates wirelessly with a cuff 
on the patient’s upper arm. This is coupled to 
the nervous system and thus to the brain. The 
prosthesis itself has 100 sensors corresponding 
to fields on the fingertips and back of the hand. 
If the doctor touches the detached prosthesis, 
for example on the little finger, the patient feels 
this at the corresponding imaginary point. If 
the doctor presses firmly, the patient feels pain. 
The prosthesis thus allows the patient to feel. 
One might object that a robot will never have 
the sensitivity of a finger. The Georgia Institute 
of Technology has already developed a h  igh-     
 resolution robotic skin with many thousands 
of individual sensors per square centimeter, 
more than on a fingertip (  our entire body has 
900 million   touch-      sensitive receptors). The
artificial skin is stretchable and sensitive to 
touch, pressure, and temperature. With this 
degree of sensitivity, an artificial hand would 
have a good chance of peeling a boiled egg.

 

 Figure 8.2  Man controls an artificial hand. There are already numerous developments of   AI-      controlled pros-
thetic arms, also with many sensors for touch, tactile and pressure sensitivity. They are wirelessly coupled to 
the nervous system. The patient feels touch with individual fingers and also feels pain.
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Kevin Warwick, an engineer at Coventry 
University, was able to connect microchips 
inserted into his arm to the Internet. Nerve 
signals from his hand were transmitted over 
the Internet to a robotic hand in another loca-
tion, and the robotic hand did what Warwick 
did. In another experiment, he connected his 
nervous system to that of his wife. His nerve 
impulses ( h and movement) triggered specific 
hand movements in her and vice versa. Thus, 
communication between two nervous sys-
tems is already possible; the electronic con-
nection from brain to brain would then be 
the logical vision, although it would be much 
more difficult to realize. It is easy to imagine 
that the human brain communicates in the 
described ways with not one but hundreds of 
real systems in hundreds of places at the same 
time. I leave it to the reader to imagine such 
scenarios.

B  rain–      computer interfaces with various 
applications are also on the horizon. Elon 
Musk announced the details of his company 
Neuralink in 2019. Here, chips are implanted 
directly into the brain via tiny holes in the 
top of the skull.   High-      tech electrodes thinner
than a hair are placed directly into brain cells 
using surgical robots. The chips are connected 
to a smartphone via a receiver behind the ear 
via Bluetooth. In the initial phase, it should 
be possible to better treat serious illnesses or 
injuries to the brain and spinal cord, such as 
paraplegia. But Musk is known as a visionary. 
He is thinking of further improvements to 
the human body with this technology: the 
control of robotic arms, the simple learning 
of a new language, the movement sequences 
of martial arts, or the storage of city maps. 
New abilities are then to be loaded into the 
brain like software updates and readouts.

 

The   much-      discussed uploading of the 
entire brain to a machine while preserving 
the identity of the person in question, on the 
other hand, is an incomparably more diffi-
cult project from which today’s technology is 
still light years away. Not only would all the 
approximately 100 billion neurons have to be 

mapped in the machine, but so would all of 
the synapse connections, and that is 10,000 
times as many. In addition, there would be 
extrasynaptic interactions. Some research-
ers, therefore, go so far as to claim that every 
atom of the brain would have to be repre-
sented in the machine if the copy of the con-
nectome, i.e., the totality of all connections in 
the brain, is to work (  Seung 2013). But that is 
far beyond the reach of any computer capac-
ity. Apart from that, we still do not know 
what constitutes our identity, our conscious-
ness. Can it even exist outside of our body? 
Our gut feeling contradicts it.

8.1.6   The Future of Genetic Engineering 
and Transformation of Life

Within two or three generations, genetic 
engineering may become a dominant issue 
for mankind. The course is being set today 
for interventions that are unimaginable to 
most people. The manipulation of our genetic 
makeup can and very likely will develop into 
the greatest technical advance in the history 
of mankind. After billions of years of evolu-
tion, a new era will then begin with new, 
previously unknown rules of evolutionary 
change. This epochal development will be 
dominated by a series of technical processes 
whose foundations are being laid today. Even 
beyond today, these will attract political and 
social attention, spark ongoing ethical discus-
sions, and lead to different opinions and deci-
sions in different countries and on different 
continents of the world.

The path this development will take will be 
characterized by a series of biotechnological 
processes, some of which will only become 
possible with applications of artificial intel-
ligence and with big data, i.e., the storage 
and comparison of millions of human DNA 
sequences. The procedures that I will explain 
in more detail below will initially be seen 
predominantly in connection with the pre-
vention of hereditary diseases or inherited, 
congenital malformations. In an incremental 
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process, however, the targeted selection of 
complex physical, psychological, and mental 
characteristics will undoubtedly also increas-
ingly determine the field.

Artificial insemination is not a novel con-
cept and is used as a common method in 
many countries today. It does not in itself 
constitute a genetic intervention. However, 
it does involve artificial selection, which is 
already practiced for selecting suitable eggs 
and sperm. In vitro fertilization ( I VF), as it 
is called, is a laborious process and stressful 
for the expectant mother. She must be pre-
pared to provide about   10–      15 eggs at a time,
in up to three cycles, which are selected in 
the laboratory. The few usable ova in each 
case are fertilized with suitable sperm, a 
second selection process. In some countries 
such as the USA or Israel, the sex can be 
determined and selected in a third selection 
process. In Germany, where this is prohib-
ited, I knew of cases as early as 2007 wherein 
wealthy fathers, who absolutely “  needed” a 
son because their culture demanded it, had a 
frozen sperm package flown to the USA and 
back to have the sex determined there using 
a centrifugation technique; male sperm are 
in fact very slightly heavier than female 
sperm. Affluent people can often find a solu-
tion. Finally, in many countries, including 
Germany since 2011, DNA analysis of the 
desired embryo( s ) can be performed as a 
part of preimplantation diagnostics ( P ID) to 
detect serious hereditary diseases and select 
appropriate embryos. In the USA, some clin-
ics even allow positive selection of a genetic 
anomaly, for example, in the case of heredi-
tary deafness.

 

IVF is certainly not suitable for   large-      scale 
manipulation of the human species, but scien-
tific efforts extend much further. Since 2014, 
it has been possible in humans to convert 
somatic cells, for example skin cells, into pri-
mordial stem cells, which are the precursor 
cells of germ cells (  Cyranoski 2014). A similar 
attempt succeeded for the first time in 2018 
with blood cells. Also, in the fall of 2018, a 

Japanese team succeeded in taking primor-
dial cells, which are not yet fertile and thus 
not yet divisible in the form of meiosis, to the 
next stage of development. Further progress 
can be expected in this field, as experiments 
in mice suggest. In these, one is already much 
closer to the goal of generating fully func-
tional oocytes from induced pluripotent stem 
cells (  iPS cells), which in turn were generated 
from skin cells, in a petri dish. In any case, 
the media reported enthusiastically on the 
discovery. The British newspaper The Guardian 
called the result a revolution and predicted 
that by 2040, it would be commonplace to 
produce synthetic embryos from skin cells 
taken from people of any age or gender.

Even though the intention of such experi-
ments is to permit couples wishing to have 
children to overcome infertility, the more 
recent techniques open up entirely new 
horizons. In this way, far more than the 
severely limited number of natural eggs 
could be painlessly made available for artifi-
cial insemination in the future. They could 
be genetically screened using preimplanta-
tion screening (  PGS) and selected according 
to various needs. In the future, screenings 
will contain more and more desired state-
ments about the likelihood that a child will 
be susceptible to certain diseases, will be 
  short-      sighted or   learning-      disabled, or will 
have rapid comprehension, whether he or 
she will have an attention deficit or be a good 
team player, in short, the whole program of 
future preimplantation genetic testing pro-
cedures. Since the procedure is still tied to 
the generation sequence in humans, which 
takes several years, the retrieval of somatic 
cells from the early embryo and their trans-
formation back into germ cells is being con-
sidered and would enable the IVF process to 
be repeated after only a short time. The gen-
eration sequence would thus be shortened to 
a few days or weeks instead of 15 or more 
years. In this way, the number of available 
embryos could be increased by a power of 
10, the selection of embryos could be refined 
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according to many more criteria, and the pro-
cess of targeted artificial selection could be 
accelerated. In another procedure performed 
on mice, artificial ovaries (  ovaries) were 
developed using 3D printing techniques, 
into which follicles, precursors to eggs, were 
inserted. The ovaries were implanted into an 
ovariectomized mouse and were able to inte-
grate into the blood system. This mouse later 
mated and gave birth to live young ( L aronda 
et al. 2017). Let us leave undecided in which 
countries such procedures would be ethically 
desirable and possible.

The importance of genetics on the evo-
lution of humankind increases with the 
availability of DNA screening at a fraction 
of earlier costs, due to the use of AI with 
machine learning capabilities ( S ection 8.2). 
Information obtained with big data can, in 
principle, be used to select and manipulate 
embryos. In China, for example, the state 
has the sole right of disposal of its citizens’ 
genetic information. In a 2017 survey, the 
Chinese tended to view the possibility of 
genetically modifying their children in a 
positive light ( M etzl 2019).

In the previous section, with reference to 
several   well-      known authors, I made it clear 
that our current knowledge of the human 
genome still leaves open most questions about 
what exactly determines hereditary diseases 
with polygenic factors. We still know very 
little about their genetic basis. However, this 
does not prevent AI applications from com-
paring millions of DNA sequencing to deter-
mine patterns of disease or its predisposition. 
It is highly probable that in 10 years, the DNA 
sequences of two billion people will be avail-
able in databases (  Metzl 2019). Recognizing 
that all the causalities of complex genetic dis-
eases will overwhelm our limited brains, we 
will need powerful AI applications to better 
manage such complexities. Without needing 
to know in detail exactly which genes, gene 
expression patterns, and epigenetic factors 
are responsible for a multifactorial or poly-
genetic   disease—      there may be hundreds 

or   thousands—      the analysis of many DNA 
sequences will help to statistically narrow 
down the patterns associated with specific 
diseases. One will then be able to say some-
thing to the effect that an individual DNA 
sequence or pattern can lead to Alzheimer’s, 
hypertension,   type-      2 diabetes, or some other 
disease with probability X in a particular indi-
vidual at an advanced age. It stands to reason 
that as soon as such knowledge is available in 
increasingly detailed form, companies will be 
very interested in using it. This may be the 
case, for example, with insurance companies, 
which may offer customers enticing financial 
incentives to have their DNA sequenced and 
their data disclosed.

So, the entry into the analysis and manipu-
lation of our genome will probably occur in 
the medical field. First, we will see genome 
editing of monogenetic hereditary diseases, 
and this will likely continue for many years. 
The technique will gradually gain the accep-
tance of broader and broader segments of the 
population. Parents’ desire to protect their 
children from inheriting their own, perhaps 
fatal, disease is legitimate and will almost 
certainly prevail. Over time, the pushback 
against increasingly complex diseases will 
be addressed gradually and with newer and 
better methods of genome editing.   Genome-     
 wide association studies will help research-
ers to obtain an overall picture of the genetic 
variation in an organism’s genome. This is 
then associated with, i.e., compared to, a spe-
cific phenotype, for example, an Alzheimer’s 
patient.

But how will we address traits that lie 
beyond what we now classify as medical con-
siderations, such as body size, intelligence, 
athletic fitness, skin color, and personal-
ity traits? On these subjects, we may judge 
decisively that one should strictly refrain 
from such manipulations. But opinions and 
perceptions differ between cultures. What 
seems to us to be an ethically outrageous and 
unworkable path may be quite acceptable in 
other cultures and countries.
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In addition to culture, economic interests 
exist on an inconceivable scale; biotech com-
panies envision potential multibillion dollar 
markets here. Sooner or later, therefore, such 
hardly noticeable developments will occur and 
will then creep out of the medical fields into 
n  on-      medical ones, whereby those responsible 
will undoubtedly continue to invoke medi-
cal arguments. The boundaries between gene 
therapy and genetic optimization will gradu-
ally blur. When it comes to height, for exam-
ple, deviation from a norm cannot be readily 
determined medically; cultural factors play 
into this. Intelligence and other traits could 
be considered in a similar way. Today, numer-
ous genes are known to play a role in deter-
mining body size, and several hundred genes 
are known to influence a person’s intelligence 
quotient (  IQ). We truly cannot exclude the 
possibility that in a few decades, people with 
an IQ of 150 will be bred in series in some 
countries. The aberrations that will occur in 
the process remain an open question.

Even though we are still a long way from 
having an approximate overall picture of 
the genetic basis of the complex traits men-
tioned above, which are also influenced by 
environmental factors, we can already see 
in practice that in China, for example, chil-
dren are selected for competitive sports on 
the basis of certain genetic factors. A Chinese 
ministry required applicants for the 2022 
Olympic Games to have their genetic material 
sequenced for speed, endurance, and jump-
ing power (  Metzl 2019)—      artificial selection 
on an assembly line in humans. South Korea 
is one of the countries with the highest per-
centage of cosmetic surgery among young 
girls in the world. In Seoul, it is almost a 
standard for a girl to have her face or breasts 
“  beautified.” It is easy to imagine that people 
in such a culture will be amenable to genetic 
interventions on their own germ cells if they 
can use them to “ o ptimize” the appearance of 
their children.

23andMe.com is an American website that 
offers personal DNA sequencing. For US$ 
199, the customer receives a vial, which they 
fill with saliva, and send back to the orga-
nization. Based on the selected sequencing 
of sections of all 23 chromosomes, a health 
predisposition report is generated. This pro-
vides information on genetic variants associ-
ated with an increased risk of, for example, 
  type-      2 diabetes and many other geneti-
cally dispositive diseases. The report meets 
the requirements of the US Food and Drug 
Administration for genetic health risks and 
can be the basis for possible personalized 
medicine. Similar applications in other coun-
tries are already used to detect genetic predis-
position to intelligence, athleticism, or other 
desirable factors.

Our species should eventually approach 
the idealized human conceptions (  Section 
8.2). Sex as the natural process of procreation 
will perhaps disappear in the long term in 
some countries. In support of this, aware-
ness of the opportunity to detect and pre-
vent increasing heritable diseases through 
greater genetic knowledge of these diseases, 
advances in genome editing, and more effi-
cient IVF methods, will grow over time. 
Where we stand with genetic engineering is 
comparable to where the automobile stood 
in 1900, not much more than a decade after 
Carl Benz invented the internal combustion 
engine. Measured against reasonable expecta-
tions, the global competition for mastery and 
application of genetic engineering has not 
even begun. It will take on spectacular pro-
portions. In parallel with the manipulation 
of humans, research is being conducted at a 
feverish pace on the restructuring of count-
less genomes in the animal and plant worlds, 
in particular, all the components of our diet, 
and immense quantities of money are being 
earned. In view of the expected upheavals 
described above, perhaps hardly anyone will 
speak of Darwin in 100 years.

http://23andMe.com
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8.2   ARTIFICIAL INTELLIGENCE AND 
TRANSHuMANISM IN EVOLuTION

8.2.1   AI and Humanoid Robots

The image of a technical, abiotic human 
future demands an examination of AI and its 
consequences. Discussions have shown time 
and again that our society still largely holds 
the view that computers cannot think and are 
certainly not capable of learning. This image 
must be viewed critically and questioned in 
a differentiated manner. Today we speak of 
“  intelligent systems,” Computer applications 
no longer only reproduce what was previ-
ously input into them, and they can behave 
contrary to the intentions of their developers.

Let us be clear about one thing: if this 
chapter refers to computers deciding, think-
ing, deliberating, etc., then these   terms—     
whether they are in quotation marks or   not—     
 are not tenable from a philosophical point 
of view. The terms for   decision-      making or 
intelligence in humans and machines refer 
in principle to different facts. The primary 
message in this chapter is that in our tech-
nologized society, we are increasingly deal-
ing with machine environments that work 
toward imitating human behavior: then, 
they look to us as if a system decides when 
a person should be denied credit. Does your 
smartwatch with   lightning-      current blood 
pressure and heart rates decide whether you 
feel healthy, or is it you who decides that? For 
example, you might get the impression that a 
system is intelligent if, for example, it trans-
lates the book you are reading into another 
language in a matter of minutes, or if it soon 
“  answers” all your questions via the Internet 
about your planned vacation, and you cannot 
tell whether you are dealing with a human 
being or a machine. In his famous Turing test, 
Alan Turing predicted that at some point, we 
would no longer be able to distinguish the 
behavior of a machine from that of a human. 
On the one hand, it is important to analyze 
the consequences for us of machines (  only) 
simulating our behavior and sensations, but 

 

becoming less and less distinguishable from 
human intelligence. This is the topic of this 
section. On the other hand, it is important 
to keep in mind the categorical differences 
between, for example, “ i ntelligence” and 
“    decision-      making” in humans and machines 
and to put them into an evolutionary context, 
which is discussed in Section 8.3. There, we 
discuss the theory of evolution, including the 
technosphere highlighted here.

We are faced with systems that appear to 
think or even feel like us, even though they 
do not in the least. The builders of such 
machines aim to make us believe that t  hey—     
 whether child’s dolls, cell phones, ticket 
machines, online support systems, or human-
oid   robots—      can “  communicate” with us 
more and more at eye level. To this end, terms 
from the human behavioral repertoire are 
intentionally used, such as “  decide,” “  think,” 
“  intelligent,” “  communicate,” and “  sex 
robot.” The machines themselves and the lin-
guistic association with humans in descrip-
tions of their capabilities elicit fascination and 
incentives to buy that result in global markets. 
The primary goal of this chapter is to give 
you an idea of where the AI journey may be 
headed. Whether you will be impressed fur-
ther by the examples of modern digital tech-
nology or whether your critical spirit will be 
awakened, I leave it as an open question. I do 
suggest, however, that you be critical about 
your evaluation of future technology. Decide 
consciously how much you want to allow. It 
always starts with the vocabulary: what terms 
do we use when we talk about machine capa-
bilities or machine “  behavior”?

AI agents are becoming increasingly com-
plex. The program code can be simple but 
still produce complex results in the form of 
  so-      called black boxes. This means that the 
exact path from input to output can no longer 
be traced, even by the program developers, 
the output cannot be predicted, and unfore-
seen behaviors can occur when interacting 
with the world and other AI systems (  Rahwan 
et al. 2019).
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The German philosopher Julian   Nida-     
 Rümelin gives a clear picture of the fact that 
computers based on today’s common sys-
tem of Turing machines cannot feel real joy 
or pain, cannot be really sad, cannot under-
stand the meaning of language, cannot weigh 
the reasons for their decisions, and cannot 
act morally. In contrast, “ M an is not deter-
mined by mechanical processes. Thanks to 
his capacity for insight, as well as his capacity 
to have feelings, he can determine his own 
actions, and he does this by deciding to act 
in this way and not in another. People have 
reasons for what they do” (    Nida-      Rümelin and 
Weidenfeld 2019). Klaus Mainzer, a German 
science theorist and complexity researcher, 
disputes this view when he writes that 
“  semantics and understanding of meanings 
do not depend on human consciousness” 
(  Mainzer 2018). For example, he argues that 
a system may well acquire enough common 
sense that it “  knows” a human is a living 
being that breathes, needs to eat, and usually 
brushes its teeth in the morning, even if that 
is not explicitly mentioned every time the 
term “ h uman” is used. Mainzer, therefore, 
does not rule out “ t hat AI systems will be 
equipped with   consciousness-      like capabilities 
in the future.” Furthermore, he points out 
that there is a growing realization in cogni-
tive and AI research “  that the role of con-
sciousness in human problem solving has 
been overestimated and the role of situational 
and implicit learning has been underesti-
mated” ( c f. Kahneman 1990). Mainzer’s view 
thus does not coincide with   Nida-      Rümelin’s.

Whether computers will have feelings, 
however, may turn out to be the wrong ques-
tion if machines simulate feelings so cred-
ibly that we cannot even distinguish their 
behavior from the expression of real feel-
ings. The same applies to the consciousness of 
machines. Asks Jay Tuck, where do real feel-
ings begin, and where does simulation end? 
Jürgen Schmidhuber, a German AI visionary, 
explains that robots are already being fitted 
with “  pain sensors” so that they can “  sense” 

in their own way when they need to visit the 
charging station. Such terms are used rather 
carelessly these days. Thomas Nagel tells 
us unequivocally that we will never know 
whether future dog robots, which will react 
in complex ways to their environment and 
behave, in many ways, exactly like dogs, are 
a mere mesh of circuits and silicon chips or 
whether they will also have a consciousness 
( N agel 1987). In this respect, Nagelalso con-
tradicts his colleague   Nida-      Rümelin.

In a nonrepresentative survey conducted by 
the author among a handful of young peo-
ple with a high school diploma or university 
degree in September 2018, 60% of respon-
dents believed humanoid robots would never 
exist in our daily environment, while as 
many as 20% thought it would never get to 
the point where most machines in daily life 
communicate with us in voice dialog or that 
a machine court interpreter would be used. 
Society’s misconceptions about the learning 
capabilities and intelligence of computers 
can lead to a dangerously false picture of our 
entire future. How well AI systems can learn 
was demonstrated impressively by the exam-
ple of Libratus. This poker AI program only 
knows the poker game rules. It does not have 
access to a predefined database with millions 
of stored games, as chess programs do. Rather, 
Libratus independently developed bluffing in 
millions of games against itself, can handle 
intuition without being programmed to do 
so, and thus won against four professional 
players in 2017. The software can be used for 
other purposes as well. If software can handle 
tactics in poker, why not in negotiations?

There will soon be sex robots.”, according 
to David Levy, author of Love and Sex with Robots—    
 The Evolution of Human–Robot Relationships. When 
asked what this is for, Levy doesn’t answer that 
robots are better at this than humans. Rather, 
he says that for people who “  can’t have satisfy-
ing sexual relationships with other people for 
a million reasons, these represent a new rela-
tionship that contributes to their happiness, a 
relationship they wouldn’t otherwise have.” 
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This development will completely change 
couple relationships (  Levy 2007). The creature 
that Levy described to his readers as still being 
an invention of the future came on the market 
in 2017. It is called Harmony, a sleek, talking, 
heatable doll with numerous touch sensors. 
The fact that she can be customized almost 
at will in terms of hair color, bust size, and 
vagina is still the least of it. She can talk, learns 
her owner’s preferences, knows her birthday, 
and of course, has an orgasm. Sex stress is left 
at the door. “  We will fall in love with robots,” 
says an interview with the British grande 
dame of cognitive science, Margaret Boden, 
about artificial intelligence that is completely 
incapable of relationships (  Klein 2019).

AI systems are increasingly being used as 
human robots to care for the elderly; they per-
form simultaneous translations on the basis 
of artificial neural networks and deep learn-
ing (  multilayer learning) with the desired 
quality of professional translators; they man-
age traffic flows and stock exchanges and save 
human   lives—      and not only in the early detec-
tion of tumors. IBM’s Watson AI program 
first sensationally won hands down against 
humans in a US quiz show back in 2011, and 
it is currently being used to diagnose can-
cer. It has learned to do so by invoking 210 
million patient records from 2017, which it 
can use for comparisons. Additionally, it has 
read the entire relevant scientific literature, 
i.e., 200,000 medical articles in the PubMed 
database. Even the most experienced doctor 
in the world can only use a tiny fraction of 
this amount of data in their diagnosis. Today, 
artificial neural networks can recognize pat-
terns in cell samples that let them distinguish 
benign from malignant tumors. Such systems 
thus not only diagnose in a way that cannot 
be found in any medical textbook; they also 
conduct   cutting-      edge research.  

The   Pittsburgh-      based AI system MultiSense 
can determine whether a patient is suf-
fering from depression, schizophrenia, or 
a   post-      traumatic situation within a   five-     
 minute machine video interview. To do this, 

MultiSense uses 68 grid points on the patient’s 
face, from which it evaluates, for example, 
eye contact or smiles to make the diagnosis. 
Doctors can use this system to track down 
new behavioral characteristics or changes in 
patients that they had not previously been 
aware of. The goal is to tailor the diagnosis for 
each patient using AI. But such systems have 
a long way to go; so far, only correlations are 
involved. The machine merely matches exter-
nal behavioral characteristics, albeit many of 
them. It does not make a more   in-      depth med-
ical diagnosis, because AI algorithms do not 
uncover   cause-            and-      effect relationships per se.

This AI system and many others do not get 
to the bottom of the causes, as a good doctor 
would do in a given case. Rather, AI systems 
often work according to heuristic methods 
and with statistical procedures. In this case, 
heuristic means that ( i n contrast to, say, a car 
navigation system) there are no unambigu-
ous   algorithms—      only “  fuzzy” algorithms
or approximate instructions for the system’s 
decisions. These can then be better or worse 
and thus represent underlying causes well, 
less well, or even wrongly. This should be 
noted in passing. The   result—      as is the case 
  here—      can nevertheless be deeply impressive.

    

The industry is working feverishly to 
develop humanoid robots ( F  igure 8.3), syn-
thetic beings that are indistinguishable from 
their biological counterparts. At the same 
time, autonomous combat robots are being 
developed today, and hundreds of millions of 
jobs are at risk of being replaced by intelligent 
systems in the coming decades (  Ford 2021). 
Social upheaval will accompany this develop-
ment. The AI development process is moving 
far too fast for parallel compensation of job 
losses as AI progresses. A comparison with 
the Industrial Revolution, in which many jobs 
were created in parallel with rationalization, 
is therefore inappropriate. In a 2017 report, 
Goldman Sachs Economic Research predicts 
the loss of 300,000 truck driver jobs in the 
US per year, or 25,000 jobs per month, from 
autonomous trucks alone. This does not even 
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 Figure 8.3  Sophia. Sophia, an AI development by 
Hong   Kong-      based Hanson Robotics, is currently the 
most   human-      like robot. She can simulate human 
facial expressions and gestures, recognize faces, 
answer questions, and carry on simple conversations. 
Sophia is the first robot to have citizenship.

include cab drivers. Semi and fully autono-
mous vehicles alone will account for 20% 
of total US auto market sales between 2025 
and 2030, according to the study ( D ougherty 
2017). As early as 2013, Carl Frey, an econ-
omist at Oxford University, together with 
Michael Osborne, developed a scenario in a 
widely acclaimed study, according to which 
700 activities with varying probabilities could 
be lost in the USA within the next 20 years 
as a result of   digitization—      equivalent to half 
of all current jobs (  Frey and Osborne 2013). 
These include many   middle-      class occupa-
tions: administrators, lawyers, bankers, tax 
accountants, insurance agents, and others. 
Occupations that involve repetitive work-
flows have a poor future. Such workflows 
will sooner or later find themselves in the 
algorithms of AI systems. However, other 
researchers pointed out that the data for the 

US cannot be applied to other countries. They 
also emphasized that digitization will not 
substitute for occupations per se, but that cer-
tain activities will be taken over by machines 
(D  engler and Matthes 2015).

Consultancies, market analysts, and govern-
ments are currently struggling to analyze the 
net effects of the loss of existing jobs and the 
simultaneous creation of new ones. Moreover, 
digital development is advancing rapidly. A 
comprehensive analysis of the German labor 
market in 2013 revealed a potential of 15% or 
1.5 million employees subject to social secu-
rity contributions who could be substituted 
by digitization ( D engler and Matthes 2015). 
In 2016, the figure had already been raised 
to 25% or 2.5 million ( D engler 2019). This 
clearly demonstrates the dynamism of digi-
tal progress. There is no doubt that countless 
jobs will be rationalized away in the course 
of digitization. It is difficult to predict how 
many can be substituted, and how many new 
jobs will be created in parallel. The media 
often says that rationalization has always led 
to sufficient new jobs in the past, but against 
the backdrop of today’s technological change, 
this view is too   short-      sighted and superficial.

The human race could be extinct or 
immortal by 2050, according to Jeff Nesbit of 
the National Science Foundation. We do not 
know the consequences of AI systems that 
will exceed our intelligence. No one is asking 
us if we want them, but that which is feasible 
is usually realized. Technology is advancing 
exponentially and globally on countless ter-
rains that may still be islands today but are 
increasingly growing together. The human 
capacity to think is overwhelmed by the pace 
of technological advancement. More than 
2,000 prominent experts, including Stephen 
Hawking and Elon Musk, CEO of Tesla and 
SpaceX, therefore called for research into 
both the benefits and dangers of AI in an 
open letter to the United Nations in 2015. 
The initiative was taken by Max Tegmark and 
Toby Walsh, whose opinions on the matter 
are presented later in this chapter.
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According to the concept of transhuman-
ism, AI will intervene every expect of our 
lives and revolutionize our existence. It is 
rather alarming how marginal this topic is in 
society today due to its abstractness and lack 
of interest in it. This also applies to politics, 
which is failing to discuss and create frame-
works for an AI society. Private investment in 
AI startups in 2017 was $8.1 billion in the US, 
$5.6 billion in China, and just $0.2 billion 
in Germany. By 2015, of all machine learn-
ing patents filed, 1400 were from the US, 754 
from China, and 140 from Germany.

What is AI? Klaus Mainzer defines a system 
as “ i ntelligent if it can solve problems inde-
pendently and efficiently” ( M ainzer 2018). 
AI, according to Jay Tuck, can be defined as 
software that writes itself (  Tuck 2016). This 
means that it also independently writes its 
own updates, fixes bugs, and permanently 
optimizes itself for a dedicated task at speeds 
unimaginable by humans, without an out-
side understanding of how this happens 
and what exactly is happening. According 
to Max Tegmark, professor of physics at MIT 
in Boston, AI is a system with the ability to 
achieve complex goals ( T egmark 2017). In the 
visionary case, an AI system not only adopts 
the goals programmed by humans but flexi-
bly adapts them itself. Google already suggests 
alternative answers to users before they have 
fully formulated a question. These answers 
are generated by AI software. Military 
drones, invisible to the human eye in the 
sky, already exist today, equipped with   so-     
 called “  kill decisions” that can autonomously 
decide to kill people in the field. According 
to Stefan Lorenz Sorgner, there exists today a 
“ m erciless effort by the virtual class to force 
the abandonment of the body, to dump sen-
sory perception on the trash heap and replace 
it instead with a disembodied world of data 
streams” ( H almer 2013). Philosopher Sorgner 
calls transhumanism “  the most dangerous 
idea in the world” ( S orgner 2016). He is not 
alone in this. He belongs to moderate trans-
humanism, while the British philosopher 

Nick Bostrom (  Oxford) belongs more to 
pronounced transhumanism or technologi-
cal posthumanism. Toby S, Chair of Artificial 
Intelligence at the University of New South 
Wales in Australia, summarizes: “  AI will have 
comparable effects on the conception of man 
as the Copernican revolution” (  Walsh 2017).

8.2.2    Superintelligence—      The Last
Invention of Mankind?
     

Bostrom, in his book Superintelligence (  Bostrom
2014), explains the pathways that could lead 
to the development of a superintelligent 
being that could replace humans as a biologi-
cal species. At this point, we must first clarify 
the differences between AI systems. Unlike a 
conventional AI system ( w eak AI,  Figure 8.4), 
a system with artificial general intelligence 
( A GI) is no longer limited to a specific task, 
such as speech recognition, playing chess or 
autonomous driving, but has general intelli-
gence in all fields. Furthermore, superintel-
ligence or artificial superintelligence refers to 
beings or machines with intelligence superior 
to that of humans in many or all areas. It can 
also, beyond AGI, set its own goals and adapt 
them.

  

Is that impossible? Maybe, maybe not. When 
asked if a machine could ever be smarter than 
a human, Margaret Boden replied that if so, the 
computer would have to be taught “  everything 
an adult human ever learned about the world 
and other people. The computer would also 
have to somehow know how all these things are 
related to each other.” She confirms to her inter-
viewer that in comparison, the task of keeping 
track of a few dozen pieces in Go, the hardest 
strategy game there is, is a joke ( K lein 2019). 
That does not stop science from advancing in 
that direction. In April 2019, the MIT Technology 
Review reported that the humanoid robot Atlas, 
now good at climbing stairs, was “ i mplanted” 
with AlphaGo, the AI program that defeated the 
Go world champion in 2016. This made Atlas 
intelligent, a significant step toward connect-
ing an AI program to the physical world and 
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letting it learn there. The same goal of connect-
ing a virtual system to the real world is being 
pursued by Dactyl, an   open-      AI program that, 
when paired with a robotic hand, demonstrates 
amazing dexterity to feel an object from all 
sides, slide it through its fingers and rotate it 
with them, just as a human does. Such technol-
ogy is expected to equip robots for everyday 
tasks, such as filling the dishwasher or getting 
a beer from the refrigerator. Quite impercepti-
bly, however, such systems will leave behind a 
world in which they were fixated on solving a 
single problem.

Possible directions of development for the 
realization of superintelligence include tech-
nical advancement of computers, genetic 
advancement of humans, and fusion of both 
in cyborgs, and brain emulation, i.e., the 
replication of the brain in the computer. 
According to Bostrom, the development of a 
superintelligent system is perhaps the most 
important event in human history, perhaps as 
important as the creation of humans them-
selves. If we invent machines that can do 
everything better than we can, that would be, 
in his view and the cinematic thematization 

by James Barrat (  Our Final Invention, 2013), the 
last invention of mankind.

As mentioned earlier, AI systems today 
are often still specialized in individual tasks; 
this is not the case for Alexa or IBM’s Watson 
program. Unlike us humans, however, there 
are still no AI engines that can tie shoes, feed 
dog, and study biology. A few years ago, how-
ever, there was also no robot that could climb 
stairs or get up again from a lying position 
and do a forward roll. Today, these sills are 
no longer issues. Rather, it is clear that the 
AI industry, led by Google as the world’s 
most important AI company, is working flat 
out on networking AI systems that can per-
form every conceivable human task. Google is 
well positioned in the robotics industry and 
the development of a superintelligent system 
(  Google Brain). At the same time, Google 
avoids calling a spade a spade.

I fundamentally disagree with the limited 
possibilities of AI seen by some IT profession-
als because of its alleged limitation to pattern 
recognition: in fact, our entire lives are made 
up of patterns, from getting up in the morn-
ing, brushing our teeth, tying our shoes, and 

Artificial Super Intelligence (ASI), strong AI

Artificial General Intelligence (AGI)

Weak AI

own goals and strategies on or above human level
all areas

consciousness, qualia
emotions, moral

only one specific area

different areas

 Figure 8.4  AI levels by capabilities. A weak AI is specialized in one area. AGI (  artificial general intelligence), 
on the other hand, can perform many tasks. A super intelligence (  artificial super intelligence) or strong AI 
is an intelligence superior to humans in every field. It can also pursue its own goals and change these goals 
independently. In addition, systems that possess forms of consciousness,   self-      awareness, sentience, emotions, 
and morality are theoretically conceivable.
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eating lunch to every uncertain blink of an 
eye, falling in love, or planning a vacation. 
All of this and thousands of other behaviors 
can be categorized into patterns. AI systems 
are making all these behaviors their own; they 
can analyze all these patterns and “  optimize” 
them for their own purposes. They are get-
ting better at learning to cooperate with 
humans, becoming masters at reading our 
current mood and emotions, and will cheer 
us up and comfort us when we are sad. Step by 
step, often without our realizing it, they will 
intervene in all our life processes. The o  ne-         
   meter-      twenty Pepper, a humanoid robot with 
cute googly eyes from the French company 
Aldebaran Robotics, is already well on its way.

 

Superintelligent systems of the future will 
have all the knowledge of the Internet at 
their disposal and thus practice deep learn-
ing every second. They will independently 
plan new traffic concepts for megacities. They 
will manage the efficient, integrated supply 
of electricity, water, and heat for one city and 
then for a thousand cities, and then optimize 
them for each household. They will make 
surgical decisions in hospitals because they 
will make diagnoses thousand times more 
accurately than doctors. If such systems do 
not exist in 20 years, they will do so in 50 or 
100. They will eventually dictate our behav-
ior for an efficient climate policy and con-
trol us. They will conduct negotiations on, 
say, a new airport construction with dozens 
or hundreds of contradictions and conflict-
ing goals. Robots will build robots that build 
robots. They will “  reproduce” themselves, to 
the extent that they are not already doing so 
today. For the term “ r obots to build robots”, 
Google provided approximately 40,000
search results in 0.6 seconds in 2020. In just 
a few years, there will probably be a million. 
The most modern factories for this purpose 
are in Shanghai or Japan, not in Germany or 
the USA. Conflicts with humans have long 
been preprogrammed. The exact point in 
time when the clash will occur is irrelevant. 
It will   come—      on many levels.

 

Do you doubt? I understand that. That is 
why I would like to give an example from my 
own life: As I mentioned earlier, as a diabetic, 
I use a   closed-      loop system for insulin therapy. 
This is an approximated   closed-      loop system. 
Such a system was a pure utopia a few years 
ago. My insulin pump is controlled by my 
smartphone using an AI app from Cambridge 
University: Additionally, this app is con-
nected via Bluetooth to a continuous glucose 
management system (  CGM) on my arm. The 
combined system optimizes insulin delivery 
in a partially automatic manner. The blood 
glucose curves of the previous weeks and 
months can be viewed in the cloud by autho-
rized third parties, from anywhere in the 
world. In the 20 years since insulin pumps 
have been in use, new models are gradually 
taking more and more decisions away from 
patients, performing tasks they previously 
had to think about over and over again, or 
worse: tasks they forgot to think about.

Whereas a biological human generation 
takes 20 years, the generation time for auton-
omous software upgrades, i.e., those down-
loaded without human intervention, is in the 
range of minutes, seconds, or even millisec-
onds and that in uninterrupted   operation—     
 24 hours a day, 365 days a year, without a 
break. What is technically possible, happens 
at some point.

A superintelligent system would be able to 
give itself goals and ethical values and adapt 
them depending on the situation (    value-     
 loading problem). Examples of such values 
are freedom, justice, and happiness, or more 
concretely: “ m inimize injustice and unneces-
sary suffering,” “  be kind,” and “  maximize 
corporate profit.” In today’s programming 
languages, value terms, such as “  happiness,” 
do not exist. The use of terms from philoso-
phy still poses an insoluble difficulty since 
these are not unrestrictedly convertible into 
computer syntax. If it were possible to give 
the system simple values from the outside, 
from which it should then develop and learn 
its own values with the help of its own “  seed 
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AI,” various new problems would arise. 
Certain values could no longer be desired in 
a changing world or unforeseen goal conflicts 
could arise, and the system would be expected 
to recognize and correct them. In many cases, 
however, conflicting goals that are typical in 
the real world cannot be resolved. Thus, the 
problem of values remains unsolved today. 
In particular, it is not known how a superin-
telligent system could install understandable 
human values by way of value learning. Even 
if this problem were to be solved, a further 
problem exists: which values should be cho-
sen and which selection criteria should be 
used to choose them.

Toby Walsh also addresses the issue of ethi-
cal values in a future AI world. As far as human 
values are concerned, Walsh sees the overrid-
ing problem that machines do not explain to 
us how they arrive at such values. Their algo-
rithms simply spit out answers, a problem 
that already characterizes AI today. Likewise, 
without human intervention, discrimina-
tion against segments of   society—      male or 
female, young or old, white or   black—      will be 
amplified in a future AI world, which is in 
the statistical logic of algorithms. We already 
see examples of such biases today when sys-
tems decide on possible repeat offenders in 
US courts or manipulate political elections. 
By 2062—      that is the title of Walsh’s   book—     
 one will not be able to tell a fake politician 
from the original, he says. Truth will no lon-
ger be discernible or communicable. Ethical 
bias and unfairness may be intended or con-
doned by developers, but they may also be 
unintended and even unavoidable in certain 
cases (  Walsh 2018). Bias, deception, or fraud 
may well then be seen as goals and behaviors 
that an AI system regenerates.

Let us turn once again to conflicting goals. 
As the term is abstract, I have provided 
examples. An intelligent applicant selection 
system uses various algorithms to select suit-
able applicants for advertised positions. Thus, 
a machine makes decisions about people, 
which can hopefully be explained causally. 

The selection is performed without consid-
ering the gender of the applicants. Based on 
different criteria, the case may arise that the 
system selects more male than female appli-
cants, perhaps simply because more male can-
didates apply. But this may be undesirable or 
even perceived as unfair if the company has a 
quota target and simultaneously wants to hire 
as many female applicants as male applicants. 
In this case, other algorithms would have to 
be used. However, the new   decision-      making 
process would contradict the previous one 
because it would no longer be the most quali-
fied candidates who are selected. The conflict 
of goals here can be resolved if a compromise 
is found in the qualification requirements. 
However, if no compromise is possible when 
deciding on the best   candidates—      regardless
of their   gender—      for example, because the 
company cannot pay salaries in line with 
the market to attract the best candidates, a 
conflict of objectives basically remains: the 
company wants to attract candidates with 
optimal qualifications and pay low salaries at 
the same time but does not achieve that. This 
problem is independent of whether people or 
machines make the decisions.

     

For other goals, the contradictions can be 
even more intricate. Take economic growth 
and climate protection, for example. Both 
goals are many times more difficult to rec-
oncile in an entire economy than in an indi-
vidual company. Later, we will examine 
conflicting goals in a different form when it 
comes to individual ambivalences that shape 
our lives (  Section 8.3).

Returning to superintelligence, further 
problem areas arise: should the intentions of 
the superintelligent system be rechecked by 
humans before execution? Does the system 
even allow for such control on a permanent 
basis? The control problem is to ensure that 
humans maintain control over the machine. 
Bostrom demonstrates the problem with the 
following example:

Suppose we have an AI whose only goal is 
to make as many paper clips as possible. 
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The AI will realize quickly that it would 
be much better if there were no humans 
because humans might decide to switch it 
off. Because if humans do so, there would 
be fewer paper clips. Also, human bod-
ies contain a lot of atoms that could be 
made into paper clips. The future that the 
AI would be trying to gear toward would 
be one in which there were a lot of paper 
clips but no humans

Bostrom (2014).   

How can such a negative development be 
prevented? Bostrom describes two potential 
dangers in this regard. The first concerns the 
motivation of the designers of the superintelli-
gent machine. Are they developing the machine 
for their personal benefit, for scientific inter-
est, or for the benefit of mankind? The dangers 
of the first two motivations can be banished 
if the client controls the developer. The sec-
ond potential danger concerns the control of 
the superintelligent machine by its designers. 
Can a machine that is more highly qualified at 
the end of its development be supervised by 
a less qualified developer? The control mea-
sures required for this would then have to be 
planned in advance and built into the machine 
without being subject to further manipulation 
by the machine. There are two approaches to 
this: control of the capabilities and control of 
the motivation of the machine. If even one of 
the two slips away, the superintelligence can 
gain control over the human being.

Besides ethical questions, the cooperative-
ness of a superintelligent machine with nature 
is also seen critically. Does a superintelligent 
system still need nature? What will become 
of our evolutionary dependence on our nat-
ural environment? Can we still get in touch 
with nature at all? Will our brains possibly 
change radically when digital worlds become 
more experiential than any real world, indeed 
when both become indistinguishable? The 
digital scent of a rose, a digital mountain or 
planetary hike, or virtual sex? According to 
the Internet, some of these things are already 
possible, for example, in Tokyo.

Perhaps only then will we learn that nature 
is an evolutionarily fundamental component 
of our humanity. Nobody can answer all 
these questions today.

8.2.3   Intelligence Explosion and Singularity

In connection with superintelligence—, the 
visionary of artificial intelligence, Irving 
John Good, spoke in 1966 of a possible intel-
ligence explosion that could occur in a cycle 
of recursive   self-      improvement (  Good 1966). 
Today, this scenario is presented as a process 
in several stages. An artificial superintelligent 
machine is best imagined as a networked 
system that uses all knowledge in the cloud, 
including the knowledge of similarly intelli-
gent, competing systems. Initially, the current 
system has capabilities far below basic human 
levels, defined as general intellectual ability. 
At some point in the future, it reaches human 
levels of intellect. Nick Bostrom refers to this 
level as the beginning of takeoff. With fur-
ther continuous progress, the system inexora-
bly and automatically acquires the combined 
intellectual capabilities of all of mankind. It 
becomes a powerful superintelligent machine 
and eventually spirals itself to a level far above 
the present combined intellectual capabilities 
of mankind. The takeoff ends here; from this 
point on, system intelligence increases only 
slowly. During takeoff, the system may cross 
a critical threshold. From this threshold on, 
the majority of the system’s improvements 
are intrinsic to the system, i.e., outside inter-
ventions are of little relevance. Such an intel-
ligence explosion could take place in a few 
days or hours (   Figure 8.5).

      

The dimension of an intelligence explosion 
becomes exemplarily clear if we imagine that 
the world’s gross domestic product, which 
today grows laboriously by two to three 
percent per year, doubles in a year or two 
(  hopefully fully sustainable), that the sys-
tem could write a dissertation on which the 
author had to toil for 8 years in a few minutes 
or the book at hand, including the research 
for it, in a similarly short time. In this case, 
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the human being would hardly have time to 
react. His fate would depend essentially on 
precautions already taken. In the extreme 
case, he would face the inability to act any-
more, which would lead to a technological 
singularity, the fusion of man and machine 
and the replacement of the human species by 
an artificial superintelligence. The future of 
mankind is no longer predictable in a techno-
logical singularity.

The time needed to achieve such a singular-
ity has been discussed by various authors and 
estimated in the range of decades (  Kurzweil 
2005; Chalmers 2010). This is likely to occur 
unexpectedly, possibly even for those involved 
in its development. Schmidhuber sees AIs and 
robots colonizing the universe. Humans will 
no longer play a dominant role (  Schummer 
2011). Experts who take a similar cautionary 
position include Stephen Hawking, Bill Gates, 
Apple   co-      founder Steve Wozniak, Austrian 
robotics expert Hans Moravec, nanotech pio-
neer Eric Drexler, and others.

Forecasts attract more of our attention 
when they are better justified. Bostrom 

devotes many pages to the justification for 
a fast takeoff as in  Figure  8.5. In doing so, 
he uses numerous assumptions. The conse-
quence of an intelligence explosion is then 
based on several chained, coherent assump-
tions, all of which must occur. However, 
cognitive psychologist and Nobel Laureate in 
Economics Daniel Kahneman (  1990) pointed 
out that chained coherent statements may 
sound plausible, and they should. They give 
the impression that they are more probable 
when in fact they are not. By contrast, the 
probability of occurrence of an event actu-
ally decreases strongly due to concatenations. 
Kahneman calls this the conjunction fallacy. 
Here is an example to illustrate the connec-
tion: the interest rate will rise next year due to 
high inflation. Therefore, the US bull market 
is expected to weaken. This sounds plausible; 
the approaching end of the US stock market 
boom is well justified by the rise in interest 
rates because alternative forms of investment 
become more attractive with better interest 
rates. In fact, however, the following state-
ment is logically more likely, although it is 

System capability

Time

superintelligence

human cognition

now takeoff 
duration

combined capabilities
of mankind

intelligence explosion

technological
singularity

 Figure 8.5  Intelligence explosion. According to Nick Bostrom, when machines exceed human cognitive abil-
ity, their knowledge increases explosively in the takeoff phase because they learn quickly from each other. 
Once they have reached the level of superintelligence—      , it is unclear what their goals are and whether we can 
still control those goals and their behavior.
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only vaguely formulated and does not specify 
a cause: the rise in stock prices in the US is 
expected to slow next year, so be careful! 
Here, according to Kahneman, less is more.

The assessment of coherence and plausibil-
ity of an assumption leads to the wrong track: 
both say nothing at all about the probability 
of occurrence. Thus, a slow takeoff may be 
more likely should fewer linked assumptions 
be required for it. In contrast to Bostrom, 
Tegmark (  2017) addresses probabilities of 
alternative future events more clearly.

A slow takeoff will lead to geopolitical, 
social, and economic dislocation, accord-
ing to Bostrom’s analysis, as interest groups 
attempt to reposition themselves in terms of 
power politics in the face of imminent drastic 
change. Ray Kurzweil does not see that hap-
pening. He sees a gradual transition to sin-
gularity. A slow takeoff, however, is unlikely, 
according to Bostrom. Bostrom does not 
discuss whether one alternative or the other 
requires fewer assumptions and may there-
fore actually be more likely, that is, apart from 
plausibility and deceptive intuition. The same 
is true in principle for Kurzweil’s and other 
forecasts. Toby Walsh gives a whole series 
of reasons why a technological singularity 
is not logically inevitable; however, he does 
not rule out the possibility. He leaves hardly 
any doubt that there will be superintelligent 
systems in the year 2062 but expresses strong 
concerns in some areas about how technol-
ogy will develop by then. Accordingly, we 
must fear above all that we will be leaving 
  life-            and-      death decisions in military conflicts 
to machines that are not sufficiently compe-
tent (  Walsh 2018).  

Singular visions in   technological-     
 posthumanist scenarios do not represent 
utopias or dystopias. Rather, they should be 
understood as “  serious forecasts of an era 
of the posthuman dawning on the horizon 
of the   not-            so-      distant future” (  Loh 2019). 
Development in this direction proceeds quasi 
automatically with some h  uman-      initiated 
thrusts. Klaus Mainzer also makes singular 

visions in t  echnological-      posthumanist sce-
narios, aware that the question of a super-
intelligence— i      s no longer a fantasy but is 
increasingly taking on realistic features. Thus, 
“  astonishing increases in intelligence are 
at least theoretically conceivable in AI sys-
tems that are superior to humans” (  Mainzer 
2018). However, Mainzer considers   human-     
 like intelligence to be possible only in an 
environment in which machines “  not only 
have bodies that are adapted and adaptable 
to their tasks, but are also able to react situ-
ationally and largely autonomously.” This 
view cannot be emphasized clearly enough. 
If we think one step further, ultimately, the 
human self is precisely not a neuronal object 
but an inseparable, integrated unit of body 
and mind. Consequently, the development of 
an artificially intelligent system with or with-
out its own consciousness requires a high 
degree of interdisciplinary research between 
engineering sciences, cognitive sciences and 
brain research, systems biology, synthetic 
biology, and other disciplines. In the overall 
view, according to Mainzer, a superintelli-
gent system must still obey first, the l  ogical-     
 mathematical laws and proofs of computabil-
ity, decidability, and complexity and second, 
the laws of physics.

8.3   THE THEORY OF EVOLuTION 
IN THE TECHNOSpHERE

What can the theory of evolution contribute 
to an AI scenario? One might say that it is 
the evolution of our brain that makes trans-
human developments possible in the first 
place and that our brain can be explained 
by traditional evolutionary theory. But this 
explanation amount to anything? Do we not 
need an explanatory framework that explores 
machine behavior as well as hybrid   human–     
 machine behavior? A framework that includes 
the possibility of biological and nonbiological 
  self-      manipulation? For this to happen, agree-
ment must first be reached on what counts as 
heredity. After all, an inserted brain implant 
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is not inherited biologically in the Mendelian 
sense, nor are techniques to increase stress 
resistance. However, humans can reuse all 
these techniques in individuals of the next 
generation and the one after that, constantly 
improving them. This is tantamount to inher-
itance; moreover, it is cultural evolution.

More precisely, it is an inheritance of 
acquired characteristics, to strain the words 
of Lamarck. It is the epigenetic inheritance 
of learned knowledge, an evolutionary trait. 
Lamarck, gone but not forgotten, reappears 
here, albeit in a different sense than he origi-
nally intended, the context of behavioral 
evolution.

We have passed on knowledge culturally 
for millennia: first through gestures and the 
spoken word, then on cuneiform tablets, on 
papyrus scrolls, later in books, and today via 
computers and the Internet. With each new 
generation, human knowledge has been 
added to and expanded. Michael Tomasello 
has used the descriptive term ratchet effect for 
this expansion of knowledge on the founda-
tion of earlier knowledge (  Section 7.3). Today, 
the knowledge of mankind doubles within 
a few years due to the ratchet effect. This is 
what the evolutionary biologists Eva Jablonka 
and Marion J. Lamb mean by the symbolic, 
epigenetic inheritance system. Only the inclu-
sion of additional cultural and thus epigenetic 
or nongenetic inheritance systems opens the 
view to an extended,   post-      Darwinian theory 
of evolution (  Jablonka and Lamb 2014).

Cultural inheritance needs to be more fully 
addressed and better integrated by evolu-
tionary theory. Both this and the inclusion 
of multilevel selection theory are called for 
by David Sloan Wilson in his recent book 
(  Wilson 2019). He is thus on the “  culture is 
evolution” track (   Chapter  2; for a critique, 
see Section 7.4) that others have already 
established in recent years (  Richerson and 
Boyd 2005; cf. Lange 2017; Tomasello 2014; 
 Chapter 7). Wilson’s book, with its consistent 
line of thinking, evidences a basic optimism 
about the ways in which the superorganism 

of mankind can be adapted in the future. 
However, this optimism is not always shared 
by other authors, who say, for example that 
our whole life today takes place in a highly 
technologized world in which it has become 
“  practically as well as theoretically impossible 
to separate nature from culture” ( B raidotti 
2019). We are witnessing a transformation 
of the ontological conditions of the human 
being. It is characterized by the fact that poi-
esis, that is, purposeful human action within 
a   nature-      given framework, is more ambigu-
ous than ever. In highly mechanized capi-
talism, tools are no longer an extension of 
nature, used to accomplish specific purposes. 
Rather, modern humans live in a world where 
machines accumulate, store, transform, and 
distribute information. This is accompanied 
by the effort to provide and store energy. 
The actual use and function of such stored 
information and energy are nebulous and not 
related to the direct actions of humans. The 
natural use of tools for given purposes is, as 
Luciana Parisi expresses it, “  dismantled,” The 
strangeness of the purposes does not corre-
spond to man’s biocentric needs. In that “  his 
means no longer correspond to his purposes”, 
a rupture takes place at the level of biological 
causality in the modern nature of the rela-
tionship between technology, culture, and 
nature (  Parisi 2019).

New technologies are constantly appear-
ing at increasingly shorter intervals. We 
know neither meaning for us nor their   long-     
 term consequences and costs. We ourselves 
become tools in the world we have created. 
The herbicide glyphosate, for example, is to 
be banned in some countries in response to 
sustained pressure from the population. As 
long as new ecological forms of agriculture do 
not gain widespread acceptance, glyphosate 
will be replaced by another, supposedly bet-
ter artificial agent that is supposed to ensure 
high productivity. But then, in 10 years at the 
earliest, we will have an indication of what 
effects the new agent will have on people, 
soils, animals, and plants. As early as 1980, 
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the technology researcher David Collingridge 
identified the problems that new technologies 
pose in comparison to highly advanced and 
widespread ones. At first, one cannot say any-
thing about the consequences and side effects 
of an innovation; later, one cannot influence 
them in a formative way. The problem of 
technology assessment has also been called 
the Collingridge dilemma after its discoverer 
( G enus and Stirling 2018): Externalities, the 
economic costs that the originator does not 
have to pay for when resources are misdi-
rected, are typically high for many of today’s 
technologies and often cannot be calculated 
at all. Power plant operators globally pay too 
little for CO2 emissions, and the agricultural 
industry or its customers pay too little for the 
ongoing destruction of soils. The impacts of 
synthetic fertilizers and pesticides are just two 
examples of countless other so  cio-      ecological 
technology impacts that we deal with daily 
but of which we do have sufficient awareness 
or perception.

The development of artificial intelligence 
and robotics is entirely embedded in this con-
text: their   long-      term effects are not transpar-
ent today. Their development, on the other 
hand, is even more difficult to control and 
steer, both socially and politically, the further 
it advances. Here, too, rational human beings 
resort to innovative measures to help make 
our lives and work easier. We do this in an 
implicit belief that advanced developments 
are in the spirit of evolution and adaptive for 
our species preservation. However, it is often 
impossible to determine whether they really 
are, which only becomes apparent much later.

“  The modern techne as well as industrial 
infrastructure of capital, for which man is 
nothing but an appendage that produces sur-
plus value, leads to an irreversible transfor-
mation of the essence of man” (  Parisi 2019). 
In this process, we expose ourselves to the 
danger of extinction. For we must realize 
that human beings have long ceased to act 
autonomously but are part of a world sys-
tem that primarily serves their own internal 

requirements (  Haff et  al. 2019). Now, we 
also find   self-      organization in the   technical-     
 cultural world as we know it in biology. 
This need not result from the free will of 
individuals. Human networks, human soci-
eties, and technology thus depend not only 
on the activities of their individual members 
but also on other mechanisms. The techno-
sphere ( c reated by itself) assigns humans a 
new place in the world and steers them away 
from the anthropocentric purposefulness of 
the individual toward   co-      option forces of the 
Technosphere to which we are bound, Peter 
K. Haff says.

This technosphere could be seen as an out-
growth of the biosphere. Seen in this light, we 
are not far from a technosphere in the sense 
of a   self-      organizing system that can no longer 
be controlled by human volition ( H aff et al. 
2019). Parisi speaks of a new layer in the bio-
centric order of reality and the decoupling of 
the essence of man from his biological being 
( Pa risi 2019). The technosphere is the wild 
card of global change. “  It could bring about 
a revised Anthropocene, such that humans 
are no longer the decisive factor in it,” is 
how paleobiologist Jan Zalasiewicz (  2017), 
who specializes in the Anthropocene, puts it. 
  Human-      initiated evolution, now global, no 
longer plays out solely at the levels defined by 
Tomasello or social brain theory ( C  hapter 7). 
Rather, the preservation of nature and our 
living world as we know it requires global 
partnerships and global cooperation. Many 
scientists today agree that major questions 
and crises can only be solved as a collective. 
Although concepts of cooperation have also 
found their way into evolutionary theory, it 
does not yet offer a broad theoretical basis for 
global cooperation. Today, only initial theo-
retical foundations exist for effective global 
cooperation that serves the   well-      being and 
survival of humanity, i.e. that is evolution-
arily adaptive. On the other hand, the game 
theory, for example, can provide solutions for 
the interaction of several individuals or orga-
nizations, but it fails when the number of 
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actors becomes too large or the mutual moti-
vations and objectives are not transparent.

The entire technosphere is part of the 
process of global evolutionary change. It is 
a hundred percent the result of evolution; 
however, this fact cannot explain much at 
first. From an evolutionary point of view, 
the question thus arises whether enlightened 
humans are able to carry out sustainable 
global development in the sense of evolu-
tion or in the sense of the theory of human 
niche construction and if so, to what extent 
(   Chapter  5), for example in the sense of 
Sustainable Development adopted by the United 
Nations ( U nited Nations 2015), in such a 
way that this transformation is adaptive for 
our species conservation. In the search for 
answers, the realization gaining ground that 
we will not achieve this goal if only a few 
intellectual researchers in the tradition of 
enlightened reasoning provide us with the 
insight that things cannot continue as they 
have been. The appeal to reason is often 
overemphasized today and is not sufficient 
on its own. In fact, two different approaches 
are needed here: first, there must be compat-
ible overall concepts that tell us what to do in 
the face of overpopulation, climate change, 
limitless and reckless resource consumption, 
mismanaged global agribusiness and factory 
farming, growing social inequality and pov-
erty. These integrated overall concepts will 
inevitably demand that the existing social, 
economic, and political system structures 
be changed. This requires a fundamental 
change in mentality. Here, however, sci-
ence alone can only provide necessary but 
not sufficient conditions in the form of its 
technocratic blueprints. What is required, 
therefore, is, on the other hand, the simul-
taneous change in the behavior of billions of 
people who must first become aware of their 
ambivalences. Social psychology speaks here 
of cognitive dissonances in which we per-
sist. In this case, thought and action do not 
coincide, in other words, our thoughts often 
cannot be implemented. For example, we 

want more to be done for the climate, but we 
also want to be able to drive an SUV. We are 
in favor of phasing out coal, but at the same 
time we do not want to pay a higher price for 
electricity, and we also reject a wind turbine 
near our home. No one wants to torture ani-
mals, pollute soils, poison groundwater, and 
destroy our children’s livelihood, but we do. 
How we should and can deal with such con-
tradictions individually is a difficult subject. 
Ambivalences are part of our lives and often 
prove impossible to resolve in practice.

The Australian John E. Stewart, who is 
a member of a Free University of Brussels 
research group, has dealt extensively with the 
question of how the many levels of human 
cultural evolution must give rise to a form of 
global cooperation if humanity is to survive 
and flourish in evolutionary terms. If there 
are evolutionary theorists who encourage us 
that humanity can master its own   well-      being 
evolutionarily, the aforementioned David 
Sloan Wilson (  Wilson 2019), but no less John 
E. Stewart, are among them. Stewart analyzes 
the conditions for the emergence of a coop-
erative global organization (  Stewart 2020, 
2014). Humans have been progressively inte-
grated into societies of greater and greater 
scales as humanity   evolved–      from family 
groups to tribes, then nations and empires. 
Since the 20th century, some integration is 
occurring at the supranational level. The fact 
that forms of integration such as the United 
Nations, the World Health Organization, the 
FIFA, the climate conferences, and many oth-
ers have not yet produced an integrated global 
society does not represent a fundamental lim-
itation of the observation made. For Stewart, 
however, it is not enough that there is selec-
tion between groups, as Wilson describes. 
Group selection operating alone on unorga-
nized groups is not sufficient to produce ever 
higher and eventually a  ll-      inclusive integra-
tion. To achieve this, effective management 
is required. Management thus becomes a 
central concept in Stewart’s theory (  Stewart 
2020, 2014).
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If groups have adaptive advantages over 
individuals, which cannot be doubted in 
human culture, then evolution will favor the 
emergence of management that can estab-
lish complex cooperation within groups. 
Management can achieve this by support-
ing cooperators and disadvantaging   non-     
 cooperators. This enables the group to exploit 
the adaptive advantages of integration. With 
organizations that are managed in this sense, 
a vertical   self-      organization develops over all 
levels up to a unified, cooperative, sustain-
able, global cooperation. Such a system of 
global governance will continually align the 
interests of all citizens and organizations 
with those of the whole. The potential ben-
efits of such emerging cooperation are uni-
versal. With the idea of effective management 
introduced by Stewart, his theory points to a 
postmodern direction. Effective management 
leads to a global cooperative human niche 
construction (   Chapter 5, Section 5.3).

Of course, Stewart is aware of all the con-
straints and potential disruptive forces dis-
cussed in the theory that occur on the way 
to effective cooperation. Even he cannot fully 
guarantee that humanity will respond effec-
tively and in a timely manner to global chal-
lenges. Selection pressures on humanity may 
be greater than ever before and are needed 
to spur lasting, adaptive change. But time to 
act effectively is running out, as we know. 
Despite the threats Stewart gives us hope that 
humanity can maintain its dignity.

The German philosopher Hans Jonas 
(  1984), professor of philosophy at New School 
for Social Research in New York from 1955 to 
1976, formulated the Imperative of Responsibility 
not least against the background of what has 
been said above about our behavior: “  Act so 
that the effects of your action are compat-
ible with the permanence of genuine human 
life.” One may call this imperative no less 
than a basic evolutionary condition for man. 
However, we experience every day the con-
tradiction of human action. Added to this are 
fears of change. Fears arose in our evolution 

when we lived in small groups. They were 
essential for survival. But abstract figures such 
as the millions of deaths due to air pollu-
tion or thousands of deaths due to resistant 
germs and medical errors in   hospitals–      which 
we should be afraid   of–      are just as ineffective 
as the call by a thousand experts in 2015 to 
think about the opportunities and risks of 
artificial intelligence. We fear major changes 
that we should be dealing with, and at the 
same time have fears of trivial scenarios. The 
media, through the nature of reporting, does 
its part to trigger archaic fears in us. So, does 
our evolution dominate our reason?

Claus Otto Scharmer is a German economist 
and one of those researchers who focuses on 
how to address the transformation process in 
organizations of all   kinds—      from schools to 
global corporations, from small associations 
to churches. Scharmer argues that we are dis-
connected from reality and collectively pro-
duce results that no one wants. The means of 
the past are no longer opportune to oppose 
this development. Using insights from eco-
nomics, psychology, and sociology, Scharmer 
therefore calls for more than mere reflection, 
more than pure reasoning, to see more clearly 
in a complex world of interrelationships. In 
his method, Theory U, developed at MIT in 
Boston, he clarifies that an opening of think-
ing (  curiosity, renunciation of judgments 
and categorizations), an opening of feeling 
( o pen heart, mindfulness compassion), and 
finally an opening of the will ( d etermination, 
courage, meaningfulness of intentions) must 
come together. It is necessary to let go of 
automatisms in thinking with the connection 
of head, heart, and hand, from the limited 
point of view of one’s own ego or one’s own 
company to the view of society as a whole 
and thus to come to a creative potential of the 
future. We must relearn to see what we are 
doing (  Scharmer 2007).  

The rules of the game in the technosphere 
have changed more rapidly and comprehen-
sively than ever before in human history. 
Under such altered conditions and rules, we 
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are transforming into the unknown. Knowing 
that the technosphere is 100% a result of evo-
lution one thing, but to determine the driv-
ing mechanisms behind cultural changes 
and how change can be adaptively managed 
for humans (  and the planet) in the techno-
sphere is quite another. The general question 
is whether today’s humans, with the evo-
lutionary “ ba llast” they carry around with 
  them–      including, in addition to the “  false” 
fears mentioned as examples, the character-
istic of being extremely focused on satisfying 
  short-      term   needs—      can behave appropriately 
to cope with the upcoming transformation. 
This question applies to the social intelligence 
of the general human population. Ultimately, 
the discussion leads to the question: can a 
future artificial social intelligence adapt bet-
ter to   nation-      related and global challenges 
than our organic intelligence?

 

Interesting questions related to our own 
future are as follows: Will humans be able 
to continue to cope with their intelligence in 
the future in the face of the world’s advanc-
ing, apparently uncontrollable urbanization, 
with the explosion of megacities such as 
Tokyo (  38 million inhabitants), Shanghai (  34 
million), Jakarta (  31 million), or Delhi (  27 
million) and the rapid growth of the world’s 
population, which is heading for the   10-     
 billion mark? How much can this population 
growth be regulated? How well are we still 
evolutionarily adapted to our modern way of 
life? Are these developments possibly occur-
ring much too fast, thereby even endangering 
the position of the human species? Are we 
perhaps marching straight ahead deeper into 
maladaptation? After all, it is deeply irritating 
that we, as the most intelligent species, are 
waging wars, destroying rainforests, exploit-
ing natural resources, heating up the climate, 
and decimating biodiversity. In other words, 
we do not know today whether our   just-     
 vaunted intelligence will be sufficient to cor-
rect our damaged adaptation, maintain our 
  well-      being, and ultimately save our species 
(L  ange 2021).

Maladaptations are a particularly tangible 
problems. They may lead to collapse of the 
system owing to their persistence and resil-
ience. It is evident that if little to no efforts 
are undertaken, the entire ecosystem can 
collapse. The worsening weather conditions 
can lead to much greater disasters than those 
observed today. The global monetary and 
financial system, overstretched with excessive 
debt, may collapse as well. Social peace is not 
assured in such cases.

Actions undertaken by individuals involve 
those that do not serve to improve biological 
fitness; however, these actions appear to be 
subjectively useful. Many actions are under-
taken according to the market needs. The 
market owing to its   short-      term profit orienta-
tion replaces or at least temporarily displaces 
natural selection. Behaviors of entire societ-
ies are determined through these factors. In 
terms of evolutionary behavior, they rep-
resent   trial-            and-      error processes or random 
variations. Such developments can be demon-
strably evolutionary harmful and then also be 
considered evolutionary maladaptations for 
humanity. The dynamics of maladaptations 
may lead to their reinforcement. Undeniably, 
natural selection has the last word. Evidently, 
culture permits the presence of maladapta-
tions and can only be overridden, but not 
eliminated, through human artificial selec-
tion (  Lange 2021).

Maladaptations, as described here are 
brought about by humans, can be explained 
and are compatible with the theory of Darwin 
and with the theory of niche construction 
(   Chapter  5). That human culture does not 
necessarily have to be adaptive has been 
clearly pointed out by Richerson and Boyd 
(  2005),   Odling-      Smee (  interview, Chapter 5), 
and other authors (  conf. Lange 2021).

 

So far, I have pointed out some of the issues 
that need to be addressed when we deal with 
the theory of the future evolution of man in 
the technosphere: (  1). the evolutionary heri-
tage of our   hunter-      gatherer past with the pos-
sible major obstacles for our present, (  2). a 
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theory of global cooperation that still needs 
to be further developed, and (  3). the dilemma 
of   socio-      ecological technology assessment,
(  4). dealing with the unmanageable complex-
ity of the global   socio-      technical society and, 
last but not least, ( 5 ). pointing out the com-
plete lack of a globally applicable alternative 
to the current, supposedly successful neolib-
eral, capitalist economic system and its finan-
cial institutions.

    

It is clear that I can only touch upon these 
extensive aspects of our present evolution. 
Therefore, I would like to illuminate the topic 
of a theory of human evolution in possible 
AI scenarios mentioned at the beginning of 
this section a little more closely. The origins, 
conditions, and modes of operation of tech-
nological developments and future scenarios 
should, I am convinced, find room in evolu-
tionary theory. The theory of niche construc-
tion can contribute to a better understanding 
of h  uman–      machine behavior. What frame-
work conditions are needed for intelligent 
machines to exhibit the property of produc-
ing and improving themselves, i.e., of evolv-
ing? What goals can they set for themselves? 
What role do we play for them? What devel-
opments is the h  uman–      machine society tend-
ing toward?

Writing in Nature magazine in 2019, a group 
of 23 scientists from numerous research dis-
ciplines made a start by encouraging research 
into machine behavior and a call for a broad 
research agenda to study machine behavior 
(  Rahwan et al. 2019). The authors come from 
computational science, evolutionary biology 
and ecology, economics and political science, 
evolutionary anthropology, cognitive science, 
behavioral science, and other departments 
at renowned universities and research insti-
tutes around the world. As a starting point, 
they noted that machine behavior, similar to 
animal and human behavior, cannot be fully 
understood without studying the context 
from which it occurs. Understanding machine 
behavior requires the integral study of algo-
rithms and social environments in which 

algorithms operate. The goal is to under-
stand the broad, unintended consequences of 
AI agents, which can produce behaviors and 
social effects that are unpredictable by their 
inventors. The authors see societal benefits 
from AI, but on the flip side, fear that humans 
may lose oversight with respect to machine 
intelligence (  Rahwan et al. 2019).

The group proposes the w  ell-      known 
q  uestion-      type matrix of behavioral scien-
tist and Nobel laureate Nikolaas Tinbergen. 
Tinbergen posed four questions that should 
be asked to fully understand an evolutionary 
trait. (  1). the question of function: why does 
it exist? (  2). what is its intergenerational his-
tory? (  3). what is its physical mechanism? 
(  4). how did the trait evolve in the indi-
vidual life history of the organism? With 
these questions, both morphological and 
behavioral traits can be analyzed optimally. 
Our research group now wants to apply 
these types of questions to machine behav-
ior. Tinbergen’s question 2 would then be, 
for example, in relation to the evolution of 
machines: how did a machine type evolve 
certain types of behavior?

The numerous questions from the matrix 
are to be addressed first to single AI systems, 
second to groups of interacting AI systems, 
and third to hybrid systems, i.e., scenarios 
with h  uman–      machine groups. The authors 
emphasize that “  machines may exhibit very 
different evolutionary trajectories, as they 
are not bound to the mechanisms of organic 
evolution.” They can develop forms of intel-
ligence and behavior that are qualitatively dif-
ferent from, or even alien to, biological actors. 
Only such a study of AI systems in a larger 
  socio-      technical factory will meet the ultimate
responsibility for benefit or harm that humans 
face as AI systems proliferate.

      

Other scientists are already looking for 
links between machine learning and natural 
evolution. They want to learn what related 
principles exist between the two. In this con-
text,   meta-      learning   systems—      AI systems that 
improve the learning of other AI   systems—     
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 have been developed. For example, one 
learning system ( m etalearner) helps another 
( l earner) find appropriate categories more 
quickly, such as dogs, cats, gloves, house keys, 
and so on.

As another example, a group around 
Richard A. Watson, a member of the Extended 
Synthesis research collective (   Chapter  6), 
is also actively drawing on evolutionary 
knowledge (  Kouvaris et al. 2017). First, it is 
recognized in biology that evolution can-
not look ahead. Rather, natural selection has 
always been understood to allow organisms 
to evolve robust designs that tend to produce 
what has been selected for in the past but 
may be unsuitable for future environments. 
However, this view has recently been chal-
lenged. Thus, the issue of evolution of evolv-
ability is highly topical. How is this to be 
understood?

One possible idea is that evolution can dis-
cover and use information not only about 
the phenotypes selected in the past but also 
about their underlying structural regulari-
ties. In this way, novel phenotypes with the 
same underlying regularities but with new 
individual traits could be useful in different 
environments. This sounds similar to what 
we learned earlier about the importance of 
robustness (  Section 3.3) and cryptic masked 
mutation (  Section 3.8). In robustness lie the 
foundations for novelty in evolution. But this 
is even more true here, where it is necessary 
to understand the conditions under which 
natural selection “  discovers” deep regulari-
ties rather than exploiting “ r apid corrections,” 
corrections that provide adaptive phenotypes 
in the short term but limit future evolv-
ability. One makes use of recent findings in 
machine learning and sees a deep analogy 
between learning and evolution. In machine 
learning, learning principles are known today 
that enable generalization from past experi-
ences. The effort to transfer this to biology 
leads to the conclusion that evolving biologi-
cal systems and learning systems are different 
instances of the same algorithmic principles. It 

will be interesting to see what further mutual 
stimuli are brought to light.

8.4   SuMMARY

The future of mankind will be dominated 
by technology, the development of which 
is pushing back natural selection. In addi-
tion to genome editing, with which future 
humans will intervene in the germ line, we 
are observing an increasingly strong   human–     
 machine coevolution. During an advancing 
transhumanism, the increasing technical 
equipment or the replacement of the human 
body and brain components by technology 
determines a direction of fusion of our bio-
logical species with technology. Humans may 
find themselves coexisting with biosynthetic 
and engineered   life-      like forms and in extreme 
cases may be replaced as a biological species.

In addition to recognizing the evolution-
ary ballast from our long past as  h unter-     
 gatherers, evolutionary theory should address 
how humans have changed under the spe-
cial conditions of the technosphere. Among 
other things, the theory should take on the 
task of explaining   human–      machine combina-
tions and hybrid   human–      machine behavior. 
We need to know what exactly is going on 
in machines when they exhibit   human-      like 
behavior. Equally important is knowing how 
this behavior evolves and how machines “  see” 
humans. If we are to remain in control of our 
future in the field of AI and robotics, research 
into these complex cultural processes will 
play an essential role in humankind’s future.

The natural law of evolution remains that 
systems, biological as well as technical, 
must adapt to environmental conditions in 
the universe to survive (  Hansmann 2015). 
Postmodern, interdisciplinary evolution-
ary theory in the   post-      Darwinian and   post-     
 Synthesis era has only just begun to expand 
its field of vision with the Extended Synthesis 
and will have to broaden further if it is to 
delineate the playing field of evolution on 
which humans operate in the Anthropocene.
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CHApTER NINE

More than One Theory of   Evolution–  A Pluralistic Approach

It is difficult to unify the theory of evolution 
once again after the Modern Synthesis ( MS). A 
synthesis like the one proposed 80 years ago is 
not easily imaginable today with the multitude 
of scientists and disciplines involved. There is 
no congress where scientists of all disciplines 
meet and agree on what a consistent, congru-
ent, postmodern theory of evolution should 
look like. Science today is regulated differ-
ently than it did back then. Now, scientists 
deal with a “ superorganism” of global con-
sortia and networks, participating companies 
and universities, and their private and public 
funding modes and governance ( Nowotny 
and Testa 2009). At present, publications by 
individual researchers can be checked online 
in near real time to see how often they are 
cited. A scientist who is not cited a few hun-
dred or thousand times “ usually counts for 
little,” to put it bluntly. This is a mercilessly 
transparent process, embedded in the scien-
tific superorganism; however, this process is 
not actually meaningful in terms of content 
quality. For new ideas to stand out among the 
plethora of papers, money has to be  raised— 
 lots of money and the authors have to know 
about writing proposals and managing large 
projects.

Important technical terms in this chap-
ter ( see glossary): complexity, Extended 
Evolutionary Synthesis, gene centrism,  gene- 
 culture coevolution, Modern Synthesis, reci-
procity, and reductionism

9.1   FROM OLD TO NEW  SHORES— 
 OBSTACLES AND OPPORTuNITIES

One argument against the permanent rejec-
tion of  neo-  Darwinism is the abundance of 
new studies and findings on gene regulation 
and gene regulatory networks. This field is 
likely to remain inexhaustible and promis-
ing for decades to come. Simultaneously, it 
obscures the view of superordinate topics and 
creates a preponderance of molecular bio-
logical research simply because of the sheer 
amount of material being generated.

Last but not least, there is the “ Darwinian 
factory,” as it was once casually called. 
Everything that supports Darwin’s theory and 
especially the MS is accepted in advance. The 
attempt to constructively criticize the MS and 
to adopt new perspectives that pave the way 
for novel views is a Sisyphean task; however, 
strong beginnings have been made. When a 
publication, such as those of authors Laland, 
Jablonka, Müller, Moczek,  Odling-  Smee, 
and others ( Laland et  al. 2015), is cited and 
reviewed 700 times and more, mostly posi-
tively, that speaks for itself. EES projects have 
been given a clear structure. Several universi-
ties participate in the international network; 
research on this is independent and has gen-
erated budgets in millions. These are good 
foundations. The new ideas, therefore, have a 
chance to  spread—  according to Max Planck, 
who once remarked: “ A new, great scientific 
idea does not tend to establish itself in such 

https://doi.org/10.1201/9781003341413-9
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a way that its opponents are gradually con-
vinced and  converted—  it is a great rarity for 
a Saul to become a  Paul—  but rather in such a 
way that the opponents gradually die out and 
that the next generation is made familiar with 
the idea from the outset” ( Planck 1958).

The following are the four pillars of the 
Extended Evolutionary Synthesis ( EES): ( 1) 
evolutionary development (ev  o-d  evo), ( 2) 
developmental plasticity, a partial aspect 
of  evo- d evo, ( 3) inclusive inheritance, and 
( 4) niche construction ( Laland et  al. 2015). 
Beyond their empirical relevance, the evolu-
tionary mechanisms discovered in  evo- d evo 
research have f ar-  reaching consequences for 
how the synthetic evolutionary theory must 
be reevaluated. Specifically, these conse-
quences arise from ( a) biased development 
or variation, i.e., the mechanisms that allow 
certain phenotypes to occur statistically more 
frequently than others, ( b) developmental 
plasticity, i.e., the ability of evolution to pro-
duce more than one continuous or discontinu-
ous variable form of morphology, physiology, 
and behavior in different environmental 
situations, and ( c) agencies in development, 
i.e., organizational instances of agency that 
the organism can unfold in a  form- a  nd 
 function-  shaping manner at the genetic and 
epigenetic levels ( Moczek et al. 2019). These 
mechanisms, which enable the construction 
of complex phenotypic variation and inno-
vation, put the role of natural selection into 
perspective. Successive rounds of selection to 
achieve greater adaptation to external con-
ditions are therefore not necessary in many 
cases ( Lange et al. 2014). Sometimes pheno-
typic variation is neither small nor random 
and is produced via interactions with the 
environment ( Newman 2018).

Another pillar of EES is a more comprehen-
sive understanding of inclusive inheritance. 
Besides genetic inheritance, the importance of 
epigenetic and cultural inheritance has gained 
increasing recognition. Finally, as a fourth pil-
lar, the theory of niche construction describes 
the ability of organisms to construct, modify, 

and select components of their environment, 
such as nests, burrows, and nutrients. Niche 
construction is seen as an independent adap-
tive mechanism alongside natural selection, 
which helps determine the selection pressures 
to which species are subjected. The theory 
of niche construction sees a complementary, 
reciprocal, biased relationship between the 
organism and the environment. EES provides 
a structure to the theory of evolution. This 
new structure includes two key concepts: con-
structive evolution and reciprocal causality 
( Laland et al. 2015).

9.2   EVOLuTION FROM TWO 
DIFFERENT PERSPECTIVES

The foundation explained in this book allows 
us to examine evolution from two different 
perspectives, that of the MS, with its tradi-
tional population-  genetic, gene-  centered
approach, and that of EES, with its e cological-  
  evolution-  oriented approach. According to
Laland and coauthors, these different per-
spectives also allow both theories to exist side 
by side ( Laland et al. 2015).

     

    

However, juxtaposition also creates difficul-
ties: the new ideas are extensions of the MS; 
however, they are also renewals of its founda-
tions. The EES states assumptions, describes 
processes, and comes to predictions, which 
 neo- D arwinism does not find and which do 
not fit into its building. Conventional theory, 
which is focused on random mutation, gene 
centrism, and gradualist, additive change, 
provides no platform for biased develop-
ment or discontinuous evolution. It cannot 
explain such phenotypic variation ( Müller 
2020). Alternatively, modern evolutionary 
theory, recognizes new, constructivist, intrin-
sic developmental mechanisms or agencies of 
development and cites reciprocal c ause–  effect 
chains, both in  evo-  devo and niche construc-
tion theory. This distinguishes their basic 
motifs and shows a new theory structure.

Those who reject the MS mainly invoke the 
fact that its basic assumptions are allegedly 
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not only incomplete but also incorrect. They 
are considered false as they are dogmatic in 
character, e.g., assumption that genetic inher-
itance or natural selection alone is the sole 
mechanism of evolution ( Noble et al. 2014). 
Should two theories coexist, or should one 
replace another? How should this conten-
tious issue be dealt with? The viewpoint of 
the observer determines the decision on how 
“ evolution of life” should be considered and 
what kind of theory structure is needed to 
depict the topic in a coherent overall context.

The observer is also here as a scientist in 
a difficult situation. Established theories 
prove to be robust for him. The cognitive 
psychologist Daniel Kahneman speaks of an 
“ intellectual weakness of many scientists,” 
which  he—  a highly respected Nobel Prize 
 winner— h as also observed in himself. Once 
one has accepted a theory and is aware of the 
fact that it is seen as valid by majority of col-
leagues in the scene, it is exceedingly difficult 
to admit its weaknesses. Events that cannot be 
reconciled with the current theory are then 
attributed to the fact that there must be an 
excellent explanation for the correctness of 
the theory after all, even if this explanation 
does not exist at all. “ When in doubt, one 
decides in favor of the established theory and 
trusts the community of experts who believe 
it to be correct.” Kahneman calls this “ t heory- 
 induced blindness” ( Kahneman 1990).

The following two possible perspectives 
are offered to the observer: with the first per-
spective, he looks at evolution with its pro-
cesses and mechanisms rather denotatively, 
i.e., it can be described for him unambigu-
ously, homogeneously, and constantly. Here, 
the reductionist method is typical and legiti-
mate. Reductionism is to be rejected only if 
it is proposed as the only possible explana-
tion ( Mitchell 2008). The MS with its gene 
centrism and with natural selection as the 
predominant evolutionary mechanism is one 
way of thinking from the first perspective.

An observer from the second perspec-
tive is convinced that one must approach 

the explanation of evolution with complex, 
irreducible, multifactorial, and multicausal 
descriptions and methods. Thus, as he is well 
aware, he does not have before him a  self- 
 contained, unambiguous model but is faced 
with the task of theoretically conceptualizing 
and justifying his variable object of inquiry. 
Factors such as heredity or epigenetics can 
always be weighted differently here, contexts 
can be seen differently again, and unexpected 
new aspects can emerge ( Schülein and Reitze 
2005; Mitchell 2008; Lange 2017). The multi-
faceted, postmodern EES corresponds to such 
a categorization of theory. Consequently, 
the contributions here are typically more 
heterogeneous. They are open and variable. 
Recognition of a diversity of causal structures, 
levels of inquiry, and partial theories forces 
pluralistic explanatory strategies, according 
to Sandra Mitchell ( Mitchell 2008). Pluralistic 
explanations of nature are consistent with 
the unity of nature in terms of substantial 
monism ( Section 7.4). This is not true when 
one theory is reduced to another ( Rohrlich 
1988); however, such is not the case with the 
Extended Synthesis. The concern that theory 
pluralism could turn into an everything-    is-
 possible maze à la Paul Feyerabend has been 
defused with reference to scientific practice 
(Mitchell 2008).

  

  

9.3   SuMMARY AND  OuTLOOK—  FOR 
A THEORETICAL PLuRALISM

Few concepts in biology can be explained 
with a single theory. John Beatty cites 
Mendelian and non-  Mendelian inheritance
as examples of such parallel concepts; knowl-
edge of various theories of gene regulation 
as well as allopatric and other forms of spe-
ciation and that of the role of selection and 
genetic drift in evolution is necessary to 
understand these concepts. In these cases, the 
relative importance of individual theories on 
the same concept, rather than their accuracy/ 
correctness, is debatable. According to Beatty, 
only one theory need not necessarily be 
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valid in principle for a particular concept of 
biology ( Beatty 1997). Why should science 
be committed to a method that dictates the 
search for unitarity when there is no evidence 
that the results of evolution come about only 
one way? The renunciation of unitarianism 
should then, as a consequence, also apply to 
the theory of evolution and the explanation 
of evolutionary mechanisms and causalities.

The sciences do not form a unity, and the 
theory of the methodological unity of science 
is false. Epistemology must find a form to con-
structively deal with the pluralism of meth-
ods. If scientific ideals of methods change in 
history, this must be accepted ( Rheinberger 
2007).

In any case, the information content or 
explanatory value of the EES is more com-
prehensive than that of the conventional 
theory because first, additional processes are 
described that are not known in the synthetic 
theory and that it does not inquire about. 
Second, the Extended Synthesis provides a 
more comprehensive theory and causal struc-
ture. The Synthesis does not have to be dis-
carded; rather, parts of it can be integrated 
into the Extended Synthesis. Jan Baedke of 
the Ruhr University Bochum and colleagues 
presented a theoretical framework for this 
purpose, which can evaluate the validity of 
different evolutionary explanations of the 
same phenomenon. This way, standard crite-
ria can be named why and when evolutionary 
explanations of the EES are better than those 
of the Synthesis ( Baedke et al. 2020).

Evolution is, therefore, not a black-    and-
 white topic. The comparison of the con-
ventional and new theories is not like the 
question of whether the Sun revolves around 
the Earth or the Earth around the Sun. In 
addition, the days are probably gone when a 
single scientist like Darwin or Einstein could 
present an overall theory. Evolution is rather 
complex; just consider the genetic and nonge-
netic forms of inheritance, or the questions of 
what a species is ( still being discussed), and 
whether  gene-  culture coevolution should be 

  

included in the theory of evolution or not. 
How then should culture be defined? There 
is no single definition for such terms. They 
are connotative ( Schülein and Reitze 2005). 
Science theorists Staffan  Müller-  Wille and 
 Hans-  Jörg Rheinberger also point out that 
complex objects of study, such as organ-
isms and genes, cannot be captured by a 
single best description, explanation, or defi-
nition (  Müller-  Wille and Rheinberger 2009). 
Numerous researchers contribute details 
that must be conscientiously assembled into 
the most coherent overall picture possible. 
However, this is difficult.

Even in the natural s ciences—  including 
biology and  medicine—w  hat exactly consti-
tutes a scientific fact is more often ambigu-
ous. As an illustration, we only need to 
follow the stirring booklet by microbiolo-
gist and epistemologist Ludwik Fleck. He 
analyzes how medicine sees a given dis-
ease as something entirely different several 
times over the course of a century ( Fleck 
1990). Fleck’s findings are also congruent 
with Werner Heisenberg’s thesis, which 
serves as the motto at the beginning of my 
book. According to it, what we observe is 
not nature itself but nature exposed to our 
method of questioning. Today, like Donna 
Haraway, one goes even further and states 
that knowledge is not only discovered but 
also made ( Loh 2019). Elsewhere, scientific 
activity is said to be a fierce struggle to con-
struct reality ( Woolgar and Latour 1986). 
Mitchell thus calls for an integrative plural-
ism in the complex scenarios we are deal-
ing with that do justice to the pluralism of 
causes, levels, and the bringing together of 
individual theories ( Mitchell 2008).

It becomes clear that “ meaning and valid-
ity of linguistic expressions in all forms of 
their occurrence, procedures, and structures 
of concept and theory formation” are the 
subject of philosophy ( Janich 2008). Natural 
science needs philosophy. It is therefore for 
good reasons that the EES works closely with 
philosophers.
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Charles Darwin is seen as a representative 
of the second group mentioned above, while 
his successors rather belong to the first group. 
Darwin would probably be open to the new 
ideas of today. Like hardly any other before 
or after him, Darwin always critically ques-
tioned his own views in his books and let-
ters and was open to alternative aspects. 
Simultaneously, he always had a curious view 
of what could not yet be explained and of 
what was yet to be explored by future genera-
tions. In the introduction to the sixth edition 
of Origin of Species, he expressly emphasized that 
“ natural selection has been the main but not 
exclusive means of modification” ( Darwin 
1859).

I imagine Charles Darwin sitting at his 
large, dark desk in his downstairs study at 
Down House with a young visitor from the 
 evo-  devo school. Earlier, he has taken his 
daily walk on the sand walk and tuned into 
his visitor in thought. A young graduate stu-
dent wants to talk to him about the role of 
the embryo in evolution. Even in his old age, 
Darwin still answers every letter. But such a 
young scientist visiting Down House, he has 
never had that pleasure. So, he wrote to her 
kindly, accepted and invited her.

The young woman has come all the way 
to England and south London to the rural 
county of Kent to fulfill her dream of one 
day discussing the potential of embryonic 
development for evolution with her great role 
model. She is tense. What will the old gentle-
man think about modern ideas? She knows 
that Darwin had long suspected that develop-
ment in the embryo must play a role in evo-
lution. But he couldn’t quite make sense of 
it, and he just couldn’t reconcile embryonic 
development with his theory. Darwin’s ques-
tions to his counterpart therefore never cease. 
He also addresses his favorite topic, earth-
worms, which he has studied intensively for 
more than four decades and well into old age. 
His conclusion: the worms create the prereq-
uisites for agriculture by working the soil. 

The young woman immediately thinks of 
niche construction; earthworms build a niche 
for themselves and other creatures. But she 
restrains herself and enjoys experiencing the 
wise man enthusiastically in his profession.

There, just as the young woman takes 
advantage of a pause to dissect what is known 
today about developmental genes and about 
innovations that the embryo can produce, 
just as the conversation begins to get really 
interesting, Darwin’s wife Emma asks them 
both to come next door to the table. But her 
husband almost always overhears the call and 
the bell when a new idea won’t let him go, 
and so it was on this sunny late spring day.

REFERENCES

Baedke J, Fábregas-  Tejeda A, Vergara-  Silva F 
( 2020) Does the extended evolution-
ary synthesis entail extended explanatory 
power? Biol Philos 35(1):1–  22. https://link.
springer.com/ article/ 10.1007/ s10539- 
020-  9736-  5.

Beatty J ( 1997) Why do biologists argue like they 
do? Philos Sci 64(Proceedings):432–  443.

Darwin C ( 1859) On the Origin of Species by Means of 
Natural Selection, or the Preservation of Favoured Races 
in the Struggle for Life. John Murray, London. 
http://test.darwin-online.org.uk/contents.
html#origin.

Fleck L ( 1990) Entstehung und Entwicklung einer wis-
senschaftlichen Tatsache. Einführung in die Lehre vom 
Denkstil und Denkkollektiv. Suhrkamp, Frankfurt 
a. M.

Janich P (2008) Na turwissenschaft vom 
Menschen versus Philosophie. In: Janisch 
P (ed.) Naturalismus und Menschenbild. Felix 
Meiner, Hamburg.

Kahneman D ( 1990) Thinking, Fast and Slow. Farrar, 
Straus and Giroux, New York.

Laland KN, Uller T, Feldman M, Sterelny K, Müller 
GB, Moczek A, Jablonka E, Odling-Smee J   
( 2015) The extended evolutionary synthe-
sis: its structure, assumptions and predic-
tions. Proc Royal Soc B 282:1019.

  

    

 

  

    

 

https://link.springer.com
https://link.springer.com
http://test.darwin-online.org.uk
http://test.darwin-online.org.uk
https://link.springer.com


224 EXTENDING THE EVOLUTIONARY SYNTHESIS

Lange A (2017) Darwins Erbe im Umbau. Die Säulen 
der Erweiterten Synthese in der Evolutionstheorie, 
2nd ext, ed. Königshausen  & Neumann, 
Würzburg (eBook).

Lange A, Nemeschkal HL, Müller GB (2014)  
Biased polyphenism in polydactylous 
cats carrying a single point mutation: the 
Hemingway model for digit novelty. Evol Biol 
41(2):262–  275.

Loh J ( 2019)  Trans-  und  Posthumanismus zur Einführung. 
Junius, Hamburg.

Mitchell S ( 2008) Komplexitäten. Warum wir erst anfan-
gen, die Welt zu verstehen. Suhrkamp, Berlin.

Müller GB (2020) Ev o- de vo’s contributions to the 
extended evolutionary synthesis. In: Nuno 
de la Rosa L, Müller GB ( eds.) Evolutionary 
Developmental Biology: A Reference Guide. Springer, 
Basel.

Müller-  Wille S, Rheinberger H-  J (2009) Das Gen 
im Zeitalter der Postgenomik. Suhrkamp, Berlin.

Moczek AP, Sultan SE, Walsh D, Jernvall J, Gordon 
DM ( 2019) Agency in living systems: how 
organisms actively generate adaptation, 
resilience and innovation at multiple levels 
of organization. Proposal for a major grant 
from the John Templeton Foundation.

 

 

 

  

Newman SA ( 2018) Inheritance. In: Nuno de 
la Rosa L, Müller GB (eds .) Evolutionary 
Developmental Biology. A Reference Guide. Springer, 
Basel.

Noble D, Jablonka E, Joyner MJ, Müller GB, Omholt  
SW (2014) Ev olution evolves: physiology  
returns to centre stage. J Physiol592(11):2237– 
  2244.

Nowotny H, Testa G (2009)  Die gläsernen Gene. Die 
Erfindung des Individuums im melokularen Zeitalter. 
Suhrkamp, Berlin.

Planck M ( 1958) Physikalische Abhandlungen und 
Vorträge, vol III. Vieweg, Braunschweig.

Rheinberger H-  J (2007) Historische Epistemologie zur 
Einführung. Junius, Hamburg.

Rohrlich F (1988) Pluralistic ontology and the -
ory reduction in the physical sciences. Br J 
Philos Sci 39(3):295–  312.

Schülein JA, Reitze S ( 2005) Wissenschaftstheorie für 
Einsteiger. Facultas, Wien.

Woolgar S, Latour B (1986)  Laboratory Life: 
The Construction of Scientific Facts. Princeton 
University Press, Princeton, NJ.

  

 

  



DOI: 10.1201/9781003341413-10  225

CHApTER TEN

The Players of the New Thinking  in Evolutionary Theory

The scientists listed here contribute to exten-
sions of the Modern Synthesis and the post-
modern theory of evolution or did so during 
their lifetimes. Some of them have proposed 
theories that were precursors of the Extended 
Synthesis, while others do not explicitly 
advocate a change of theory or do not call 
themselves  evo-  devo researchers but publish 
important research in  evo-  devo or on topics 
that fit niche construction and are incorpo-
rated into the Extended Synthesis. In addi-
tion to the representatives mentioned here, a 
growing number of others advocate a neces-
sary renewal.

Pere Alberch (  1954–  1998, Spain)— 
 Biologist specializing in Zoology and 
Embryology, Professor at Harvard University, 
and later Director of the National Museum 
of Natural Sciences, Madrid. Alberch was 
a pioneer of  evo-  devo. He is credited with 
the elaboration of fundamental concepts, 
including heterochrony and developmen-
tal constraints. He recognized the failure to 
address morphological evolution as a short-
coming of the synthesis. He considered the 
morphological outcome of mutation to be 
 non-  random, even though randomness may 
exist at the molecular level. He clarified that 
the respective developmental systems impose 
constraints on the morphological form that 
limit the number of possible stable results. In 
the early 1980s, he already considered con-
straints as internal organismic mechanisms 
of the developmental system with an active 

rather than passive character, whereby evo-
lution can be facilitated on the epigenetic 
level. He is credited with recognizing that the 
 genetic-  level view is not necessarily the most 
critical view of alterations in developmental 
processes. Rather, an epigenetic perspective 
on physiology, where many confounding fac-
tors can occur, is critical. He corroborated his 
theses with empirical experiments on frogs 
and salamanders, establishing rules for which 
toes in the embryo are lost first and which 
are lost last when cells in the limb bud are 
reduced. He also became known for his study 
of anomalies. Here, he was concerned with 
the fact that variations, even evolutionarily 
disadvantageous ones, occur repeatedly in the 
same form. Alberch died at the age of 43.

Patrick Bateson (  1938–  2017, United 
Kingdom)—  Sir Paul Patrick Gordon Bateson 
was a British zoologist and science writer. 
He was a Professor of Behavioral Biology 
at Cambridge University from 1984,  Vice- 
 President of the Royal Society, and President 
of the Zoological Society of London from 
2004 to 2014. He was instrumental in estab-
lishing the biological discipline of behavioral 
science in the United Kingdom. Bateson’s 
research focused on the developmental biol-
ogy of behavior, including the neurobiologi-
cal basis of the phenomenon of imprinting 
in birds and the learning behavior of cats 
and monkeys. In particular, he was inter-
ested in the consequences of playful activi-
ties of the young in these mammals to the 
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emergence of physical, cognitive, and social 
behaviors in adults. In addition to academic 
duties ( including serving as rector of King’s 
College, Cambridge, from 1988 to 2003), he 
considered himself a mediator between the 
natural sciences and the  non- a cademic public, 
writing numerous popular science books on 
behavioral science, developmental biology, 
and genetics. He was repeatedly in demand as 
an advisor to the British Parliament. He was 
knighted in 2003. In 2006, he was elected 
a member of the American Philosophical 
Society. Bateson was a member of the EES 
research program until his death.

Paul Brakefield ( b. 1952, UK)—  Professor
of Zoology at the University of Cambridge. 
He is an evolutionary biologist specializing in 
butterflies and other insects. He is particularly 
interested in the effects of their evolution and 
physiology on natural selection. Brakefield has 
shown that evolutionary changes in an organ-
ism are determined by the interplay between 
the environment and genes that control devel-
opment. Brakefield’s experiments on butter-
fly eyespots are now considered classic in the 
field of e vo-  devo. In parallel with his research, 
Brakefield is the Director of the University 
Museum of Zoology at the University of 
Cambridge. He is also the President of the 
Tropical Biology Association and the Linnean 
Society of London and became a Fellow of the 
Royal Society in 2010. He is a member of the 
EES research program but does not argue that 
the traditional theory should be changed.

 

Sean B. Carroll ( b. 1960, USA)—  Molecular
geneticist, geneticist, developmental biolo-
gist, and evolutionary biologist. Carroll’s 
research in e vo-  devo is on the genes that con-
trol body structure in animals and how they 
have changed throughout evolution. He also 
authored popular science books on this topic 
and has a column entitled Remarkable Creatures 
in the New York Times. In 2010, he became 
 Vice-  President of Science Education at the 
Howard Hughes Medical Institute ( HHMI). 
He wrote a dual biography of Jacques Monod 
and Albert Camus (Brave Genius). Carroll is 

 

  

a consistent Darwinist and believer in the 
Modern Synthesis. S elf- o rganizability in the 
form of Turing systems does not exist for 
him. They are not even necessary from his 
point of view because the phenotypic form 
and variation of each species can be created 
by the genetic toolkit during development.

Niles Eldredge ( b. 1943, USA)— 
 Paleontologist. Eldredge was an Associate 
Professor of Paleontology in the Department 
of Earth and Environmental Sciences at 
the City University of New York. In 1972, 
together with Stephen J. Gould, he proposed 
the theory of punctuated equilibria, a variant of 
the theory of evolution. It assumes that spe-
cies evolution proceeds not steadily but in 
long phases of stability alternating with short, 
rapid developmental bursts.

John Arthur Endler ( b. 1947, Canada)— 
 Ethologist ( behaviorist) and evolutionary 
biologist known for his work on the adapta-
tion of vertebrates to their specific perceptual 
environments and the way in which animals’ 
sensory abilities and color patterns evolve. 
Endler performed extensive work on guppies 
(Poecilia reticulata), and in 1975, rediscovered 
the species aquarists now refer to as “ Endler’s 
livebearers” in his honor. He is further known 
for his experimental work on inducing evolu-
tion on a small scale. To this end, he has stud-
ied numerous species, including the behavior 
of bowerbirds in northern Queensland, 
Australia, in addition to his experiments on 
guppies. Endler is an associate member of the 
EES research program.

  

Marcus W. Feldman (b. 1942, 
Australia)—M  athematician and theoretical 
biologist. Feldman is a Professor of biologi-
cal sciences, director of the Morrison Institute 
for Population and Resource Studies, and 
codirector of the Center for Computational, 
Evolutionary, and Human Genomics ( CEHG) 
at Stanford University, Palo Alto, California. 
He became known for his mathematical the-
ory of evolution, for his computational studies 
in evolutionary biology, and as a cofounder of 
the theory of g ene-  culture coevolution.
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Scott F. Gilbert ( b. 1949, USA)—G  ilbert 
is an evolutionary biologist and historian 
of biology. He is a Professor Emeritus of 
Biology at Swarthmore College and Finland 
Distinguished Professor Emeritus at the 
University of Helsinki. Gilbert is the author 
of the textbook Developmental Biology (fi rst edi-
tion 1985, 11th ed. 2016). With David Epel, he 
co-  authored the textbook Ecological Developmental 
Biology ( 2009/ 2015). He is one of the initiators 
of ecological developmental biology as a new 
biological discipline. Gilbert’s research on the 
history and philosophy of biology concerns 
the interactions between genetics and embry-
ology,  anti- r eductionism, the formation of 
biological disciplines, and bioethics.

 

Stephen Jay Gould (1941–2002, USA)— 
 Paleontologist, geologist, and evolutionary 
biologist. Gould is among the  best-  known 
and most influential evolutionary biologists 
of the 20th century. He studied paleontol-
ogy and evolutionary biology at Columbia 
University. Gould is the author of successful 
popular science books including The Panda’s 
Thumb ( 1980). The theory of punctuated equi-
libria ( or punctualism), which he developed 
together with Niles Eldredge, is considered 
to be Gould’s outstanding contribution to the 
field of evolutionary biology. According to 
this theory, evolution does not take place in 
small steps at a constant speed. Rather, rapid 
change alternates with longer periods of no 
change ( stasis) in relatively short geological 
phases. In his comprehensive and influen-
tial book Ontogeny and Phylogeny ( 1977), Gould 
explores the relationship between embryonic 
development and evolution. In two other 
technical publications, one with Richard C. 
Lewontin ( 1979) and the other with Elisabeth 
Vrba ( 1982), he argued that characteristics of 
an organism may have survived throughout 
evolution without a direct effect on function. 
They may exist as do the claddings of the 
round arches (spandrels) in Gothic cathedrals, 
which have no architectural function. He 
pointed out that natural selection character-
izes negative selection and does not positively 

     

 

select certain features because of their func-
tion in an adaptationist manner. Gould also 
repeatedly opposed the idea that evolution 
indicates progress.

Brian K. Hall ( b. 1941, Canada)—  Emeritus
biologist at Dalhousie University. Hall actively 
participates in the  evo- d evo debate on the 
nature and mechanisms of animal body plan 
formation. He is particularly interested in the 
neural crest and the skeletal tissues that arise 
therefrom. Further, he has written exten-
sively on the history of evolutionary biology 
and on leading figures in the field. Among 
numerous other books, in 2012, he published 
Evolutionary Developmental Biology (Evo-Devo): Past, 
Present, and Future.

Eva Jablonka ( b. 1952, Israel) 
(  Figure 10.1)—    Polish-  born evolutionary the-
orist and geneticist. She is a Professor at the 
Cohn Institute at Tel Aviv University. Jablonka 
emigrated to Israel in 1957. She is known for 
her publications on various forms of epi-
genetic inheritance. Together with Marion J. 
Lamb, she authored Evolution in Four Dimensions: 
Genetics, Epigenetics, Behavior, and Symbolic Variation 
in the History of Life ( 2005). In this book, the 
authors take  neo- L amarckian positions on 
heredity that extend far beyond the  neo- 
 Darwinian synthesis. Jablonka is an associate 
member of the EES research program.

Marc W. Kirschner ( b. 1945, USA) 
(F  igure  10.2)—B  iologist. Kirschner gradu-
ated from Northwestern University in 1966 
and received his PhD from the University of 
California, Berkeley in 1971. In 1972, he became 
an assistant professor at Princeton University; 
in 1993, he moved to Harvard Medical School. 
The theory of Facilitated Variation is an explana-
tory model that sees itself as a complement 
to evolutionary theory and is concerned with 
the nature of variation in evolution. This the-
ory was published in 2005 by Kirschner, as 
Founder and Chairman of the Systems Biology 
Department at Harvard Medical School, and 
John Gerhart of the University of California, 
Berkeley, in their book The Plausibility of Life. 
Resolving Darwin’s Dilemma.
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 Figure 10.1  ( a) Eva Jablonka and ( b) Barbara McClintock.

 Figure 10.2  ( a) Marc Kirschner, ( b) Armin P. Moczek, and ( c) Gerd B. Müller.

Kevin N. Laland ( b. 1962, UK) 
(  Figure  10.3)—  Professor of Behavioral and 
Evolutionary Biology at the University of St. 
Andrews, Scotland (  2002–  present). His publi-
cations, including numerous books, focus on 
animal behavior and evolution, specifically 
social learning, gene-  culture coevolution, 
and niche construction. In 2018, he published 
the book Darwin’s Unfinished Symphony: How Culture 
Made the Human Mind. Laland is an elected Fellow 
of the Royal Society of Edinburgh, Fellow of 
the Society of Biology, and Director of the EES 
Research Program.

 

Manfred D. Laubichler (b. 1969, 
Austria)—  Professor of Theoretical Biology 
and History of Biology at the School of Life 
Sciences and Director of the Global Biosocial 
Complexity Initiative at Arizona State
University. He is a  co-  editor of From Embryology 

 

 

to Evo-Devo (2007), Modeling Biology (2007), The 
High Seat of Knowledge ( 2006), and Form and Function 
in Developmental Evolution ( 2009). Although he is 
an e vo-  devo scientist, Laubichler does not 
advocate for a theoretical renewal.

          

Richard C. Lewontin ( b. 1929, USA)— 
 Evolutionary biologist, mathematician, 
geneticist. Lewontin was a student of 
Theodosius Dobzhansky, one of the found-
ers of the Modern Synthesis. He is among 
the b est-  known evolutionary biologists of 
the 20th century. He held the Alexander 
Gassiz Professorship of Zoology and Biology 
at Harvard University from 1973 to 1998 and 
became a Research Professor there in 2003. In 
addition to outstanding achievements in the 
fields of population genetics and molecular 
biology, Lewontin emerged with criticisms 
of mainstream evolutionary theory. In 1979, 
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 Figure 10.3  ( a) Kevin N. Laland and ( b) John O dling-  Smee.

he and Stephen J. Gould used the term span-
drel, borrowed from architecture, as a proxy 
for nonadaptive phenotypic traits. This coun-
tered the tenets of n eo- D arwinian theory that 
all traits are selected and have a function. 
Further, Lewontin was one of the first biolo-
gists in 1970 to introduce hierarchies of selec-
tion, from the genetic to multiple epigenetic 
levels. By outlining the dependence of the 
environment on the organisms that inhabit it, 
he introduced a novel line of reasoning into 
evolutionary theory, from which the theory 
of niche construction developed.

Lynn Margulis (1938–2011, USA)— 
 Biologist. She developed the endosymbiont 
theory ( symbiogenesis) on the origin of plas-
tids and mitochondria as previously indepen-
dent prokaryotic organisms. According to this 
theory, the former entered into a symbiotic 
relationship with other prokaryotic cells early 
in evolutionary history, causing the latter to 
evolve into eukaryotic cells. Margulis was 
elected to the National Academy of Sciences 
in 1983 and to the American Academy of 
Arts and Sciences in 1998. In 1999, she was 
awarded the National Medal of Science.

     

Barbara McClintock (1902–1992, USA) 
(  Figure  10.1)—  Geneticist and botanist. She 
discovered transposons ( jumping genes), 
for which she received the Nobel Prize in 
1983, after her teaching had been ignored 
and rejected for almost 30 years. Thanks to 
her research, it is now recognized that all 
genomes contain elements that can cause 
remodeling of their own genome.

     

Allessandro Minelli ( b. 1948, Italy)— 
 Professor Emeritus of Zoology at the 
University of Padua. He provided a concep-
tual foundation for the e vo- d evo discipline. 
In doing so, he strictly opposed so - c alled 
“  adult-  centrism, “the view that development 
is ( exclusively) considered a series of stepwise 
processes from the fertilized egg to the adult 
phenotype.” Some life forms proceed through 
more complex cycles. In addition to the early 
stages of embryonic development, he believes 
evo-  devo should include post-  embryonic 
stages in the field of view of comparative 
morphology.  Evo-  devo, in his view, should 
be expanded from its overemphasis on the 
animal kingdom to include other kingdoms. 
Minelli is the author of Biological Systematics 
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( 1993), The Development of Animal Form (2003),
Perspectives in Animal Phylogeny and Evolution ( 2009), 
and Forms of Becoming ( 2009). He does not advo-
cate a shift away from traditional evolution-
ary theory.

   

Armin Moczek ( b. 1969, Germany) 
(  Figure 10.2)—  Professor of Biology at Indiana 
University Bloomington. Moczek was born 
in Munich. He studied biology with Bert 
Hölldobler at the University of Würzburg, 
then moved to Duke University in 1994, 
where he received his PhD. There, his col-
laboration with Fred Nijhout was a formative 
experience. In 2002, he moved to Arizona 
University as a postdoctoral fellow. Since 
that time, Moczek has focused on insects, 
including extensive work on horned beetles 
(Onthophagus) ., which he began to study in 
depth at Indiana University in 2004. Moczek 
studies complex innovations in evolution, 
which includes the horned beetles.’ horns. In 
particular, he focuses on studying the very 
early stages of innovation in evolution and the 
interplay of genetics, development, and ecol-
ogy in which important transitions in evolu-
tion are enabled. He is also a cofounder of an 
international initiative to broaden traditional 
perspectives on what determines speed and 
direction in evolution, taking into account 
recent advances in the fields of evolutionary 
developmental biology, developmental plas-
ticity,  non- g enetic inheritance, and niche 
formation. Moczek is a member and project 
leader in the EES research program. His work 
addresses typical topics in EES.

  

Gerd B. Müller ( b. 1953, Austria) 
(  Figure 10.2)—  Evolutionary biologist, student
of Rupert Riedl. He was a Professor emeri-
tus at the University of Vienna and the head 
of the Department of Theoretical Biology at 
the Center for Organismal Systems Biology at 
the University of Vienna until 2018. Müller 
studied Medicine and Zoology in Vienna. 
His research interests include vertebrate limb 
evolution, the origin of evolutionary innova-
tions, theoretical integration of e vo- de vo, and 
the EES. Müller is a founding member and has 

   

been president of the Konrad Lorenz Institute 
for Evolutionary and Cognitive Research in 
Klosterneuburg near Vienna since 1997. He 
is president of EuroEvoDevo, the European 
Society for Evolutionary Developmental 
Biology. Together with Stuart Newman, 
Müller edited the book Origination of Organismal 
Form ( 2003). Together with Massimo Pigliucci, 
he is an editor of the volume Evolution  – The 
Extended Synthesis ( 2010). Müller is one of the 
founders of EES and one of its most consistent 
proponents. He is an associate member of the 
EES research program.

   

Stuart A. Newman ( b. 1945, USA)— 
 Professor of Cell Biology and Anatomy at 
New York Medical College in Valhalla, NY. 
Newman’s research is focused on three areas: 
cellular and molecular mechanisms of ver-
tebrate limb development, physical mecha-
nisms of morphogenesis, and mechanisms of 
morphological evolution. His work in devel-
opmental biology involves a mechanism for 
pattern formation of the vertebrate limb skel-
eton based on s elf-  organization of embryonic 
tissue. Several computer models were cre-
ated in his school for this purpose. He also 
described a biophysical effect in the extracel-
lular matrix populated with cells or nonliving 
particles, i.e., matrix-  directed translocation, 
which provides a physical model for stem cell 
tissue morphogenesis. Newman and Müller 
co-  edited the book Origination of Organismal Form 
( 2003). Newman is one of the most consis-
tent EES proponents and clearly states that the 
basic assumptions of the Modern Synthesis 
are incorrect.

 

 

H. Frederic Nijhout ( b. 1947, USA)—
 Evolutionary biologist and a Professor of 
Biology at Duke University ( Durham, North 
Carolina). His research focuses on evolution-
ary developmental biology and entomology 
( insect research), with particular emphasis 
on hormonal control of growth, molting, and 
metamorphosis in insects, including mecha-
nisms that guide the evolution of alternative 
phenotypes. Much of his work also focuses 
on the evolution of wing patterns.
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Denis Noble ( b. 1936, Great Britain) 
(  Figure 10.4)—  British physiologist. Noble is 
one of the pioneers of systems biology. He 
studied at University College London. In his 
highly regarded doctoral thesis ( 1961), he 
developed the first mathematical model of 
the working heart. Noble held the  Burdon- 
 Sanderson Chair in Cardiovascular Physiology 
at Oxford University from 1984 to 2004. 
|||In 2006, he published The Music of Life, the 
first popular science book on systems biology, 
and in 2016, also from a systems biology per-
spective, Dance to the Tune of Life: Biological Relativity. 
In both, he critiques  Neo- D arwinism with its 
ideas of genetic determinism and reduction-
ism, as found most radically in Dawkins’ the-
ory of the selfish gene. He posits that because 
of various feedback mechanisms ( e.g., niche 
formation, non-  genetic inheritance, splicing,
and epigenetics), the genome should not be 
emphasized as a level of organization and 
especially not as a program from which the 
function of proteins, cells, or even organs can 
be inferred by taking a reductionist approach. 
Instead, he proposes a systemic approach to 
organisms, with equal access to all levels of 
organization. Noble has served as president 
of the International Union of Physiological 
Sciences and of the Virtual Physiological 
Human Institute. He is an associate member 
of the EES research program.

     

John Odling-Smee ( b. 1935, UK) 
(  Figure 10.3)—  Professor emeritus of Biology 
and Anthropology at Oxford University.
 Odling-  Smee published more than 100 articles 
on animal learning and its role in evolution as 
well as on the theory of niche construction, 
which he established with Kevin N. Laland 
and Marcus W. Feldman. Their joint mono-
graph Niche Construction: The Neglected Process in 
Evolution was published in 2003.  Odling- S mee 
is a member of the EES research program.

    

 

Massimo Pigliucci ( b. 1964, USA)— 
 Pigliucci is the K.D. Irani Professor of 
Philosophy at City College and Professor of 
Philosophy at the Graduate Center of the City 
University of New York. He received his PhD 

in evolutionary biology from the University 
of Connecticut and his PhD in philosophy 
from the University of Tennessee and subse-
quently conducted research in evolutionary 
ecology at Brown University. His interests 
include the philosophy of biology, the rela-
tionship between science and philosophy, 
and the nature of pseudoscience. Pigliucci is 
 co- e ditor, with Gerd B. Müller, of the book 
Evolution –   The Extended Synthesis ( 2010). He is a 
member of the EES research program.

Rudolf Raff (1941–2019, Canada)— 
 Professor of Biology at Indiana University and 
Director of the Indiana Molecular Biology 
Institute. He was a pioneer in the emergence 
of  evo- d evo as a new research discipline. In 
the process, he became a leading force in 
integrating the fields of evolution and devel-
opment. He inspired a new generation of 
scientists.

     

Rupert Riedl (1925–2005, Austria) 
(  Figure 10.4)—  Former zoologist and systems 
biologist at the University of Vienna. Riedl 
viewed natural history, particularly evolu-
tionary organismal development, as a system 
of interconnected relationships. Since the late 
1970s, he was one of the first scientists to 
argue that the Modern Synthesis neglects the 
role of development and morphology in evo-
lution. He argued that it failed to explain the 
emergence of body plans and patterns at the 
macroevolutionary level. He detailed his the-
ory in Order in Living Organisms: A Systems Analysis 
of Evolution in 1978. This work revolution-
ized the current understanding of causality. 
Riedl argued that although every organism 
in embryonic development emerges from the 
activity of genes, in evolution the “ scope of 
action” of genes is limited by their functional 
interdependence, similar to that of individu-
als in an organization.

     

James Alan Shapiro, ( b. 1943, USA)— 
 Biologist specializing in bacterial genetics, 
Professor at the University of Chicago in the 
Department of Biochemistry and Molecular 
Biology. Shapiro was a colleague of Jon 
Beckwith at Harvard when a gene was first 
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 Figure 10.4  ( a) Rupert Riedl and ( b) Denis Noble.

isolated (in Escherichia coli) in 1969. Following 
his discovery of transposable elements in bac-
teria in 1979, he was instrumental in orga-
nizing the field of mobile genetic element 
research and was the earliest proponent of 
natural genetic engineering as a fundamental com-
ponent of evolution and evolutionary innova-
tion. He used the engineering view to make 
the case that genetic variation can have a n on- 
 random ( directional) character. Shapiro also 
demonstrated cooperative behavior in bacte-
ria. In his book Evolution –   A View from the 21st 
Century ( 2011/ 2022), he advocates an expanded 
view of evolutionary theory that takes into 
account the cognitive, flexible, cooperative 
capabilities of cells based on “ natural genetic 
engineering” for rapid evolutionary adapta-
tion and innovation.

 

Kim Sterelny ( b. 1950, Australia)— 
 Philosopher. Sterelny’s research focuses on the 
philosophy of biology. He views the develop-
ment of evolutionary biology since 1859 as 
one of the great intellectual achievements of 
science. Sterelny is the author of numerous 
publications on group selection, meme the-
ory and cultural evolution, such as The Return 
of the Gene ( with Philip Kitcher, 1988), Memes 
Revisited ( 2006), and The Evolution and Evolvability 
of Culture (2006). In 2004, Sterelny’s book 
Thought in a Hostile World: The Evolution of Human 
Cognition received the Lakatos Prize for an 

  

outstanding contribution to the philosophy of 
science. This book offers a Darwinian account 
of the nature and evolution of human cogni-
tive abilities and is an important alternative 
to the nativist accounts familiar to the field 
of evolutionary psychology. His lectures are 
published under the title The Evolved Apprentice. 
These lectures build on the n on-  nativist, 
Darwinian approach to thinking in a hostile 
world while providing a discussion of more 
recent work by other philosophers, biological 
anthropologists and ecologists, gene-  culture
co-  evolutionists, and evolutionary theorists.

John E. Stewart ( b. 1952, Australia)— 
 Evolutionary theorist and activist who is 
a member of the Evolution, Complexity 
and Cognition Research Group of the Free 
University of Brussels. As an evolutionary 
theorist, his main focus has been on the tra-
jectory of evolution. His work on the direc-
tionality of evolution and its implications for 
humanity has been published in a number 
of key papers in international science jour-
nals. He is the author of the internationally 
acclaimed book Evolution’s Arrow: the direction of 
evolution and the future of humanity. In 2008, he was 
a keynote speaker at the first international 
scientific conference on The Evolution and 
Development of the Universe held in Paris.

Sonia E. Sultan ( b. 1958, USA)— 
 Evolutionary plant ecologist at Westleyan 
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University, USA. Her research group focuses 
on ecological development or e co-  devo.
Sultan contributed to the empirical and 
conceptual literature on individual plastic-
ity and its relationship to ecological breadth 
and adaptive evolution. In 2015, she pub-
lished these ideas in a book titled Organism and 
Environment: Ecological Development, Niche Construction 
and Adaptation. Sultan’s current experimen-
tal work focuses on inherited effects of the 
parental environment on development, the 
relationship of individual plasticity to inva-
siveness, and the role of DNA methylation 
as a mechanism regulating responses to the 
environment.

 

Eörs Szathmáry ( b. 1959, Hungary)— 
 Theoretical biologist. He deals with various 
fields such as the origin of life, the mathemat-
ical description of early stages of evolution, 
the origin and optimal size of the genetic 
code, and the evolution of language. Together 
with John Maynard Smith, he wrote the 
acclaimed book The Major Transitions in Evolution 
in 1995 and The Origins of Life in 1999.

Michael Tomasello ( b. 1950, USA)— 
 Anthropologist and behavioral scientist. After 
studying psychology at Duke University and 
earning a PhD in experimental psychology 
at the University of Georgia, he taught psy-
chology at Emory University from 1980 to 
1998. From 1998 to 2018, he was a codirector 
at the Max Planck Institute for Evolutionary 
Anthropology in Leipzig, where he directed 
the Wolfgang Köhler Primate Research Center. 
From 1999 to 2018, he was an honorary pro-
fessor at the University of Leipzig. Tomasello 
focuses on the evolution of human language 
and thought and describes the differences 
between humans and animals. This led him 
to develop the concept of shared intentional-
ity. His most recent authored works include A 
Natural Theory of Human Thinking (2014), A Natural 
Theory of Human Morality ( 2018), and Becoming 
Human, A Theory of Ontogeny ( 2019).

   

Alan Turing (1912–1954, Great Britain)— 
 Turing was one of the most influential theorists 
of early computer development and computer 

      

science. He created much of the theoretical 
basis of modern information and computer 
technology. His contributions to theoretical 
biology were seminal. His 1952 paper The 
chemical basis of morphogenesis is now cited about 
2,500 times a year in Google Scholar and is 
considered the landmark paper on biological 
pattern formation. While Turing’s original 
intent was to use the  reaction-  diffusion pro-
cess of a  so- c alled Turing system described 
by him to explain surface patterns, such as 
those on cows, zebras, fish, or other animals, 
Turing models are now increasingly used 
in a mathematically modified and extended 
form to describe the emergence of t hree- 
 dimensional, stable wave structures in the 
organism as s elf- or ganization, for example, 
in limb development. In this context, the 
 reaction-  diffusion behavior in the Turing 
mechanism is transferred from the chemical, 
molecular level to the intercellular level and 
argued with cell signals. In Germany, Turing’s 
idea was adopted and further developed by 
Alfred Gierer and Hans Meinhardt from 1972 
onwards.

Tobias Uller ( b. 1977, Sweden)—  Professor
of Evolutionary Biology at Lund University, 
Sweden. Uller’s research focuses on the inter-
face between evolutionary biology, devel-
opmental biology, and ecology. His projects 
aim to reveal how functional processes in 
the development, physiology, and behav-
ior of organisms influence their evolution. 
This includes the role of phenotypic plastic-
ity in adaptive diversification; the evolution-
ary causes and consequences of extragenetic 
inheritance; and the genetic, developmen-
tal, and ecological factors underlying evo-
lution through introgressive hybridization 
( movement of a gene or chromosome from 
one species to another). Uller is a deputy proj-
ect leader of the EES research program.

Conrad Hal Waddington (1905–1975,
Great Britain)—  British developmental biolo-
gist, paleontologist, geneticist, embryologist, 
and philosopher. Waddington produced fun-
damental work on developmental biology 
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and epigenetics. His work is considered an 
important precursor of today’s evolutionary 
developmental biology and has been under-
going something of a renaissance since the 
1990s. The terms such as epigenetic land-
scape, channeling, and genetic assimilation, 
introduced by Waddington, are now com-
mon in evo-  devo.

Andreas Wagner (b. 1967, Austria/USA)— 
 Evolutionary biologist, Professor at the 
Institute of Evolutionary Biology and
Environmental Sciences, University of Zurich. 
Since 1999, he has also held a professorship 
at the Santa Fe Institute, New Mexico ( USA). 
Wagner is known for his work on the role of 
robustness and innovation in evolution. In 
2014, he published the book The Arrival of the 
Fittest. How Nature Innovates.

Günter P. Wagner ( b. 1954, Austria)— 
 Evolutionary biologist and ecologist. Wagner 
was a student of Rupert Riedl, Vienna. He 
teaches at Yale University. His research 
focuses on the evolution of complex traits, 
using both the theoretical tools of popula-
tion genetics and experimental approaches in 
evolutionary developmental biology. Wagner 
has contributed significantly to the current 
understanding of the evolvability of complex 
organisms, the emergence of innovations, 
and modularity. He is an associate member of 
the EES research program. Wagner does not 
advocate the view that traditional evolution-
ary theory should be changed.

Mary Jane  West-  Eberhard (b. 1941,
USA)—  Emeritus theoretical biologist and 
entomologist, University of Michigan. She 
conducted research on social wasps of the 
tropics and used it to study mechanisms of 
evolution. For example, she emphasized 
the role of sexual selection ( social compe-
tition among male individuals) in specia-
tion and the role of alternative phenotypes 
as a basis for natural selection in evolution-
ary theory, for which she coined the term 
phenotypic plasticity. Phenotypic plasticity 
in this context is the innate ability of indi-
viduals to change their external appearance 

   
  

 

   

( phenotype) during development to the 
adult stage and to adapt to possibly chang-
ing environmental conditions. According to 
her theory, this is the primary starting point 
of natural selection. Incorporation into the 
genetic blueprint then occurs successively 
through random mutations, and individuals 
in which the altered phenotype is already 
genetically anchored have a selective advan-
tage. A hallmark of W est- E berhard’s theory 
of plasticity is her core statement: “Genes are 
followers, not leaders”. This clarifies her view that 
the genotype does not determine the pheno-
type. The genotype can, due to environmen-
tal influences, produce many phenotypes. In 
her major 800-  page work Developmental Plasticity 
and Evolution, published in 2003 and con-
taining numerous empirical studies, W est- 
 Eberhard provides a comprehensive critique 
of the dominant role of natural selection in 
synthetic evolutionary theory and calls for 
a new framework for a unified theory of 
evolution that considers development, the 
environment, and plasticity as causal factors 
in evolution. W est-  Eberhard belongs to the 
 evo- d evo discipline, although she does not 
use the term herself. She received the R.R. 
Hawkins Award for her book Plasticity and 
Evolution and the Sewall Wright Award, both 
in 2003 She also received the 2021 Linnean 
Medal for Zoology, one of the most impor-
tant distinctions in the field of biology.

  

 

David Sloan Wilson ( b. 1949, USA) 
(  Figure  10.5)—  Professor at Binghampton 
University, New York. Wilson is a promi-
nent proponent of group selection ( the mod-
ern variant) in evolutionary theory. He was 
awarded a professorship in Biological Sciences 
at the State University of New York in 1988. 
In 2001, he also became a Distinguished 
Professor of Anthropology. He is the author 
of several books, including Darwin’s Cathedral: 
Evolution, Religion and the Nature of Society (2003),
Evolution for Everyone: How Darwin’s Theory Can 
Change the Way We Think About Our Lives (2007),
and This View of Life: Completing the Darwinian 
Revolution ( 2019).
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 Figure 10.5  ( a) David Sloan Wilson and ( b) Edward Osborne Wilson.

Edward Osborne Wilson (1929–2021,
USA) (  Figure  10.5)—  Emeritus entomolo-
gist, sociobiologist, and evolutionary biolo-
gist, University of Alabama and Harvard 
University. Wilson was among the world’s 
leading evolutionary researchers. In 1975, he 
founded sociobiology as a new research dis-
cipline with a view to study s tate-  forming 
insects and other animals, including humans, 
and spoke of New Synthesis. With this research, 
he gained worldwide notoriety. In 2010, 
Wilson went on the record with his own 

     
  

findings of social evolution, demonstrating 
fundamental errors. He received numerous 
international prizes, including the Pulitzer 
Prize twice: in 1979 and again in 1991 
together with Bert Hölldobler for the book The 
Ants. The two authors published another joint 
work in  2008— t he monumental monograph 
The Superorganism: The Beauty, Elegance and Strangeness 
of Insect Societies. In his old age, Wilson argued 
vehemently for an anthropocentric environ-
mental and conservation ethic and defended 
biodiversity, a term also coined by him.



https://taylorandfrancis.com
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Adaptation: Result of natural selection at the 
population level. Physical and behav-
ioral characteristics are interpreted as 
evolutionary responses of a popula-
tion to specific environmental fac-
tors ( natural selection). Adaptation 
increases the fitness of the population. 
The debate over the weighting and 
effectiveness of adaptation has existed 
since Darwin. Today, this debate takes 
a different form. In the Extended 
Synthesis (⇒ Extended Evolutionary 
Synthesis), adaptation can also be 
achieved by internal and external 
constructive processes, not only in 
a passive way by the organism (⇒ 
agent, ⇒ developmental constraints).

Agency: System at a biological level that can 
train agents for developmental varia-
tion. Agencies are found at the level 
of gene regulatory networks, cell tis-
sues, organisms, or social groups. 
Agency is an e vo-  devo concept.

Agent: Concept in ⇒  evo-d  evo, according 
to which the organism is based on 
genetic and epigenetic organizational 
⇒ agencies of  form- a  nd  function- 
 forming activity for developmental 
variation. The concept of the agent 
extends the earlier notion of ⇒ 
developmental constraints. With the 

introduction of the agent, the organ-
ism is no longer a mere passive object 
in the evolutionary process, but the 
subject itself.

Allele: A variant of a ⇒ gene that can dif-
fer between individuals of a species. 
Different alleles often produce dif-
ferent phenotypic traits at the indi-
vidual level. For example, a gene that 
determines flower color may have 
an allele conferring red color and 
another conferring white color on 
flowers. Contrary to earlier opinions, 
an allele usually does not correspond 
1:1 to a phenotypic trait expression. 
As a rule, traits are polygenic. This is 
also true for eye color, which used 
to be a reference for a specific allele. 
However, several genes are involved 
in pigment formation in the iris.

Allopatric speciation: Central process of spe-
ciation by the geographic splitting of 
a population into two reproductively 
isolated populations. Other forms of 
speciation also occur.

Alternative splicing: ⇒ Splicing
Amino acids: Organic molecules and build-

ing blocks of the ⇒ proteins of living 
things. The ⇒ genetic code specifies 
the incorporation of 20 different 
amino acids into proteins.



238 GLOSSARY

Analogy: ⇒ Convergence
Apoptosis, programmed cell death: 

Mechanism of embryonic develop-
ment. Apoptosis is triggered by sig-
nals that activate cascade of “ suicide 
proteins” in cells, resulting in  self- 
 destruction of the cell. For example, 
during limb development in some 
quadrupeds, the cellular mate-
rial between the fingers and toes is 
removed by apoptosis.

Arrival of the Fittest, making of the Fittest: 
Processes that, in addition to Survival 
of the Fittest, describe ⇒  evo-d  evo 
pathways that lead to the production 
of a trait, rather than referring only 
to the trait in its final form.

Arthropods: Members of the most speci-
ose phylum of the animal kingdom. 
They include such diverse animals 
as insects, millipedes, crustaceans, 
spiders, scorpions, centipedes, and 
the extinct trilobites. They are char-
acterized by an exoskeleton of chi-
tin, molting, articulated extremities, 
and body segments. About 80% of 
all known living animal species are 
arthropods, most of them insects.

Artificial intelligence ( AI): Branch of com-
puter science. An adaptive system 
that can independently and effi-
ciently solve problems or achieve ⇒ 
complex goals. AI systems perform 
cognitive tasks that were previously 
performed by humans. A distinction 
is made between weak AI and strong 
AI. A weak AI engine is focused 
on solving a specialized task, e.g., 
autonomous driving, playing chess, 
or similar. A strong AI engine can 
solve several tasks using a process 
comparable to human cognition and 
possesses, at the highest conceivable 
but as yet unrealized level, addi-
tional forms of consciousness, s elf- 
 awareness, sentience, emotions, and 
morality (⇒ superintelligence).

Atavism: Reappearance in the evolution-
ary history of a species of anatomi-
cal features that existed earlier, e.g., 
multiple toes in the horse.

Autosomal dominant inheritance: Form of 
inheritance in which the altered ⇒ 
allele must be present on only one 
of the two homologous ⇒ chromo-
somes, which are not involved in 
sex determination, for a trait to be 
⇒ phenotypically expressed or for a 
disease to be detected. If the muta-
tion must be present on both chro-
mosomes, the inheritance pattern is 
referred to as autosomal recessive.

Base pair: two bases in ⇒ DNA or ⇒ RNA 
that is complementary to each other. 
The number of base pairs in a ⇒ 
gene represents an important mea-
sure of the information stored in 
the gene. DNA comprises the four 
nucleic bases adenine, cytosine, gua-
nine, and thymine, usually called A, 
C, G, and T for short. A and T always 
occur as a pair, as do C and G.

Bias: ⇒ Developmental bias
Biodiversity, diversity: Measure of the diver-

sity of living organisms but also of 
genetic information and of the pro-
teins formed in living organisms.

Buffering: ⇒ Canalization
Cambrian period: In the Earth’s chro-

nostratigraphic system. Corresponds 
approximately to the period 542 to 
488 million years ago. During the 
Cambrian period, the approximately 
30 “ blueprints” known today in the 
animal world were formed. This pro-
cess, unique in evolutionary history, 
is called the Cambrian explosion.

Canalization: Term introduced by 
Waddington in 1942. Refers to the 
response of development to cer-
tain changes caused by external 
stimuli or genetic ⇒ mutation in 
such a way that the ⇒ phenotypic 
output is maintained unchanged. 



239GLOSSARY

⇒ Development readjusts accord-
ing to the perturbation. Mutations 
are buffered without having a phe-
notypic consequence. Only a suffi-
ciently strong stimulus can lead to ⇒ 
decanalization and thus to an altered 
phenotype.

 Causal-mechanistic explanatory claim: 
Effort of ⇒  evo-  devo to explain evo-
lution causally, not by  population- 
 statistical correlations but instead by 
mechanisms in development. These 
include ⇒ facilitated variation, 
developmental ⇒ biases, ⇒ develop-
mental plasticity, ⇒ niche construc-
tion, and inclusive inheritance.

    

Cell: Elementary unit of all living things. 
There are unicellular organisms 
( prokaryotes), which consist of a 
single cell, and multicellular organ-
isms ( eukaryotes), in which sev-
eral cells are connected to form a 
functional unit with division of 
labor. The human body consists of 
about 220 different cell and tissue 
types and about 100 trillion cells. 
Thereby, cells have relinquished 
their independence by division of 
labor ( specialization) and are pre-
dominantly not viable individually. 
The size of cells varies greatly ( 1 – 
 30 μm). Each cell represents a struc-
turally definable, independent, and 
 self-  sustaining system in the cell net-
work. It can absorb nutrients, convert 
them into energy, perform various 
functions, and, most importantly, 
reproduce itself. The cell contains all 
the information necessary for these 
functions or activities. All cells pos-
sess the general characteristics of life. 
The most important are reproduc-
tion by cell division (⇒ mitosis and 
⇒ meiosis) and metabolism.

Cell division: ⇒ Meiosis, ⇒ Mitosis
Cell membrane: Semi-  permeable biomem-

brane that surrounds the living ⇒ 
   

cell, encloses its internal milieu, 
and maintains it. Cells communicate 
with the extracellular environment 
via the cell membrane.

Cell signaling: ⇒ Signal transduction, ⇒ 
Morphogens

Cellular automaton: Term used to model the 
pattern formation of spatially dis-
crete dynamic systems, where the 
development of individual cells at 
time t + 1 depends primarily on the 
cell states in the given neighborhood 
and on their own state at time t. A 
cellular automaton does not have a 
central computational rule for a par-
ticular pattern. Information neces-
sary for pattern formation is available 
in cells and mathematically as posi-
tional parameters for individual cells 
in equations.

Central dogma: of molecular biology 
hypothesis published in 1958 by 
Francis Crick about the possible flow 
of information between ⇒ DNA, 
⇒ RNA, and ⇒ protein. “ Once 
( sequential) information has been 
passed into protein, it cannot get out 
again.” In 1970, Crick formulated an 
alternative central dogma: “ The cen-
tral dogma of molecular biology deals 
with the detailed residue-    by-  residue 
transfer of sequential information. It 
states that such information cannot 
be transferred from protein to either 
protein or nucleic acid.” However, 
representatives of ⇒ systems biol-
ogy emphasize various regulatory 
feedback mechanisms of proteins 
and ⇒ nucleic acids. These require 
a cell to be treated as a complex net-
work in which information transfer 
of a sequential nature is no longer 
emphasized. From this point of view, 
the central dogma only partially 
describes information flow, and its 
use to justify a reductionist research 
methodology (⇒reductionism) that 
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seeks to understand organisms in 
a  bottom-  up causal approach that 
starts with genes has been criticized.

Chance: Most often used in the context of 
chance ⇒ mutation. A mutation may 
also be non-  random. ⇒ the Modern 
Synthesis refers to chance primar-
ily in the sense that a mutation is 
random, not directed, with respect 
to its selection effect. Since in the 
⇒ Extended Evolutionary Synthesis 
the causal chain of chance mutation 
and natural selection is decisively 
broken, chance loses relative impor-
tance from this point of view. On the 
other hand, evolution actively uses 
stochasticity, which is illustrated in 
self-  organization models.

Chance mutation: ⇒ Chance
Chaperone: Protein that assists other proteins 

in folding correctly.
Chromatid: ⇒ Chromosome
Chromatin: Material of chromosomes, con-

sisting of DNA and proteins.

 

  

Chromosome: Structure that contains ⇒ 
genes and thus the hereditary infor-
mation. A chromosome consists of 
⇒ DNA wound around ⇒ proteins 
(⇒ chromatin) into structures called 
nucleosomes. Chromosomes are
found in the ⇒ nuclei of the cells of 
⇒ eukaryotes, which include all ani-
mals, plants, and fungi. A eukaryotic 
chromosome can only be visualized 
during division of the nucleus when 
it takes on a  rod-  like appearance in 
humans and many other species. 
Until the next round of ⇒ mitosis, it 
consists of two identical chromatids, 
which are joined at the centromere 
( sister chromatids).

 Cis-  element: ( from the Latin cis, “ this side”) 
A specific section on ⇒ DNA that 
plays a role in the regulation of a 
⇒ gene located on the same DNA 
molecule (⇒ chromosome) as the 
 cis-e  lement.

 

Coevolution: Parallel ⇒ phylogenetic evolu-
tion of two or more mutually depen-
dent traits or species, e.g., male and 
female sex characteristics.

Compartment: Region of the ⇒ embryo in 
which one or more selector genes are 
exclusively expressed, and one or a 
few signaling proteins are produced. 
This results in cell specialization 
within the relevant compartment. 
Embryos can be analyzed according 
to compartment maps.

Complexity: Property of a system whereby 
its overall behavior cannot be 
described by complete information 
about its individual components and 
their interactions. Homogeneous 
initial conditions can produce n on- 
 homogeneous ( complex) patterns or 
structures through the local activity 
of the elements. Complex systems 
do not allow exact predictions and 
cannot be completely mastered/ 
controlled. They are further char-
acterized by properties such as 
multicausality:multicausality, inher-
ent dynamics, self-  regulation, ⇒ 
robustness or instability, uncertainty, 
 non-l  inearity, feedback (⇒ reciproc-
ity), macrodetermination, etc. ⇒ In 
this sense, development and evolu-
tion are complex systems. They can 
be analyzed with methods of com-
plexity theory.

 

Complexity theory: Subfield of theoreti-
cal computer science. Complexity 
theory deals with the complexity 
of formally treatable problems with 
various mathematically defined algo-
rithms and models. These include 
chaos theory, ⇒ Turing systems, 
principles of ⇒ self-  organization in
⇒ cellular automata, genetic algo-
rithms, evolving systems, the evolu-
tion of ⇒ cooperation, and network 
systems.

Constraints: ⇒ Developmental constraints
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Convergence: The evolution of similar 
traits in unrelated species that were 
formed during evolution by adapta-
tion to a similar function and similar 
environmental conditions. It follows 
that forms observed in different 
organisms can be traced directly to 
their function in the organism and 
do not necessarily infer a close rela-
tionship. Features that evolve because 
of convergence are called convergent 
or analogous features, such as insect 
wings and the wings of birds, the 
trunks of elephants and tapirs, or fins 
of fish and whales (↔ homology).

Cooperation: Evolutionary mechanism or 
factor recognized as such in the sec-
ond half of the 20th century and 
described in the context of game the-
ory and sociobiology. Most recently, 
Martin Nowak has presented mecha-
nisms that explain why people do 
not only have their own advantage 
in mind but also help each other and 
are willing to make sacrifices and set 
aside their own needs for the greater 
good. Cooperation can outweigh the 
fitness of a single individual. The 
group can then be stronger in the 
struggle for survival than a single 
individual. Cooperation is found at 
all biological levels: in the genome, 
cells, microorganisms, state-  building
insects, and mammals.

Cooption: Use of existing ⇒ genes in a new 
context.

    

Copy error: An error occurring during the 
duplication of ⇒ DNA ( replication) in 
the course of cell division ( meiosis). 
It occurs, for example, when an 
incorrect, i.e., non-  complementary,
base is added to a separated DNA 
single strand (⇒ RNA) during the 
addition of the complementary bases 
(⇒ base pair). The result is a base 
sequence of the newly formed DNA 
double strand that is not identical 

    

to the original DNA double strand. 
After repair, the fidelity is about one 
error per billion base connections. 
This corresponds to about one typing 
error in about 500,000 typed pages. 
A copy error can be evolutionarily 
beneficial, neutral ( most common 
case), or detrimental. In the latter 
case, it can result in severe damage 
to daughter cells. ⇒ Cells have DNA 
repair mechanisms to correct copy 
errors.

Core processes, preserved: Cell processes 
that produce anatomical, physiologi-
cal, and behavioral features of the 
organism during ⇒ development. 
The various ⇒ phenotypic traits 
are generated by different combina-
tions of core processes. Some core 
processes are unchanged for many 
hundreds of millions of years. Core 
processes are not restricted to events 
in the ⇒ nucleus. They also include, 
among other things, the ⇒ cytoskel-
eton of the ⇒ cell, i.e., its internal 
structural arrangement, metabolic 
reactions in the cell, and ⇒ signal 
transduction mechanisms.

CRISPR/Cas: ⇒ Genome editing
Crossing-over: Mutual exchange of DNA 

segments between non-  sister chro-
matids during sexually induced cell 
division (⇒ meiosis).

Culture: Information that can influence the 
behavior of individuals acquired 
from other members of their spe-
cies through training, imitation, and 
other forms of social transmission.

Cultural inheritance: All forms of trans-
mission of knowledge within and 
across generations (⇒ including 
inheritance).

Cytoplasm: In ⇒ eukaryotes, the content 
filling the ⇒ cell ( excluding the ⇒ 
nucleus). It is enclosed by the ⇒ cell 
membrane. Within the cytoplasm, 
chemical metabolic processes of the 
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cell take place, which are controlled 
by ⇒ enzymes. In addition, there 
are c ell- s pecific tasks, such as the 
formation of additional cell compo-
nents during growth, degradation of 
harmful substances, buildup of sub-
stances to be stored or released, and 
transport of molecules through the 
cell and the membrane.

Decanalization: Term coined by C.H. 
Waddington for developmen-
tal change caused by a sufficiently 
strong ⇒ environmental stressor or 
⇒ mutation that results in ⇒ phe-
notypic change. An example is ⇒ 
polydactyly.

Deoxyribonucleic acid: ⇒ DNA
Determinism: Assumption that strict, n on- 

 probabilistic laws of nature govern all 
natural processes. A system is called 
deterministic if each state is uniquely 
determined by its law of evolution. In 
evolutionary theory, the relationship 
between genotype and phenotype 
was originally viewed deterministi-
cally. Development and evolution are 
nondeterministic.

Development, ontogenesis: Emergence of 
the individual living being from 
the fertilized ovum to the adult liv-
ing being. Development is the key 
focus of  evo-  devo. Understanding its 
processes and mechanisms provides 
a foundation for the recognition of 
evolutionary change. While develop-
ment used to be seen as genetically 
programmed, the current empha-
sis is on the constructive aspect, ⇒ 
biases, and ⇒ plasticity of develop-
ment. Today, agents and ⇒ agencies 
are recognized at the genetic and epi-
genetic levels in development.

Development reaction norm: Range of 
⇒ phenotypic variation that can 
develop from the same ⇒ genotype 
under different environmental fac-
tors. The development reaction norm 

is seen as the result of ⇒ natural 
selection.

Developmental bias: Mechanism of develop-
ment that makes some ⇒ phenotypes 
more feasible and thus more likely to 
occur than others, e.g., finger num-
bers in ⇒ polydactyly or eyespot 
size in butterflies. Some phenotypes 
may also be impossible from this 
point of view. Important concept in 
⇒  evo-d  evo and ⇒ niche construc-
tion theory and thus, the Extended 
Evolutionary Synthesis.

Developmental constraints: Denote certain 
boundaries in ⇒ development, set 
by physics, morphology, or phylo-
genesis. ⇒ Evo-  devo speaks of ⇒ 
bias and, more recently, of ⇒ agents 
rather than constraints and thus of 
active rather than passive factors. 
Developmental constraints play a 
prominent role in e vo- d evo and ⇒ 
the Extended Evolutionary Synthesis.

  

Developmental gene: A gene that may be 
expressed at several stages and serve 
various functions during embryonic 
development. The ⇒ Hox genes are 
key developmental genes, but there 
are numerous others, including, for 
example, the Hedgehog group as well as 
growth genes such as the Bmp group 
( for bone morphogenetic proteins), 
 Distal-l  ess (Dll)), or bcd (Bicoid). Many 
of them are ⇒ transcription factors 
in their ⇒ protein form, which in 
turn activate other genes in specific 
⇒ signal transduction pathways. 
Many developmental genes were 
discovered in the fruit fly (Drosophila) 
and are identical or very similar 
across numerous animal taxa. Thus, 
they play an essential role in under-
standing the evolution and related-
ness of species. Developmental genes 
play a prominent role in ⇒  evo-d  evo 
and ⇒ the Extended Evolutionary 
Synthesis.
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Developmental plasticity, phenotypic
plasticity: Ability of a ⇒ pheno-
type associated with only one ⇒ 
genotype to give rise to more than 
one continuously or discontinu-
ously variable form of morphology, 
physiology, and behavior during 
development ( and in different envi-
ronmental situations). The concept 
of phenotypic plasticity describes the 
degree to which an organism’s phe-
notype is predetermined by its gen-
otype. Pronounced developmental 
plasticity means that environmental 
influences have a strong impact on 
the individually evolving phenotype. 
With low plasticity, the phenotype 
can be reliably predicted from the 
genotype, regardless of particular 
environmental conditions during ⇒ 
development. Developmental plastic-
ity can relate to morphological traits, 
physiological adaptation, up-  or 
 down-  regulation of an enzyme level, 
or behavioral responses. It is a pil-
lar of ⇒ the Extended Evolutionary 
Synthesis.

 

  

Diploid: In genetics, the presence of two 
complete sets of chromosomes is 
a so - c alled double set of chromo-
somes in the cell nucleus (↔ hap-
loid). Multicellular animals usually 
develop with a diploid genome.

Discontinuous variation: In contrast to con-
tinuous variation, which is associated 
with a gradual evolutionary process, 
discontinuous variation manifests as 
an “  all-    or-  nothing” phenomenon in
development, e.g., a completely new 
finger or toe (⇒ polydactyly), super-
numerary ribs, a different number of 
spines on the back ( in sticklebacks), 
or hairy versus hairless leaves in 
plants.

Divergence: Divergence of characteristics 
from different species or even from 

    

different populations of the same 
species.

DNA, deoxyribonucleic acid: Double-
 stranded, helically coiled macromol-
ecule found in all living organisms 
and the carrier of genetic informa-
tion in the cell ⇒ nucleus. Among 
other things, DNA contains the ⇒ 
genes that code for ribonucleic acids 
(⇒ RNA). In a complex mechanism, 
⇒ amino acids are formed from 
RNA and from them ⇒ proteins, 
which are necessary for the biologi-
cal development of an organism and 
the metabolism in the ⇒ cell.

E. coli, Escherichia coli, coliform bacteria: 
are found in human and animal 
intestines.

Eco-evo-devo: Evolutionary developmental 
biology with special attention to envi-
ronmental influences that initiate evo-
lutionary variation and accompany it 
with downstream genetic accommo-
dation. Causal relationships between 
development, evolution, and the envi-
ronment are sought here.

Ecology: Branch of biology that studies the 
interactions of organisms with biotic 
and abiotic components of their 
environment. ⇒ Evo-  devo considers
environmental factors as causal con-
tributors to developmental and evo-
lutionary changes.

   

       

    

Ecological inheritance: Term from ⇒ niche 
construction theory. Inheritance of 
biological or non-  biological com-
ponents through physical trans-
formation of the environment by 
organisms. Organisms leave altered 
selective environments to their off-
spring as a result.

Ectopic gene expression: Expression of a 
gene and emergence of tissue during 
development at a site in the organism 
where it does not normally occur.

EES: ⇒ Extended Evolutionary Synthesis
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Embryo: Individual living being in the early 
stages of its development. In animals, 
the organism in the initial stage of 
development from a fertilized egg 
(⇒ zygote) is called an embryo while 
it is still in the mother or in an egg 
case or eggshell. Once the internal 
organs have formed, the embryo is 
called a fetus.

Emergence: Spontaneous formation of prop-
erties or structures at the macro level 
of a system based on the interaction 
of its elements at the microlevel. 
Thereby, the emergent properties of 
the system cannot be traced back to 
those of the micro level elements, 
which they exhibit in isolation.
Emergence properties are known to 
many sciences, including physics, 
e.g., temperature and material hard-
ness cannot be explained by proper-
ties of single atoms or molecules. For 
example, a single water molecule is 
not moist, nor is human conscious-
ness present at the level of individual 
neurons. Emergence contradicts ⇒ 
reductionism. Emergence is a char-
acteristic property of complex sys-
tems and is computable with models. 
Developmental processes are emer-
gence processes that cannot be pre-
dicted from the properties of genes 
or cells.

 

Endosymbiosis, horizontal gene transfer: 
Form of symbiosis or fusion in which 
the symbiont lives inside its host 
organism and a single, new organ-
ism is formed. The theory states, 
in simplified terms, that during the 
evolution of early life forms, the cell 
of one unicellular organism was 
“ swallowed” by the cell of another 
unicellular organism, thereby
becoming a component of the cell 
of a higher organism thus formed. 
Endosymbiosis is a possibility for 

 

the emergence of more complex life 
forms in evolution; the theory was 
proposed by Lynn Margulis. The 
endosymbiont theory is an addi-
tion to the theory of evolution in 
that the origin of new cell organ-
elles, organs, or species is attributed 
to the symbiotic relationship and 
association between individual spe-
cies. Accordingly, it follows from 
endosymbiosis that ⇒ phylogenetic 
trees can not only branch but also 
reconnect.

Environmental stressor, environmental 
stimulator: Internal or external 
stimulus that requires a response. 
Development responds to genetic 
and environmental stressors that can 
initiate evolutionary changes.

Enzyme: ⇒ Protein that catalyzes a biochem-
ical reaction. Enzymes have impor-
tant functions in metabolism. They 
control the majority of biochemical 
reactions from digestion to replica-
tion ( using DNA polymerase) and 
⇒ transcription ( using RNA poly-
merase) of genetic information. 
Enzymes are not consumed in their 
own reactions.

Epigenesis: Processes of progressive mor-
phological form development of 
the embryo. Epigenesis is a topic of 
 evo-d  evo

Epigenetics: Deals with cellular properties 
that are inherited by daughter cells 
and are not fixed in the ⇒ DNA 
sequence (⇒ genotype). This is also 
referred to as epigenetic modification 
or imprinting. The DNA sequence is 
not changed in this process. In the 
context of evolutionary theory, a 
distinction must be made between 
( 1). Epigenetics, which deals with 
directly heritable,  non-ge  netic mate-
rial (⇒ methylation, etc.) and ( 2). 
Epigenetics as ⇒ epigenesis, the 
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totality of genetic-  epigenetic devel-
opmental processes leading to the 
phenotype.

Epigenetic inheritance: All causal,  non- 
 genetic mechanisms by which off-
spring share characteristics with 
their parents. Genetic and epigenetic 
inheritance together are called ⇒ 
inclusive inheritance.

Epigenetic markers: Chemical appendages 
distributed along the DNA double 
helix strand or on the “ packaging 
material” of ⇒ DNA. Among other 
things, they act as switches that can 
turn ⇒ genes on and off.

Eukaryote: Living organism with a ⇒ cell 
nucleus and ⇒ cell membrane. In 
addition, a eukaryote has multiple ⇒ 
chromosomes, which distinguish it 
from ⇒ prokaryotes.

    

 Evo-devo, evolutionary developmen-
tal biology: Research discipline. 
Addresses ( a) the emergence and 
evolution of embryonic develop-
ment; ( b) changes in development 
and developmental processes to
produce phenotypic variation and 
innovative traits, e.g., evolution of 
feathers; ( c) the role of developmen-
tal plasticity in evolution; ( d) how 
ecology influences development and 
evolutionary change; ( e) the basis 
of the evolution of ⇒ homology. 
The goal of  evo-  devo is to explain 
variation by analyzing not only gene 
mutations but also changes during 
development. Developmental pro-
cesses can be influenced by the out-
side world. E vo-  devo, in contrast to 
⇒ the Modern Synthesis, recognizes 
intrinsic mechanisms of develop-
ment and views these as independent 
evolutionary processes. Further, e vo- 
 devo allows for spontaneous, non-
linear, directional, self-  organizing
change and ⇒ facilitated variation 

    

 

    

and can explain macroevolutionary 
change within shorter time periods.

Evolution, biological: All the changes by 
which life on Earth has progressed 
from its earliest beginnings to its 
present diversity. Change in the 
heritable characteristics of a popu-
lation of living things from genera-
tion to generation by mechanisms 
such as ⇒ mutation and ⇒ natural 
selection, resulting in ⇒ adaptation 
but also by other processes such as 
shape-  shaping intrinsic mechanisms
that occur in the organism during ⇒ 
development and can be influenced 
by the environment (  evo-  devo). 
Evolution is recognized as a demon-
strable fact.

Evolutionary developmental biology: ⇒  Evo- 
d  evo

Evolvability: Ability of a system to evolve 
adaptively. Evolvability is the abil-
ity of a population of organisms to 
not only generate genetic diversity 
but also generate ⇒ adaptive genetic 
diversity and evolve by means of it 
through ⇒ natural selection.

Exaptation: Function of a trait that originally 
functioned differently. An example is 
the bird feather, which supports the 
ability to fly but, in evolutionary his-
tory, first served to insulate against 
heat.

    

Exon: ( from expressed region) Part of a ⇒ 
eukaryotic ⇒ gene that is retained 
after ⇒ splicing and can be ⇒ trans-
lated into a ⇒ protein in the course 
of protein biosynthesis. By contrast, 
introns are excised and degraded 
during splicing. The totality of the 
exons of a gene thus contains the 
genetic information that is synthe-
sized in ⇒ proteins.

Exploratory processes: Adaptive behavior 
of cells during certain cellular and 
developmental ⇒ core processes 
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by which a large, if not unlimited, 
number of specific initial states can 
be generated ( examples: neural path-
ways, blood capillary system).

Extended Evolutionary Synthesis ( EES): A 
term for the Extended Synthesis of 
the standard evolutionary theory, 
mainly based on ⇒  evo-d  evo, ⇒ 
developmental plasticity, ⇒ inclusive 
inheritance, and ⇒ niche construc-
tion theory. It is the subject of this 
book.

Falsification: A scientific-  theoretical method 
of Karl Popper. Principle of refuta-
tion for theoretical discovery. The 
proof of the invalidity of a statement, 
method, thesis, hypothesis, or the-
ory. Falsification consists of proving 
intrinsic contradictions or inconsis-
tencies with statements assumed to 
be true or of revealing an error. One 
methodically replaces the contradic-
tory statements with a corrected the-
sis. Either initial assumptions or the 
thesis itself may be modified.

Facilitated variation: Theory named by 
Kirschner/ Gerhart that explains how 
complex phenotypic change can arise 
from a small number of chance vari-
ations in the genotype. Preserved ⇒ 
core processes in cells facilitate varia-
tion because they reduce the amount 
of genetic change required to gener-
ate phenotypic novelty, principally 
through their reuse in new combi-
nations and in other areas of their 
adaptive performance spectrum.

Fitness, evolutionary or reproductive: 
Fitness in the narrow sense refers 
to the number of reproductive off-
spring produced during the lifetime 
of the individual. Individual fitness 
depends on many interacting genetic, 
developmental, and environmental 
factors. Fitness is also expressed in 
relation to populations and defined 
mathematically.

  

Game theory: Mathematical theory in which 
decision-  making situations with sev-
eral interacting participants are mod-
eled. Among other things, it attempts 
to derive rational decision-  making
behavior in real social conflict situ-
ations from the results. Evolutionary 
game theory examines the temporal 
and/ or spatial evolution of different 
⇒ phenotypes in a ⇒ population. 
The phenotypes interact with each 
other in a constant state of change 
and pursue different strategies, 
e.g., in foraging or territorial fights. 
The strategies employed determine 
whether the fitness of individual 
phenotypes improves or deteriorates 
over time. The change in fitness of 
the individual phenotypes in turn 
influences their distribution within 
the population, i.e., their frequency.

    

     

Gene: An often interrupted section on ⇒ 
DNA that contains basic heritable 
information specifying a sequence of 
amino acids that are linked together 
into a polypeptide, which is then 
processed and folded into a protein. 
The concept of a gene has become 
problematic for a variety of reasons, 
including the heritability of epigen-
etic processes. A single gene is usu-
ally not a sufficient cause for the 
occurrence of a phenotypic trait. 
Genes are passive and do not func-
tion in isolation. To fulfill their com-
plete role, they require the cell and 
enzymes. The ⇒ genome, the total-
ity of the genes of an organism, is 
not the complete code or program 
of life. Attempts to redefine the gene 
are incomplete, incorrect, and thus 
unacceptable if they describe the 
gene as a unit of inheritance or as a 
coding functional unit.

Gene centrism: Tendency in evolutionary 
theory, among others, to see the 
⇒ genome as the ultimate cause in 
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explanations of the production of 
the ⇒ phenotype. Epigenetic pro-
cesses and exogenous influences on 
the phenotype are considered irrel-
evant for inheritance. Gene centrism 
is a basic concept of ⇒ the Modern 
Synthesis.

 Gene-  culture coevolution: Term used in 
niche construction theory in refer-
ence to humans and other organisms. 
It addresses the causal reciprocal 
effect of genetic change on humans 
and adaptive feedback through cul-
tural ⇒ niche construction activity 
on the population ⇒ gene pool. The 
 best-  known example is dairy farming 
based on ⇒ lactose tolerance.

Gene expression, protein synthesis: 
Biosynthesis of ⇒ RNA and ⇒ pro-
teins from genetic information. 
Gene expression is the entire process 
of converting the information con-
tained in the ⇒ gene into the corre-
sponding gene product (⇒ protein). 
This process occurs in several steps. 
Regulatory factors can act at each of 
these steps to control the process.

Gene flow: Exchange of ⇒ genes between 
two ⇒ populations, e.g., between a 
population from the mainland and 
that on an island.

Gene frequency: Term used in ⇒ popula-
tion genetics, the relative frequency 
of copies of an ⇒ allele in a popu-
lation. The gene frequency describes 
the level of genetic diversity in a 
population.

Gene knockout: Complete silencing of a 
⇒ gene in the ⇒ genome of an 
organism.

Gene pool: Term used in population genet-
ics. Refers to the totality of all gene 
variations (⇒ alleles) in a ⇒ popula-
tion at a given time.

Gene products: Results of the expression 
of a gene. These include ⇒ RNA 
molecules, ⇒ transcription factors, 

signaling molecules, ⇒ morphogens 
and, in general, all ⇒ proteins.

Gene regulation: Control of the activity of ⇒ 
genes, more specifically the control 
of ⇒ gene expression. Gene regu-
lation determines when, in which 
concentration and for how long the 
⇒ protein encoded by a gene should 
be present in the cell.

Gene switches: ⇒ Enzymes ( transcription 
factors) that control gene activity. 
Since these enzymes can be active or 
inactive and are usually activated by 
other enzymes in turn, they are also 
referred to as digital switches. All 
genes require enzymes to become 
active, i.e. to code for ⇒ proteins. 
Those gene switches or switch 
combinations that are used during 
⇒ development and the resulting 
changes are relevant to evolution.

Genetic accommodation: Genetic fixation 
of a phenotypic trait that is typically 
formed in response to an environ-
mental stressor. Unlike in ⇒ genetic 
assimilation, the environmental fac-
tor is required to be permanently 
present for the trait to be fixed.

Genetic assimilation: Genetic fixation of 
a phenotypic trait that is typically 
formed in response to an environ-
mental stressor. Unlike in ⇒ genetic 
accommodation, the environmen-
tal factor is not required to be per-
manently present for the trait to be 
fixed. In some circumstances, pre-
requisites for genetic assimilation 
are already present through cryptic 
( hidden) mutations and only come 
to light through epigenetic changes.

Genetic Bauplan: The evolutionary genetic/ 
epigenetic sequence for carrying 
out all ⇒ gene expression as well 
as epigenetic processes (⇒ cell, 
⇒ cell communication, ⇒ self-
organization) during ⇒ develop-
ment. Obsolete term. There is no 
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genetically or epigenetically deter-
mined Bauplan for the ⇒ pheno-
type. Development only shapes the 
embryo in stages with the mutual 
interaction of the ⇒ genome, ⇒ 
cells, tissues, and the environment. 
The term has persisted, for lack of a 
better one, until today.

Genetic code: Rule according to which groups 
of three consecutive ⇒ nucleobases 
located in ⇒ nucleic acids, called 
triplets or codons, are translated into 
amino acids by ⇒ RNA ( translation). 
The genetic code is identical for 
almost all living organisms on Earth 
with at most minor variations. It is 
fundamental evidence for the exis-
tence of evolution and the descent 
of all life forms from a primordial 
ancestor.

Genetic drift: A random change in ⇒ gene 
frequency within the ⇒ gene pool of 
a ⇒ population. Causes may include 
floods or earthquakes, the formation 
of mountains or valleys, and other 
natural events.

Genetic engineering: Methods and pro-
cesses that build on the knowledge 
of molecular biology and ⇒ genet-
ics and enable interventions target-
ing the genetic material (⇒ genome) 
and thus in the biochemical control 
processes of living organisms (⇒ 
genome editing).

Genetic toolkit: Set of genetic and epigenetic 
developmental tools. ⇒ Homeobox 
⇒ Hox gene ⇒ Transcription 
factor.

 

Genetics: A branch of biology. Genetics deals 
with the structure and function of 
hereditary units (⇒ genes) and their 
transmission to the next generation 
(inheritance).

Genome: Hereditary material of a living 
being. Classically, the totality of heri-
table information of a ⇒ cell, present 
as ⇒ DNA, which contains all genes. 

 

⇒ Evo-  devo also considers ⇒ epi-
genetic inheritance.

Genome editing: Molecular biology method 
for targeted modification of ⇒ 
DNA, including the genetic mate-
rial of plants, animals, and humans. 
Genome editing can be used to delib-
erately destroy a ⇒ gene (⇒ gene 
knockout), insert a gene at a specific 
location in the ⇒ genome ( gene 
knockin), or correct a point mutation 
in a gene. In genome editing, dis-
placed genes may originate from the 
same organism or from another one. 
Genes can be manipulated in the soma 
or germline. Germline manipula-
tion in humans is controversial. The 
best-  known method is CRISPR/Cas 
( Clustered Regularly Interspaced 
Short Palindromic Repeats), a 
method developed by Emmanuelle 
Charpentier and Jennifer Doudna in 
2012. CRISPER/ Cas is seen as the dis-
covery of the century, roughly com-
parable to that of  X-  rays.

Genome sequencing: Determination of the 
⇒ DNA sequence, i.e., the ⇒ nucleo-
tide sequence of an organism’s entire 
complement of genes. The genome 
sequencing of numerous living 
organisms after the turn of the mil-
lennium revolutionized the biologi-
cal sciences and established the era of 
genome research.

Genotype: The combination of alleles pres-
ent at a specific gene locus. The term 
genotype was coined by the Danish 
geneticist Wilhelm Johannsen in 
1909.

     

  

 Genotype-phenotype relationship: 
Relationship between ⇒ genes and 
their products. Contrary to earlier 
views, there is no deterministic rela-
tionship between the genome and 
the ⇒ phenotype, and certainly 
no 1:1 relationship. Thus, it is usu-
ally not individual genes that are 
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responsible for one morphological or 
behavioral trait at a time, but com-
binations of many genes with exten-
sive gene regulation. If epigenetic 
levels and feedback mechanisms are 
also taken into account, the relation-
ship becomes even more complex.

Germ cells, gametes: Specialized ⇒ cells of 
which two unite to form a ⇒ zygote 
during sexual reproduction. Germ 
cells are carriers of parental heredi-
tary information (↔ somatic cells). 
Hereditary information is passed on 
to the next generation via the germ 
line.

Germline: ⇒ Germ cells
Gradualism: Notion of evolution of living 

things by the accumulation of minor 
modifications over a period of many 
generations. Evolutionary change 
occurs in small steps. Evolution in 
large steps cannot exist according 
to this view. Gradualism is one of 
the basic concepts of ⇒ the Modern 
Synthesis.

Group selection: Evolutionary theoretical 
concept that originated with Darwin 
and was elaborated by the British 
zoologist V.C. Wynne-  Edwards in
1962. The concept of group selec-
tion assumes that groups, rather than 
individuals, are the units upon which 
selection acts. Early on in the his-
tory of evolutionary theory, doubts 
existed that group selection was a cru-
cial mechanism of evolution. More 
recently, however, some evolutionary 
biologists have advocated a rediscov-
ery of group selection as ⇒ multilevel 
selection. The leading proponent of 
this viewpoint is the U.S. evolution-
ary theorist D.S. Wilson.

Haploid: Occurrence of the ⇒ genome in 
the cell ⇒ nucleus in a s ingle-  copy 
form. Each ⇒ gene is thus present 
as only one variant ( contrast with ⇒ 
diploid).

  

 Hardy-  Weinberg equilibrium: Concept in 
⇒ population genetics. To calcu-
late this mathematical model, one 
assumes an idealized population in 
which neither the frequencies of the 
alleles nor the frequencies of the ⇒ 
genotypes change since these are in 
equilibrium according to the model. 
This means that in an ideal popula-
tion no evolution takes place, since 
no evolutionary factors (⇒ natu-
ral selection, ⇒ selection pressure) 
intervene to alter the ⇒ gene pool.

Heterochrony: Change in the time course 
of individual ⇒ development that 
causes the beginning or end of a 
developmental process of a trait to 
shift or changes the rate of such a 
process.

Histones: Proteins found in the ⇒ nucleus 
of ⇒ eukaryotes. Histones are the 
main components of ⇒ chroma-
tin for packaging or unwinding ⇒ 
DNA. Histones are packed together 
to form nucleosomes, which are 
chained together with DNA in a ⇒ 
chromosome.

Homeobox: A relatively short ⇒ DNA seg-
ment in ⇒ Hox genes, about 180 ⇒ 
base pairs, that is largely the same in 
different groups of animals. A char-
acteristic sequence that codes for the 
⇒ homeodomain.

Homeodomain: ⇒ Region of a protein that 
can bind to the ⇒ DNA of another ⇒ 
gene. Genes that contain a homeodo-
main arranged in clusters are called 
⇒ Hox genes in vertebrates such as 
humans. They form the Hox gene 
family.

Homeotic genes: Group of ⇒ genes that 
underlie the formation of structures 
during ⇒ development.

Homology: In biology, structural similarities 
that result from a common ances-
try, for example, the wing of a bird 
and the front extremity of a lizard, 
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amphibian, or mammal. ⇒ Gene 
sequences can also be homologous. 
Homology thus corresponds to the 
basic similarities of organs, organ 
systems, body structures, physi-
ological processes, or behaviors due 
to a common evolutionary origin 
among different systematic ⇒ taxa. 
Homologous phenotypic traits do not 
necessarily have homologous devel-
opmental constructs. Homology may 
simultaneously exist for the evolu-
tion of a trait at one organizational 
level and not at another (↔ conver-
gence). Similarly, a phenotypic ⇒ 
innovation may also have homolo-
gous gene sequences.

Horizontal gene transfer: ⇒ Endosymbiosis
Hox genes: Special form of ⇒ homeo-

tic genes. Regulatory genes whose 
gene products control the activity 
of other functionally related genes 
during ⇒ development. A character-
istic feature of a Hox gene is the ⇒ 
homeobox. The tasks of Hox genes 
are so important for structure forma-
tion during individual development 
that mutations in these genes usu-
ally lead to severe malformations or 
death. This suggests that Hox genes 
have been highly conserved during 
the evolution of many animal groups 
because they are essential as regu-
latory genes. Hox genes are impor-
tant evidence that arthropods and 
vertebrates evolved from a common 
ancestral group.

Inclusive inheritance: Summary of genetic 
and epigenetic forms of inheritance 
in the context of the ⇒ Extended 
Evolutionary Synthesis, including
cultural inheritance. Inclusive inheri-
tance allows inheritance to proceed 
from ⇒ germ cells to ⇒ germ cells, 
from somatic cells to germ cells, and 
from somatic cells to other somatic 
cells also with the involvement of the 

 

environment. At the same time, this 
allows for the possibility of inheri-
tance of acquired characteristics (⇒ 
Lamarckism).

Inheritance: Direct transmission of charac-
teristics from living beings to their 
offspring, either genetically ( Mendel) 
or epigenetically ( Kirschner/ Gerhart, 
Jablonka/ Lamb et  al.). In addition, 
the inheritance of symbols such as 
writing and language exists. Genetic 
and non-  genetic inheritance together 
are summarized as ⇒ inclusive 
inheritance.

Innovation: Evolutionarily new design ele-
ment that has no homologous coun-
terpart in the predecessor species or 
in the same organism. For example, 
the bird feather, the turtle shell, or 
the luminescent organ of the firefly 
are innovations. Even an extra fin-
ger or toe counts as one according 
to this definition, since in its place 
the regular limb has no homology. 
However, homologous substructures 
or gene regulatory mechanisms are 
repeatedly discovered in the devel-
opment process of innovative traits, 
which, according to some research-
ers, requires a rethinking of the 
definition.

 

Intron: ( from intervening regions)  Non- 
 coding section of ⇒ DNA within a 
⇒ gene that is excised (⇒ spliced) 
and not translated into proteins. The 
division of a ⇒ gene into introns and 
exons is one of the main characteris-
tics of ⇒ eukaryotic ⇒ cells.

Jumping gene: ⇒ Transposon
Lactase: ⇒ Enzyme that breaks down lac-

tose ( milk sugar) into its compo-
nents galactose ( mucilage sugar) and 
glucose ( grape sugar). Without this 
chemical reaction, lactose cannot be 
digested and utilized. In humans, the 
enzyme is normally only produced 
in the small intestine during infancy, 
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but in people of European descent, 
due to a mutation, it is still produced 
by most adults (⇒ lactose tolerance).

Lactose tolerance, lactase persistence: Milk 
sugar tolerance. In lactose tolerance, 
milk sugar ( lactose) ingested with 
food is digested as a result of sustained 
production of the digestive enzyme 
⇒ lactase, even in adults. Lactose 
tolerance has become the norm for 
the majority of the world’s popula-
tion. Populations of the Northern 
Hemisphere have high lactose toler-
ance due to ⇒ mutations and cultur-
ally promoted livestock production. 
The prevalence of lactose tolerance is 
over 70% in the global adult popula-
tion, 90% in Europe, and 10%–  20% 
in East and Southeast Asia.

Lamarckism: Inheritance of acquired traits. 
Theory that originated with the 
French biologist Jean Baptiste de 
Lamarck (  1744–  1829), who posited 
that learned/ acquired characteristics 
of an individual are heritable. The 
theory is often illustrated with the 
example of the long neck of a giraffe. 
This is due to the continuous stretch-
ing of the neck. Lamarckism lives on 
today in the modified form of inclu-
sive inheritance.

Level of selection: Biological unit within a 
hierarchy of biological organizations 
( e.g., ⇒ genes, ⇒ cells, individuals, 
groups) that is the object of natural 
selection. To date, there is a l ong- 
 running debate about what the levels 
of ⇒ natural selection are and the 
relative importance of each level (⇒ 
multilevel selection).

Lysenkoism: Pseudoscientific theory of the 
1930s, named after Trofim Lysenko, 
a Soviet agronomist and advisor to 
Stalin. Among other things, it tied 
in with ⇒ Lamarckism. The central 
postulate of lysenkoism was that the 
characteristics of crops and other 

organisms were determined not by 
genes but by environmental condi-
tions exclusively.

Macroevolution:  Large-s  cale evolutionary 
transitions that occur across species 
boundaries and lead to the emergence 
of new ⇒ taxa (↔microevolution).

Master control gene, master gene: Control 
⇒ gene that contains a ⇒ homeo-
box and coordinately manages the 
expression of other functionally 
related genes during development.

Meiosis: Special form of cell ⇒ nuclear 
division in sexual reproduction, in 
which, in contrast to the usual nuclear 
division ( mitosis), the number of ⇒ 
chromosomes is halved, and geneti-
cally different cell nuclei are formed. 
Meiosis is usually accompanied by 
sexual ⇒ recombination, i.e., a new 
assembly of parental chromosomes.

Methylation, enzymatic, DNA methyla-
tion: Chemical modification of basic 
building blocks of the genetic mate-
rial of a ⇒ cell, not of the ⇒ DNA 
itself. It is not a genetic mutation. 
Methylation occurs in a wide vari-
ety of ( possibly all) living organisms 
and has various biological functions. 
Australian Emma Whitelaw was the 
first to show how methylation pat-
terns can be inherited epigenetically.

Microbiome: In the broadest sense, the total-
ity of all microorganisms that colo-
nize the Earth. In a narrower sense, 
the totality of all microorganisms 
colonizing a human or other living 
being. As a rough estimate, it can 
be assumed that the human body is 
colonized by about 10,000 species of 
bacteria.

Microevolution: Changes in living organ-
isms that occur both within a bio-
logical species ( and thus also within 
subspecies) and within a relatively 
short period of time. These are 
mostly minor changes due to ⇒ 
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mutations, genetic ⇒ recombina-
tion and selection processes, which, 
as individual steps, lead only to an 
inconspicuous change in the mor-
phology or physiology of organisms 
(↔ macroevolution).

MicroRNA: ( Greek mikros, “ small”), abbre-
viated miRNA or miR. Short, highly 
conserved, non-  coding ⇒ RNA seg-
ments that play an important role in 
the complex network of ⇒ gene reg-
ulation. MicroRNAs regulate ⇒ gene 
expression in a highly specific man-
ner at the post-  ⇒ transcriptional 
level, i.e., after mRNA ( messenger 
RNA synthesis. This is the  single- 
 stranded messenger RNA that serves 
as the template from which ⇒ 
proteins can be created during ⇒ 
translation.

Mitosis: Process of division of a ⇒ eukaryotic 
⇒ cell. The DNA and all other com-
ponents of the parent cell are divided 
among the daughter cells during 
mitosis. This usually results in two, 
sometimes more daughter cells. In 
mitosis, the number of ⇒ chromo-
somes is maintained by their repli-
cation and equal division among the 
daughter cells (↔ meiosis).

   

  

Modern Synthesis, synthetic evolutionary 
theory, synthesis, Neo-Darwinism: 
The unification of the evolutionary 
views of various biological disci-
plines formulated in the 1930s and 
1940s, based on Darwin’s theory, 
Mendelian genetics, ⇒ genetics, 
zoology, paleontology, botany, and 
as the main formal apparatus of the 
newly added ⇒ population genet-
ics. The Modern Synthesis assumes 
the smallest variations in ⇒ inheri-
tance ( gradualism) determined by 
genetic ⇒ mutations and, according 
to Darwin and Wallace, sees ⇒ natu-
ral selection as the main mechanism 

     

of evolution. The best adapted of spe-
cies have statistically higher survival 
and a higher number of reproductive 
offspring, i.e., their ability to pass 
on their own genes to the next gen-
eration is superior to those of their 
competitors (⇒ Survival of the Fittest).

Morphogen: Signaling molecule that can 
diffuse with an altered concentra-
tion during development as part of 
⇒ signal transduction and control 
morphogenesis or pattern forma-
tion in multicellular organisms. As 
a ⇒ transcription factor, a mor-
phogen can activate various genes. 
As growth factors, they lead to the 
rapid growth and proliferation of 
tissue ( cell proliferation). In the 
fruit fly Drosophila melanogaster, for 
example, the morphogenic tran-
scription factors Bicoid and Hunchback 
and the morphogenic growth fac-
tors Hedgehog and Wingless are known.

Morphogenesis: ⇒ Epigenesis
Morphology: Branch of biology: the study of 

the structure and form of organisms. 
Morphology initially referred only 
to macroscopically visible features 
such as organs or tissues. With the 
improvement of optical instruments 
and various staining methods, mor-
phological studies can be extended 
to the cellular and subcellular levels.

Multilevel selection: Concept proposed by 
D.S. Wilson and E. Sober ( 1998) 
that originates from the previously 
known idea of ⇒ group selection. 
It examines whether groups can 
exhibit functional organization in a 
comparable way to individuals and 
therefore be vehicles for selection. 
Thus, groups that cooperate better 
may, through increased reproductive 
success, displace others that do not 
cooperate as well (⇒ cooperation). 
The lowest level of selection is genes, 
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and the next highest is cells; these 
are followed by the organism, and 
the top level is groups of individuals. 
The different levels function cohe-
sively to improve fitness. Selection at 
the group level, that is, competition 
between groups, must outperform 
the individual level, that is, competi-
tion between individuals in a group, 
for a group-  specific advantageous 
trait to propagate. Multilevel selec-
tion does away with the altruism of 
earlier theories.

 

Mutation: Novel, permanent change in the 
genetic material. It initially affects 
the ⇒ genetic material of only one 
⇒ cell but is passed on from that cell 
to all daughter cells and their descen-
dants. Mutations occur during meio-
sis and mitosis. Those which occur 
during meiosis have evolutionarily 
relevance. A distinction is made 
between gene mutations (⇒ copying 
errors), ⇒ chromosome mutations, 
and genome mutations. Not only is a 
mutation random with regard to the 
place of origin and extent (⇒ natural 
genetic engineering); the vast major-
ity of mutations cannot be corrected 
by the genome itself. Rather, they 
are corrected by enzymes as part of 
a complex DNA repair mechanism. 
⇒  Evo-  devo focuses not only on 
genetic mutation but also on epigen-
etic changes in the ⇒ developmen-
tal process. The term mutation was 
coined by botanist Hugo de Vries in 
1901.

Mutation rate: In higher organisms, the 
mutation rate is the relative propor-
tion of genes that are replaced by 
mutation within a generation. The 
mutation rate depends on the ⇒ gen-
otype of the organisms and on other 
internal and external factors.

Nanobots, nanorobots: Autonomous, rep-
licable future machines ( robots) or 

miniature molecular machines as 
a development direction of nano-
technology. Nanobots are expected 
to shrink to the size of blood cells 
or below and be capable of autono-
mous locomotion. It is predicted that 
such machines will play a major role 
in medicine in the future. They are 
expected to be able to eliminate dis-
ease foci ( such as cancer cells and 
tumors) automatically in the human 
body.

Natural genetic engineering: All  non- 
 random mechanisms of modification 
of the ⇒ genome. Term introduced 
by J.A. Shapiro.

Natural selection: Central concept and 
mechanism in Darwin’s theory and 
⇒ the Modern Synthesis, accord-
ing to which ⇒ variations in ⇒ 
inheritance are preferred or not 
with regard to their contribution to 
individual fitness. Natural selection 
produces ⇒ adaptation in the popu-
lation. Sexual selection is a subform 
of natural selection. In this process, 
an individual chooses ( or rejects) 
a sexual partner based on certain 
appearance or behavioral traits. The 
relative importance of natural selec-
tion is subject to change in the ⇒ 
Extended Evolutionary Synthesis. 
Generative, intrinsic mechanisms of 
evolution diminish its permanent 
influence (⇒ agent).

 Neo-Darwinism: Originally a designation of 
August Weismann’s ideas in the early 
20th century, in which Darwin’s 
theory was revisited. Today, the term 
is used for ⇒ the Modern Synthesis, 
which emerged in the 1930s and 
1940s.

Neural crest: During embryogenesis, pre-
cursor of the neural tube. The sub-
sequent peripheral nervous system, 
skin, parts of the skull bones, teeth, 
and adrenal glands are formed from 
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the neural crest. The neural crest 
occurs mainly in vertebrates.

Niche construction: Concept adopted and 
expanded by  Odling- S mee in 1988. 
Describes the ability of organisms 
to construct, modify, and select 
for components of their environ-
ment, such as nests, burrows, dens, 
and nutrients. Niche construction 
is increasingly seen in evolutionary 
theory as an independent ⇒ adap-
tive mechanism alongside ⇒ natural 
selection. It helps determine the ⇒ 
selection pressures to which species 
are subjected and is therefore seen 
as an evolutionary factor in its own 
right. Niche construction theory 
sees a complementary, ⇒ reciprocal, 
⇒ biased relationship between the 
organism and the environment.

Nucleic acid: Macromolecule composed of 
individual building blocks (⇒ nucle-
otides or ⇒ base pairs) and support-
ing material. The  best-  known nucleic 
acid is ⇒ DNA, the storehouse of 
genetic information. In addition to 
this task, nucleic acids can also serve 
as signal transducers or catalyze bio-
chemical reactions.

Nucleobase: ⇒ Base pair
Nucleotide: Building block of ⇒ DNA or ⇒ 

RNA. A nucleotide can contain one 
of four nitrogenous bases. It also 
contains a sugar ( ribose or deoxyri-
bose) and a phosphate group.

Nucleus: Located in the cytoplasm, usu-
ally round-  shaped organelle of ⇒ 
eukaryotic ⇒ cells, which contains 
the genetic material.

 

-omics: Suffix identifying subfields of mod-
ern biology that deal with the analy-
sis of aggregates of similar individual 
elements, e.g., ⇒ genomics, pro-
teomics, metabolomics, etc.

Ontogenesis: ⇒ Development
Organizer region: A region in the early ⇒ 

embryo responsible for differentiating 

  

⇒ cells and “ assigning” them new 
tasks. If cells of the organizer region 
are transplanted from germ cells of 
the early ⇒ embryo to another site 
of a second embryo, the latter will 
develop, for example, a second body 
axis, induced by the organizer cells. 
The duplication of fingers and toes in 
vertebrates has also been produced 
in the laboratory by transplanting 
organizer cells from the limb bud.

Parallel evolution: A trait has evolved by 
parallel evolution if not common 
ancestry but rather developmental ⇒ 
homology is the proximate cause of 
a phenotypic similarity. Understood 
in this way, parallel evolution allows 
apparent convergence to be rejected 
because homologous evolutionary 
paths are considered. An example is 
the bulbous head shape of African 
cichlids.

Phenotype: The sum of all characteristics 
of an individual. It refers to not 
only morphological but also physi-
ological and psychological charac-
teristics. The phenotype is not clearly 
determined by the ⇒ genotype. 
Developmental biology is concerned 
with its emergence. ⇒  Evo-d  evo 
deals with changes in the phenotype 
during development.

Phenotypic plasticity: ⇒ Developmental 
plasticity

Phenotypic variation: Differences in traits 
between members of the same spe-
cies or related species. Phenotypic 
variation includes all features of 
anatomy, physiology, biochemistry, 
and behavior. In opposition to ⇒ the 
Modern Synthesis, it is determined 
not solely by genetic ⇒ mutation but 
by the complex interplay of multiple 
genetic and epigenetic mechanisms.

Phylogenesis, phylogeny: The phylogenetic 
development of the totality of all 
living organisms as well as certain 
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kinship groups at all levels of bio-
logical systematics. The term is also 
used to characterize the evolution 
of individual traits in the course of 
developmental history. In contrast to 
phylogenetics is ontogenesis, the ⇒ 
development of a single individual of 
a species.

Plasticity: ⇒ Developmental plasticity
Pluripotent stem cells: ⇒ Stem cells
Point mutation: ( single nucleotide poly-

morphism) ⇒ Gene mutation in 
which only a single ⇒ nucleotide 
base is affected. A ⇒ base pair is 
changed ( base pair substitution). A 
point mutation is a special case of ⇒ 
mutation.

Polydactyly: Usually ⇒ autosomal dominant 
and less commonly recessive inheri-
tance of multiple fingers. Occurs 
frequently and in many forms in 
mammals. In cats, mutation can pro-
duce up to eight additional toes and 
in humans up to 31 fingers and toes 
in total. The number of additional 
phalanges can vary in the same 
individual, even between the two 
hands or feet. A distinction is made 
between preaxial ( thumb side, inner 
side) and postaxial polydactyly ( outer 
side). In very rare cases, polydactyly 
is part of a syndrome, a collection 
of disease signs, including Greig 
syndrome with craniofacial malfor-
mation (dysmorphia), Pallister-  Hall
syndrome with tissue changes in the 
brain, or Townes-  Brocks syndrome 
with malformations of the ears and 
anus. In most cases, polydactyly is 
associated with a mutation of the ⇒ 
developmental gene Shh its antago-
nist Gli3 or their respective ⇒ gene 
switches. ⇒  Evo-  devo aims to use 
the example of polydactyly to ana-
lyze the  genetic-  epigenetic process of 
the emergence of a complex pheno-
typic variation.

     

 

Polygene: Involvement of multiple ⇒ genes 
in the formation of a phenotypic 
trait. An example is body size, which 
is determined by several genes as 
well as by environmental influences. 
Numerous phenotypic traits have 
polygenic involvement.

Polymorphism: Term used to describe the 
existence of different ⇒ phenotypes. 
For example, differences in appear-
ance within a species are referred 
to as a phenotypic polymorphism. 
Many species exhibit at least one 
sexual dimorphism, as males and 
females differ from each other. A 
temporal or seasonal polymorphism 
occurs when the generations of a ⇒ 
population that appear at different 
times of the year develop different 
morphs, such as in some butterflies. 
In biochemistry, polymorphism 
refers to the occurrence of different 
versions of a ⇒ protein. In molecular 
biology, the term single nucleotide 
polymorphism represents a ⇒ point 
mutation.

Polyphenism, pleiotropy: Trait for which 
different discrete ⇒ phenotypes 
can arise from one ⇒ genotype; an 
example is preaxial ⇒ polydactyly. In 
⇒ polymorphism, a trait has differ-
ent genotypes.

Population: A group of individuals of the 
same species that are linked by their 
processes of origin, form a reproduc-
tive community and are found in a 
uniform area at the same time.

Population genetics: Study of the distribu-
tion of ⇒ gene sequences under the 
influence of four evolutionary fac-
tors: ⇒ selection, ⇒ genetic drift, 
⇒ mutation or sexual ⇒ recom-
bination, and migration/ isolation. 
Population genetics is the branch of 
biology that describes ⇒ adaptation 
in speciation. It is a dominant com-
ponent of the Modern Synthesis and 
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studies the quantitative laws under-
lying evolutionary processes. Today, 
the view that population genetics can 
fully explain evolution is under criti-
cal review.

Prokaryote: Cellular living organisms that do 
not have a nucleus (↔ eukaryote).

Protein: Macromolecule constructed of ⇒ 
amino acids. Proteins are among the 
basic building blocks of all ⇒ cells 
and living organisms. Most proteins 
consist of 100–  800 ⇒ amino acids, 
but some are much larger. In human, 
there are several hundred thousand 
proteins. Which protein a cell is to 
form in each case is determined in 
a complex way by ⇒ genes, ⇒ tran-
scription factors, hormones and ⇒ 
enzymes as well as environmen-
tal factors. Proteins have a t hree- 
 dimensional shape and are often 
intricately folded.

Protein synthesis: ⇒ Gene expression
Proximate and ultimate causality: A proxi-

mate ( near) cause is an event that 
is closest to or directly responsible 
for an observed outcome. This is 
in contrast to a higher or more dis-
tant ( ultimate) cause, which is usu-
ally considered the true reason for 
something.

Punctualism: ⇒ Interrupted equilibrium
Punctuated equilibrium, punctuated 

equilibria: Theory first presented 
by American paleontologists N. 
Eldredge and S.J. Gould in 1972 that 
provides an explanation of discon-
tinuous rates of change and jumps in 
the fossil series between which there 
are l ong-  lasting periods of equilib-
rium (stasis).

Radiation: The divergence of a less special-
ized species into several more spe-
cialized species by the formation of 
specific adaptations to existing envi-
ronmental conditions.

    

  

 Reaction-diffusion system: ⇒ Turing system
Recombination, homologous: The reorga-

nization within ⇒ DNA molecules 
during sexual reproduction in the 
form of recombination of paren-
tal ⇒ chromosomes by exchange 
of chromosome segments ( crossing 
over). Reproduction is the basis for 
the emergence of genetic variability 
and an essential factor in evolution.

Reciprocity: Principle of mutuality or inter-
actions. In reciprocal causality, 
causes are simultaneously effects and 
vice versa.

   

Reductionism: Idea according to which the 
higher levels of integration of a sys-
tem can be fully explained causally on 
the basis of knowledge of its physical 
components. Thus, in reductionism, 
the causal capabilities lie exclusively 
at the level of the basic constituents of 
a system. An example is the explana-
tion of a phenotypic trait exclusively 
by its genes. Reductionistic views 
are usually also deterministic views 
(⇒ determinism). Reductionism has 
been criticized for a long time in the 
philosophy of science for explain-
ing complex relationships inade-
quately. Moreover, it distorts reality. 
Reductionism is rejected if it is sup-
posed to serve as the only method of 
explanation, i.e., if it is dogmatized. 
Reductionism is not only predomi-
nant in evolutionary theory; eco-
nomic theory has also been used, in 
neoliberal models, for a long time 
the central basic assumption of the 
rationally acting market participant, 
who has all  market-  relevant infor-
mation. This view and its predictions 
are strongly criticized today.

Ribonucleic acid: ⇒ RNA
RNA, ribonucleic acid: Molecular chain of 

many bases. A major function of 
RNA ( as messenger RNA, mRNA) 
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in the cell is the ⇒ translation of 
genetic information into ⇒ pro-
teins ( protein synthesis, ⇒ gene 
expression).

Robustness: Also referred to as biological or 
genetic robustness. The persistence 
of a particular trait in a system in 
the face of perturbations or condi-
tions of uncertainty. Robustness in 
⇒ development is referred to as ⇒ 
canalization.

Saltationism: The belief that evolution pro-
ceeds not only in small, continuous 
steps but also in larger, punctuated 
steps. A famous early proponent 
was Briton W. Bateson. ⇒  Evo-d  evo 
acknowledges saltationism.

Selection: ⇒ Natural selection
Selection factor: Environmental factor that 

influences the fitness of an individual. 
A selection factor helps determine the 
path followed by the evolution of a 
species. For example, on islands with 
constant strong storms such as the 
Kerguelen Islands, mainly wingless 
flies evolve. They are less likely to be 
blown away than those with wings. 
Here, the constant storm is a crucial 
abiotic selection factor. In deserts, on 
the other hand, heat and water scar-
city are two important selection fac-
tors. In polar regions, the cold and 
the white color of the ground are 
important. All species are subject to 
many selection factors and selection 
pressures of varying strength in their 
evolutionary history.

Selection pressure: Influence of a selec-
tion factor on a population of living 
beings. ⇒ The Modern Synthesis 
assumes that populations are subject 
to constant selection.

Selection theory: Evolutionary theory of 
Charles Darwin and Alfred Russel 
Wallace.

Self-organization: Process in which the inter-
nal organization of a system increases 

   

without being instructed or directed 
by external sources. An example of a 
methodical, mathematical represen-
tation of s elf-  organization in biology 
is a ⇒ Turing system. The interact-
ing participants ( elements, system 
components, ⇒ agents, ⇒ cells) act 
according to simple rules, creating 
order out of chaos without need-
ing to have knowledge of the overall 
evolution. Self-  organized systems, in
addition to their complex structures, 
also have new properties and capa-
bilities that elements do not have. 
The concept of self-  organization
can be found in various fields of sci-
ence besides biology, for example, in 
chemistry, astronomy, or sociology.

     

     

Signaling molecule: ⇒ Morphogen
Signal transduction: Cells perform numer-

ous functions under different con-
ditions and are interdependent in 
many ways. Therefore, it is essential 
that they communicate with each 
other. One way cells communicate is 
by transmitting signals via extracel-
lular messengers. These include not 
only hormones but also morpho-
gens. When such a signal substance 
reaches a target ⇒ cell, the signal 
must bind externally to suitable cell 
receptors on the cell surface ( l ock-  
  and-  key principle) and be transmit-
ted across the plasma membrane to 
trigger the respective reaction on the 
inner membrane surface or in the 
cytoplasm. This process is called sig-
nal transduction. In ⇒ development, 
the corresponding external signals 
are often proteins that activate the 
expression of genes (⇒ gene expres-
sion) in the form of ⇒ morphogens. 
In the context of signal transduction, 
a whole signal cascade of individual 
signaling steps can be executed; 
some known signal pathways are the 
Sonic hedgehog (SHH) and the Wnt 
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signaling pathway. Signal transduc-
tion is essential in ⇒ development 
and in ⇒  evo-d  evo.

Signaling pathway: ⇒ Signal transduction
Singularity: ⇒Technological singularity
Somatic cells: Body cells that, unlike ⇒ germ 

cells, cannot give rise to sperm or 
oocytes. They develop through dif-
ferentiation during development, for 
example, into skin cells, muscle cells, 
or blood cells.

Species: Basic unit of biological systematics. 
A general definition of species that 
satisfies the theoretical and practical 
requirements of all biological sub-
disciplines equally does not exist. 
Rather, there are various species con-
cepts in biology that lead to overlap-
ping, but not identical, classifications.

Speciation: ⇒ Allopatric speciation
Splicing: Step in the ⇒ translation of ⇒ RNA 

that takes place in the cell ⇒ nucleus 
of ⇒ eukaryotes. Different exons are 
excised from the RNA and, in the 
case of alternative splicing, even dif-
ferent ⇒ proteins are generated from 
the same genetic starting material.

Stasis: Standstill in the evolution of a particu-
lar species over a long period of time.

Stem cells: Body cells that can differentiate 
into different cell types or tissues. 
Depending on the type of stem cells 
and how they are manipulated, they 
have the potential to develop into 
any tissue ( embryonic stem cell) or 
into certain specified tissue types 
( adult stem cells). Pluripotent stem 
cells can differentiate into any cell 
type because they are not yet com-
mitted to any particular tissue type. 
However, unlike totipotent stem 
cells, they are no longer capable of 
forming an entire organism. Induced 
pluripotent stem cells ( iPS) are gen-
erated by artificial reprogramming 
of  non- p luripotent somatic cells, e.g., 
from adult skin cells.

Superintelligence: System with intelligence 
superior to that of humans in many or 
all areas. The term is used especially in 
⇒ transhumanism and in the field of 
⇒ artificial intelligence. An intellec-
tually superior system that fulfills the 
criteria of a superintelligent system is 
not known at present.

Superorganism: Living community of sev-
eral, usually numerous, indepen-
dent organisms that jointly develop 
abilities or properties that supersede 
the sum of the abilities of the indi-
vidual members of the community. 
The classic example of a superor-
ganism is the ant colony: each ant 
is theoretically capable of surviv-
ing on its own because it has all 
the organs that independent insects 
need to survive, but in reality, ants 
are specialized in such a way that 
they can survive only in a commu-
nity. Human social systems can also 
be considered as superorganisms. 
Such systems can be analyzed using 
complex dynamic systems theory in 
computer models.

Survival of the Fittest: The survival of the 
best adapted individuals according 
to Darwin’s theory. The term was 
coined by the British philosopher 
H. Spencer. Darwin adopted it in a 
later edition of the Origin of Species. 
Survival of the Fittest is no longer 
considered mandatory for evolution 
in the context of the ⇒ Extended 
Evolutionary Synthesis.

Symbiont: The smaller of the two species 
involved in a symbiotic relation-
ship. The symbiotic partner with the 
larger body is also called the host.

Symbiosis: Association of individuals of two 
different species that is evolution-
arily advantageous for both partners 
(⇒ symbiont).

Synthetic biology: Field at the interface 
of molecular biology, organic 
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chemistry, engineering sciences, 
nanobiotechnology, and information 
technology. It can be considered the 
latest development of modern biol-
ogy. In the field of synthetic biology, 
biologists, chemists, and engineers 
work together to create biologi-
cal systems that do not occur in 
nature. The biologist thus becomes 
a designer of individual molecules, 
cells, and organisms, with the goal 
of creating biological systems with 
new properties.

Synthetic evolutionary theory: ⇒ Modern 
Synthesis

Systems biology: Branch of biological sci-
ence that attempts to understand 
organisms or biological functions in 
the context of interactions between 
interconnected levels.

Taxon, taxa: ( pl.) Group of living organ-
isms recognized as a systematic unit. 
Usually, the systematic designation is 
also expressed by a separate name for 
the group, e.g., invertebrates, proto-
zoa, mammals, etc. The main taxa of 
living things are domain, kingdom, 
phylum, class, order, family, genus, 
and species. Each one is further sub-
divided, for example, subphylum, 
subspecies, etc.

Technological singularity: Point in time 
from which machines rapidly 
improve themselves by means of 
artificial intelligence and thus accel-
erate technological progress to such 
an extent that the future of man-
kind beyond this event is no longer 
foreseeable ( intelligence explosion). 
A replacement or displacement of 
mankind is conceivable. The earli-
est formulations of such a singularity 
date back to the mathematician John 
von Neumann in 1958. An early, 
famous article on it was authored by 
the American mathematician Vernor 
Vinge ( 1993).

Threshold effect: Phenomenon in which a 
target product (⇒ protein) no longer 
behaves linearly above a certain level 
( threshold), e.g., of an ⇒ enzyme. 
Developmental processes can be sub-
ject to threshold effects.

Toolkit: ⇒ Genetic toolkit
Transcription: ( lat. transcribere, “ to tran-

scribe”) in genetics, the synthesis of 
⇒ RNA using ⇒ DNA as a template. 
Transcription is followed by protein 
synthesis (⇒ translation).

Transcription factor, gene regulator: 
Regulatory ⇒ protein that binds 
to ⇒ DNA and controls ⇒ gene 
expression.

Transhumanism: International philosophi-
cal school of thought that seeks to 
extend the limits of human capabili-
ties intellectually, physically, and/ or 
psychologically using biological or 
technological processes.

Translation: Synthesis of proteins in cells 
using genetic information contained 
in an ⇒ RNA molecule. Translation 
represents a shift from the lan-
guage of nucleic acids to ⇒ that of 
amino acids. Translation follows ⇒ 
transcription.

Transposon, jumping gene: A gene capable 
of moving from a particular locus 
in ⇒ DNA to another locus. First 
described by the US Nobel laureate 
B. McClintock in the 1960s.

Turing model, Turing system: Self-
 organizing system of partial dif-
ferential equations described by A. 
Turing in 1952. A Turing model is 
able to form  self-  organizing struc-
tures from diffusing substances (⇒ 
morphogens), which do not ini-
tially show any system organization. 
According to current understanding, 
these are not genetically predeter-
mined in detail in the system. Turing 
models are gaining importance for 
explaining organismic form-  finding
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in ⇒  evo-  devo, such as in limb 
development. In addition to the
 biochemical-m  olecular level involv-
ing morphogens, Turing processes 
may exhibit diffusion-  like behavior 
with pattern formation at the cellular 
level.

Unmasking: Revealing alternative, cryp-
tic (h idden) developmental path-
ways that are hidden from selection. 
Unmasking occurs through a genetic 
or environmental change.

Vertebrates: Subphylum in the systematics 
of biology. The vertebrate subphy-
lum includes five major groups: fish 

 

 

( bony and cartilaginous), amphib-
ians, reptiles, birds, and mammals.

Weismann barrier: Doctrine of A. Weismann, 
according to which there is no way 
in an individual for properties to 
pass from a ⇒ somatic cell to a ⇒ 
germ cell. When considering epi-
genetic developmental processes, the 
Weismann barrier is no longer valid. 
Retroviruses can also enter the germ-
line and alter evolutionary traits.

Zygote: ⇒ Diploid cell formed by the fusion 
of two ⇒ haploid gametes (⇒ germ 
cells), usually from an egg ( female) 
and a sperm ( male).
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