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    This book is a mixture of historical attention to Darwin's texts and philosophical attention to questions that arise in Darwin's theory and in the evolutionary biology that his theory initiated. This is not a work of hagiography, but neither does it treat Darwin's work as an object of merely antiquarian curiosity.


    The first chapter examines a simple but fundamental question about how Darwin organized his argument in the Origin of Species. The two big ideas in Darwin's theory are common ancestry and natural selection. Why did Darwin put selection first and foremost in the Origin and allow his views about common ancestry to emerge only gradually and as a secondary theme? This is a question about Darwin's rhetoric— the strategy he used to lay out his argument. The question becomes pressing when we look at Darwin's logic—at how the elements of his theory are related to each other and to the evidence he assembles.


    Chapter 2 discusses Darwin's views about group selection. My exposition begins in the 1960s, then moves to the present, and then time travels back to 1859. The idea that traits evolve because they are good for the group was criticized in the 1960s, not just for being factually mistaken, but for embodying a kind of mushy thinking that is fundamentally at odds with the logic that Darwin's theory requires. The 1960s are very much alive today, in that many biologists still regard the concept of group selection as a snare and a delusion. However, a countermovement has arisen since the 1960s called multilevel selection theory, according to which selection acts at multiple levels, including the level of the group. After briefly outlining the 1960s attack on group selection and the concept's subsequent revival, I examine Darwin's views on the subject. I do so by analyzing his reasoning about four examples: human morality, the barbed stinger of the honeybee, neuter workers in species of social insect, and the sterility of many interspecies hybrids. I then consider Darwin's general position on the role of group selection in evolution.


    Chapter 3 is a selective history of attempts to explain sex ratio. The problem arises in connection with every sexual species. Why, for example, do human populations have approximately equal numbers of males and females? This question was addressed in the eighteenth century by three important probabilists who understood it in terms of the design argument for the existence of God. A century later, Darwin tried to use his theory of natural selection to solve the problem, but he gave up in frustration, hoping that the evolutionary biology of the future would do better. His hope came true. Sex ratio is an interesting case study, since it is a problem at which both intelligent-design theorists and evolutionary biologists have had a go. Evolutionary biology has succeeded where creationism has failed—in formulating hypotheses that make predictions about future observations rather than simply being able to accommodate past ones.


    Chapter 4 concerns methodological naturalism, a philosophical position that is absolutely central to modern science. Methodological naturalism says that science should not make claims about God. I begin the chapter by describing what Darwin says about God in the Origin. Do Darwin's remarks represent a violation of methodological naturalism? Answering this question leads to a refinement of what this ism means. I then explore how the theory of evolution is related to three theistic positions—creationism, deism, and the view that evolutionary theory is true but incomplete because God's interventions in nature sometimes supplement the causes that the theory describes. It is obvious that the theory is incompatible with creationism, and it is a familiar point that evolutionary theory is logically compatible with deism. It is less often recognized that evolutionary theory also is compatible with some interventionist theologies. I defend this thesis of compatibility by clarifying the biological claim that mutations are “undirected.” I do so, not because I want to endorse the thesis that God intervenes in nature, but because I think it important that theists and atheists both recognize that evolutionary theory really is neutral on this question. I then consider three defenses that have been made of methodological naturalism—that science, by definition, is an enterprise that excludes claims about supernatural deities; that claims about the supernatural are untestable; and that including such claims in scientific theories would bring science to a stop. After criticizing these arguments, I provide a more modest defense of methodological naturalism.


    In the postscript (chapter 5), I revisit some themes introduced earlier and expand on them. This chapter is more technical than the ones that come before, and the focus is on contemporary evolutionary theory, not on Darwin. From chapter 1, there is the use of a principle of parsimony to reconstruct the character states of ancestors and the question of how hypotheses about adaptation can be tested. Drawing on material from chapter 2, on the units of selection, I discuss conventionalism versus realism as well as the difference between units of selection and units of adaptation. And, further developing some ideas from chapter 4, I consider whether the probabilities discussed in evolutionary theory describe objective matters of fact.


    Madison, Wisconsin

    January 2011
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    Natural selection and common ancestry are the two central concepts in Darwin's theory. I begin this chapter by clarifying some basic features of how Darwin understood each of them. I then describe how common ancestry and natural selection are related in his theory. They are, of course, logically distinct, in the sense that neither entails the other (Mayr 1985; Sober and Orzack 2003). Imagine an array of species linked to each other via common ancestry; it does not follow that they evolve via natural selection. And now consider the converse. Imagine an array of species that evolves by natural selection; it does not follow that they have common ancestors. This logical point, I hope, is obvious, but it belies a fundamental fact about Darwin's theory—common ancestry and natural selection are entangled. To understand the theory, one must understand how these two parts of the theory are related to a third—the observational evidence that Darwin considers. How is common ancestry relevant to interpreting evidence concerning natural selection? How is natural selection relevant to interpreting evidence concerning common ancestry? Common ancestry and natural selection are logically separate, but they are evidentially connected. The details of how Darwin understood these relationships will frame the answer I will give to the puzzling question that provides the title of this chapter.



    1.1. WHAT IS DARWIN'S THEORY?


    To characterize Darwin's theory, what could be more natural than to cite the title that Darwin gave to his own book? How could we go wrong by saying that his is the theory of the origin of species by means of natural selection? In fact, there is trouble here, and it is of Darwin's own making. Although Darwin (1859, 1) describes the origin of species as the “mystery of mysteries” that he proposes to solve, his solution of the problem is in some ways a dissolution. I say this because Darwin had doubts about the species category; he regarded the difference between species and varieties as arbitrary. When two populations split from a common ancestor and diverge from each other under the influence of different selection pressures, they begin as two populations from the same variety, then they become two varieties of the same species, and finally they reach the point where they count as different species. It is convenience, not fact, that leads us to classify different degrees of divergence in different ways (Darwin 1859, 48–52)1.


    The vagueness of the boundary between variety and species is no reason to deny the existence of individual species, nor did Darwin do so (Sloan 2009; Ereshefsky 2009). This is the lesson we learn from other vague concepts—from rich and poor, hairy and bald, tall and short; a vague boundary does not mean that no one is rich, or hairy, or tall. Even so, species is not the central concept in Darwin's theory. True, the process he describes produces species, but it produces traits and taxa at all levels of organization.2 For these reasons, Darwin's theory is better described as “the origin of diversity by means of natural selection.”


    Darwin's concept of natural selection has several noteworthy features. The first is that natural selection does not involve conscious choosing. When cold climate causes polar bears to evolve longer fur, the weather kills some bears while allowing others to survive, but the weather does not have a mind. In the Origin, Darwin introduces the idea of natural selection by first describing artificial selection, by which he means the activities of plant and animal breeders who consciously choose the organisms from one generation who will be the parents of the next. Natural selection is just like this, save for the fact that artificial selection involves agents with minds to do the work while natural selection does not.3 Darwin was so concerned to emphasize this point that he followed Alfred Russel Wallace's advice in the fifth edition of the Origin and used Herbert Spencer's phrase “the survival of the fittest” to characterize his theory (Darwin 1959, 164). Darwin hoped this new label would make it harder for readers to misunderstand his theory.


    Another important fact about Darwin's concept is that the direction in which selection causes populations to evolve depends on accidents of the environment. There is no inherent tendency for life to grow bigger or faster or harder or slimier or smarter. Everything depends on which traits do a better job of allowing organisms to survive and reproduce in their environments. This is a vital contrast that separates Darwin from Lamarck, who saw evolution as leading lineages to move through a preprogrammed sequence of steps, from simple to complex. Of course, if life starts simple, evolution by natural selection will lead the average complexity of the biota to increase. But that is not because the “laws of motion” of natural selection inherently favor complexity. Parasites evolve from free-living ancestors, and the effect is often a move toward greater simplicity, with parasites losing organs and abilities possessed by their ancestors (Darwin 1859, 148). Complexity increases from life's beginning because of the initial conditions, not the laws. This is analogous to the random walk depicted in figure 1.1. A marker on a line changes position because of a coin toss. If the coin lands heads, you move the marker one space to the right; if the coin lands tails, you move the marker one space to the left. These are the rules of change unless the marker happens to be at the left-most or the right-most points. If the coin lands tails when the marker is at the extreme left, you simply toss again. Suppose the game begins with the marker placed at the left-most point on the line. Where will the marker be after five or fifty or five hundred coin tosses? Probably not at square one. Even if selection is indifferent to simplicity versus complexity, evolution by natural selection can still be expected to manifest a net increase in complexity (Sober 1994).4
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    A third characteristic of Darwin's concept is that selection acts on “random” variation. This is a loaded word, apt to mislead. Darwin says in the Origin (Darwin 1859, 131) that “random” just means that the cause of a new variant's appearance in a population is unknown. But “random” for Darwin was more than a confession of ignorance. He meant that variations do not occur because they would be useful to the organisms in which they occur. In his book Variation of  Animals and Plants Under Domestication, Darwin explains his point in terms of a beautiful analogy:



    Let an architect be compelled to build an edifice with uncut stones, fallen from a precipice. The shape of each fragment may be called accidental; yet the shape of each has been determined by the force of gravity, the nature of the rock, and the slope of the precipice,—events and circumstances all of which depend on natural laws; but there is no relation between these laws and the purpose for which each fragment is used by the builder. In the same manner the variations of each creature are determined by fixed and immutable laws; but these bear no relation to the living structure which is slowly built up through the power of natural selection, whether this be natural or artificial selection. (Darwin 1868, 236)


    The idea of “random” mutation will be further explained in §4.3.


    A fourth important feature concerns the “level” at which Darwin took natural selection to act. In almost all the examples that Darwin discusses, traits are said to be selected because they help the individual organisms that possess them to survive and reproduce. Tigers have sharp teeth because tigers with sharp teeth do better than tigers with dull teeth. The reason the trait evolved is not that sharp teeth help the species avoid extinction or somehow keep the ecosystem in balance. In examples of this sort, Darwin invokes what biologists now call individual selection. However, there are a few exceptions in which Darwin says that traits evolve because they are good for the group though they are bad for the individuals that have them. Darwin uses the hypothesis of group selection to explain traits that biologists now call altruistic. His examples include the barbed stinger of the honeybee (which eviscerates the bee when she pulls away after stinging) and the Golden Rule embraced by human morality. These and other examples will be examined in chapter 2.


    The fifth feature of Darwin's thinking about natural selection that I want to mention is his gradualism. A novel feature first arises in an organism by mutation, and then the novel mutation gradually increases in frequency. The trait starts rare, and then, if things go well, it becomes common. If selection causes trait T to evolve, the first question to ask is: what were the other organisms like in the population in which T initially appeared? When Darwin considers the evolution of a novel feature, he invariably thinks of the novelty as first arising in a population of other organisms that are very similar to the novel mutant. Eye evolution began with a piece of light-sensitive tissue that was able to distinguish light from dark; the other organisms in the population had no eyes at all. Only much later did more complex eyes arise in populations in which the other organisms had more rudimentary eyes (Darwin 1859, 187). Darwin thought of selection as a stepwise process in which the steps are numerous and small. One impetus that drove Darwin to biological gradualism was the geology of Charles Lyell, who theorized that great geological changes were the result of many small changes adding up. Another inspiration came from the practices of plant and animal breeders. When breeders seek to create a new trait in a population, they do not wait for the trait they seek to suddenly appear as a finished package. Rather, they build the new trait one small step at a time. They set to work on the range of variation they observe, gradually modifying the population by deciding which organisms will be the parents of the next generation. Breeders need to run their breeding programs over many generations to achieve their goals. Natural selection must do the same thing, though of course there is no “goal” that natural selection has in mind, since it has no mind.


    The last facet of Darwin's concept of natural selection that I want to mention concerns his comment in the Origin (Darwin 1859, 6) that selection is “the main but not the exclusive cause” of evolution. One part of this pronouncement is clearer than the other. Darwin (1859, 134–39) allows for evolution to have other causes. For example, he endorses the Lamarckian mechanism of use and disuse, the inheritance by offspring of traits (phenotypes, in modern parlance) because they were acquired by their parents. A standard example is the blacksmith's growing big muscles because of his work and then fathering children who develop those muscles without needing to do what their father did to get them.5 Darwin also had the idea that descendants retain the traits that their ancestors had, sometimes in spite of the fact that these traits are no longer favored by selection. This is the idea of ancestral influence (aka phylogenetic inertia); it explains many rudimentary features (Darwin 1859, 199, 416, 450–56) as vestiges of a bygone age. For example, this is why human beings have tail bones and why human fetuses have gill slits (Darwin 1859, 191). Darwin also discusses correlation of characters as a cause of evolution. If a trait favored by selection is correlated with a trait that is neutral or even deleterious, the latter may evolve by piggybacking on the former (Darwin 1859, 143–47). To use a modern example, our blood is red, not because the color promotes survival and reproduction, but because hemoglobin is red, and hemoglobin was selected for its ability to transport oxygen. Darwin discusses other nonselective causes of evolution, but the point is clear—he denied that selection is the only cause of evolution.


    Unfortunately, Darwin does not explain what he means by saying that selection is the “main cause.” This might mean that selection is the most frequent cause of trait evolution—that selection is implicated in the evolution of more traits in more populations than any other cause. Or it could mean that selection is more powerful than the other causes that affect the evolution of a given trait (where the trait in question might be one of the big changes that took place in life's history). To make sense of this latter idea, we would have to consider the other causes that influence a trait's evolution in a population and then imagine how the outcome would have been different if selection had been absent and those other causes present, and how the outcome would have been different if selection had been present and one of the other causes absent (and do this for each of the other causes). Important causes are big difference makers; causes of modest importance make only a small difference in the outcome. Applying this format for separating more important causes from less to Darwin's theory (and to the evolutionary theory of the present) is an interesting exercise, but it cannot be pursued here.


    Given his statement that selection is the main cause of evolution, how are we to interpret the following comment in the Origin concerning the importance of ancestral influence: “The chief part of the organization of every being is simply due to inheritance; and consequently, though each being assuredly is well fitted for its place in nature, many structures now have no direct relation to the habits of life of each species” (Darwin 1859, 199)? If ancestral influence has played so large a role, how can natural selection have been the main cause? Maybe the answer is that inheritance explains why descendants retain the features of their ancestors whereas selection is the main cause of change. Even so, it is worth considering whether Darwin should simply have said that selection has been a very important cause of evolution. Was it needlessly audacious to put selection at the top of a list whose members he had no reason to think he could completely enumerate?



    1.2. COMMON ANCESTRY


    With these caveats about natural selection duly noted, is “evolution by natural selection” a good characterization of Darwin's theory? The answer is emphatically no, as can be seen by considering figure 1.2. Darwin's theory gives the concept of common ancestry a central place. The phrase “evolution by natural selection” does not capture this idea, nor does “descent with modification.” Instead of describing Darwin's theory as evolution by natural selection, the theory is better described as common ancestry plus natural selection.
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    How much common ancestry did Darwin embrace? In the last paragraph of the Origin, where Darwin waxes poetic in his description of the “grandeur in this view of life” (Darwin 1859, 490), he says that, in the beginning, “life was breathed into a few forms, or into one.” A few pages earlier, he is less cautious:



    I believe that animals have descended from at most only four or five progenitors, and plants from an equal or lesser number. Analogy would lead me one step further, namely to the belief that all animals and plants have descended from some one prototype. But analogy may be a deceitful guide. Nevertheless all living things have much in common, in their chemical composition, their germinal vesicles, their cellular structure, and their laws of growth and reproduction. We see this even in so trifling a circumstance as that the same poison often similarly affects plants and animals; or that the poison secreted by the gall-fly produces monstrous growths on the wild rose or oak-tree. Therefore I should infer from analogy that probably all organic beings which have ever lived on this earth have descended from some one primordial form, into which life was first breathed. (Darwin 1859, 484)


    Although these passages may suggest that Darwin's view was that there was one start-up of life from nonliving materials, or just a few of them, this is not what his theory really says. In the fifth edition of the Origin, he adds the following remark:



    No doubt it is possible, as Mr. G. H. Lewes has urged, that at the first commencement of life many different forms were evolved; but if so, we may conclude that only a few have left modified descendants. (Darwin 1959, 753)


    Darwin was not changing his mind here, but was merely clarifying what he intended all along. The idea was already in the first edition of the Origin—not in words but in a picture. In fact, it was in the book's only picture, shown in figure 1.3. Darwin's view about common ancestry concerns tracing back, not the number of start-ups. Did life have one, two, or many start-ups? This may be unknowable and, in any event, was not something that Darwin thought he knew. Darwin's claim is that all the organisms on our planet that exist now, and all the fossils that are around now too, trace back to one or a few original progenitors.6
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    Not only does tracing back to a single common ancestor leave open whether there was exactly one start-up; in addition, it does not entail that all but one start-up failed to have descendants that exist now. If a genealogy is strictly treelike (with branches splitting but never joining), all but one start-up must go extinct if all current life is to trace back to a single common ancestor. But if there are reticulations (with branches joining as well as splitting), this need not be so (Sober and Steel 2002).7 This point is illustrated in figure 1.4.
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    One of the main objections to Darwin's theory, both when the Origin was published and in the minds of many present-day creationists, is the idea that species (or “fundamental kinds” of organism) are separated from each other by walls.8 No one doubted then, nor does anyone doubt now, that natural selection can cause small changes within existing species. The question was whether the process Darwin described can bring about large changes. Maybe a species can be pushed only so far. Darwin was an extrapolationist, again inspired by Lyell's geology. He reasoned that if artificial selection has achieved what it did in the brief span of time with which plant and animal breeders have had to work, then natural selection can bring about changes that are far more profound since it has operated over the far larger reaches of time that have been available since life began on an ancient earth (Darwin 1859, 29). Darwin extrapolated from small to large; many of his critics refused to follow him there. If we focus just on natural selection, it is hard to see why Darwin had the stronger argument. But if we set natural selection aside and consider instead the idea of common ancestry, the picture changes. Darwin thought he had strong evidence for common ancestry. Common ancestry entails that insuperable species boundaries (and insuperable boundaries between “kinds”) are a myth; if two species share a common ancestor, the lineages leading to each of them from their most recent common ancestor faced no such walls in their evolution (figure 1.5). And Darwin's case for common ancestry does not depend at all on natural selection's causing evolution, as we now will see.
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    1.3. DARWIN'S PRINCIPLE


    Darwin tells us in the Origin that when it comes to finding evidence for common ancestry, the adaptive features that provide evidence for natural selection are precisely where one ought not to look:



    Adaptive characters, although of the utmost importance to the welfare of the being, are almost valueless to the systematist. For animals belonging to two most distinct lines of descent, may readily become adapted to similar conditions, and thus assume a close external resemblance; but such resemblances will not reveal—will rather tend to conceal their blood-relationship to their proper lines of descent. (Darwin 1859, 427)


    Two of the observations mentioned earlier—that humans and monkeys have tailbones, and that human fetuses and fish have gill slits—are evidence for common ancestry precisely because tailbones and gill slits are useless in humans. Contrast this with the torpedo shape that sharks and dolphins share (an example that Darwin cites on the next page); this similarity is useful in both groups. One might expect natural selection to cause this trait to evolve in large aquatic predators regardless of whether they have a common ancestor. This is why the adaptive similarity is almost valueless to the systematist.


    Let's distinguish the two parts in this idea and give it a name:



    Darwin's Principle: Adaptive similarities provide almost no evidence for common ancestry while similarities that are useless or deleterious provide strong evidence for common ancestry.


    Darwin's Principle can be evaluated in terms of something deeper. Here I have in mind an idea about probabilistic reasoning that Hacking (1965) called



    The Law of Likelihood: Observation O favors hypothesis H1 over hypothesis H2 precisely when Pr(O | H1) > Pr(O | H2).


    The expression “Pr(O|H)” denotes a conditional probability—the probability of O, given H. Ronald Fisher chose to call this quantity the likelihood of the hypothesis H. This was an unfortunate choice of terminology, but it has stuck. In ordinary English, “likelihood” and “probability” are synonyms, but the Law of Likelihood concerns the likelihood of H, Pr(O | H), not its probability, Pr(H| O). These can have different values. And there are circumstances in which the meaning of Pr(O| H) is clear while that of Pr(H| O) is obscure (Sober 2008b). The Law of Likelihood is a “qualitative” principle; it tells you whether the evidence favors H1 over H2 but provides no measure of how strong the favoring is. Royall (1997) adds a second clause to the law that addresses this quantitative question:


     


    The degree to which O favors H1 over H2 is measured by the
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    In what follows, I'll take the Law of Likelihood to include both the qualitative and the quantitative ideas.


    To see the intuitive plausibility of the qualitative part of the law, consider an example that has nothing to do with common versus separate ancestry. Suppose you draw balls from an urn of unknown composition. You draw one hundred times, with replacement, and find that all of the draws are green. What does this evidence tell you about the following two hypotheses?


     


    H1: Exactly 80 percent of the balls in the urn are green.


    H2: Exactly 10 percent of the balls in the urn are green.


     


    It seems obvious that the evidence favors the first hypothesis over the second, and the Law of Likelihood reflects this fact. The observations would be more surprising if H2 were true than they'd be if H1 were true. As for the quantitative part of the Law of Likelihood, notice that the values of Pr(O| H1) and Pr(O|H2) are both very small in this example. The likelihood difference, therefore, is tiny, far smaller than the difference there would be if you had drawn just one ball from the urn and it was green.9 But the likelihood ratio for the one hundred draws is far larger than the ratio for the one.10 This is a point in favor of using the ratio measure.


    How does the Law of Likelihood bear on Darwin's Principle? Let X and Y be two species (or organisms) that both have trait T. This is our observation. We wish to know what this observation says about the common ancestry (CA) and the separate ancestry (SA) hypotheses. Darwin's Principle asserts both of the following:


    [image: img]


    The torpedo shape of sharks and dolphins involves a likelihood ratio that is close to one; the tailbones of humans and monkeys and the gill slits of human fetuses and fish involve likelihood ratios that are much larger than unity.


    Darwin's Principle applies outside of biology, both in other sciences and in everyday life. For example, suppose two students in a philosophy class submit essays on an assigned topic that are word-for-word identical (Salmon 1984). There are two hypotheses we might consider. One of them postulates a common cause; it says that the students plagiarized from the same source (a file they found on the Internet, perhaps). The other says that there was no common cause; this hypothesis says that the students worked separately and independently. The matching is more probable under the first hypothesis than it is under the second. And the kinds of matching features that provide strong evidence for a common cause and the kinds that provide only weak evidence or none at all are the ones that Darwin's principle describes. The fact that both essays use nouns isn't worth much. In contrast, the fact that the two essays misspell the same words in the same way is more telling. And what should we make of the fact that both essays quote the same passage from Darwin? It matters if the passage is relevant to the assigned topic.11


    If Darwin's Principle is to be understood in terms of the Law of Likelihood, there is an important part of his theory that fails to conform to the dictates of hypothetico-deductivism.12 This methodology says that theories are tested by deducing observational predictions from them. However, if hypotheses merely confer nonextreme probabilities on observational outcomes, the relationship of hypothesis to observation is not deductive. It is false that human beings and monkeys must both have tail bones if they have a common ancestor. It also is false that they can't both have tail bones if they lack a common ancestor. What is true is that the probability of this similarity is greater under the common ancestry hypothesis.



    1.4. EXCEPTIONS TO DARWIN'S PRINCIPLE


    Although Darwin's Principle is often correct, the two parts of the principle are sometimes mistaken. Let's take the second part first, the one about neutral or deleterious characters. If a drift process goes on long enough (one in which the different traits do not differ in fitness and trait frequencies evolve by random walk), the resulting character states of the descendants X and Y will have about the same probability, regardless of whether the common ancestry or the separate ancestry hypothesis is true. In a drift process as well as in others, time is a destroyer of information about ancestry. A second counterexample to the second half of Darwin's Principle may be found in characteristics that confer no advantage or disadvantage but are correlated with ones that do. These features are now called “spandrels” (Gould and Lewontin 1979). As mentioned earlier, having red blood confers no advantage, but having hemoglobin does, and the redness is a consequence of the hemoglobin. If hemoglobin is widespread because of its adaptive advantage, the fact that two species have red blood will not provide strong evidence for common ancestry.


    The other part of Darwin's Principle has exceptions as well; there are adaptive similarities that sometimes provide substantial evidence of common ancestry. There are two cases in which this is true. The first simply involves lots of data. Suppose we know of n adaptive similarities that unite species X and Y. Each of them may provide only negligible evidence favoring common ancestry over separate ancestry. But put them together and the likelihood ratio may be substantially greater than unity. This will happen if the different features (T1, T2, …, Tn) are independent of each other, conditional on each of the two genealogical hypotheses:
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    If each term on the right-hand side has a value just a bit larger than unity, their product will have a value that is much larger than unity.13 This point might underlie the thought that complex adaptations can provide substantial evidence of common ancestry even if simple ones do not.


    The second context in which Darwin is wrong to dismiss adaptive similarities is a bit less obvious. Consider the two fitness functions shown in figure 1.6. Each describes how an individual's fitness is influenced by whether it has trait X or trait Y. In (a), X is always fitter than Y, regardless of the frequency of trait X in the population; in (b), X is fitter than Y when X is common, but the reverse is true when X is rare. These figures make a prediction about how a population will evolve if selection controls the evolutionary process; fitter traits gradually increase in frequency, and less fit traits gradually decline. In (a), the prediction is that X will eventually evolve to fixation (= 100 percent representation), regardless of the trait frequency at which the process begins; in (b), the prediction is that the population will evolve to either 100 percent X or 100 percent Y, depending on the population's starting frequency.
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    Suppose you encounter two populations that both have trait X at 100 percent. Is this evidence that the two populations trace back to a common ancestor? Darwin's Principle seems right in connection with fitness function (a); you would expect X to evolve to fixation in each population, whether or not the two populations share a common ancestor. The inferential situation with respect to (b) is different; here the chance that the two populations will both exhibit 100 percent X depends on whether they have a common ancestor. Suppose that p is the probability that each ancestral lineage has of beginning with trait X in the majority. Then the probability that the two species we now observe both have trait X at 100 percent, if they share a common ancestor, is approximately p; the probability of this similarity, if the separate ancestry hypothesis is true, is about p2. So the likelihood ratio of the two hypotheses is about p/p2 = 1/p. The smaller p is, the more the evidence favors common ancestry over separate ancestry; if p is small, the evidence for common ancestry is strong (Sober 2008b, §4.5).


    What is true for frequency-dependent selection for the majority trait also is true when there is frequency-independent selection with multiple peaks of the sort depicted in figure 1.7. This figure also makes a prediction about how a population will evolve. Here we are thinking about a quantitative trait like height or weight, not a dichotomous trait of the sort shown in figure 1.6. Assuming that the population always exhibits a cloud of variation that is centered around the population's mean value, selection will lead a population that begins with a given average trait value to evolve toward a local adaptive peak, and then selection will serve to keep the population at that equilibrium.14 The larger the population, the less chance it has of evolving from one peak to another. If two populations are at the same adaptive peak, this is evidence that they share a common ancestor.15 And the more peaks there are, the more strongly does their occupying the same peak favor common ancestry over separate ancestry.
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    These last two cases, in which adaptive traits provide strong evidence for common ancestry, are not just abstract possibilities. Crick (1968) thought that there is a single genetic code that all current life shares; he called that code a “frozen accident” and argued that it provides strong evidence for common ancestry. Crick chose the word frozen to describe the action of natural selection. An organism with a given genetic code will usually have its viability drastically decline if its code changes to one that is nearby in the space of possible changes. And if the organism is at least partly sexual, its ability to produce viable fertile offspring will be impaired if its code changes to one not shared by conspecifics. So there is both a frequency-independent and a frequency-dependent effect, both giving rise to stabilizing selection. As long as there are multiple codes that each would work, a shared code is evidence for common ancestry. And the more workable codes there are, the stronger the evidence for common ancestry that universality provides. This point holds even if the universal code happens to be optimal.


    After Crick wrote his article, it was discovered that there is no universal code; rather, there is one code that is nearly universal, with a few variants differing from it by only a little. The frozen accident turned out to be a semifreddo. This correction of Crick's premise did not change the conclusion that biologists drew; now they cite the near universality of the genetic code as providing very strong evidence that all current life traces back to a single common ancestor (Knight, Freeland, and Landweber 2001). Most biologists now regard Darwin's remarks about “one or a few” original progenitors (§1.2) as far too timid.


    A similar example, one that predates the findings of molecular biology, is provided by the complementary genitalia of females and males in many species. Biologists often describe these as fitting together in lock and key fashion. Natural selection has produced different pairings in different species, with each sex evolving in response to the other. Suppose you observe two males or two females who happen to have the same genitalia. This observation provides good evidence of common ancestry, in spite of the fact that the shared structure is adaptive. The reason the adaptive similarity can have this evidential significance is that there are multiple adaptive pairings of male and female structures.


    Although Darwin's Principle is overstated, a rational kernel can be extracted. Nonadaptive characters often provide strong evidence for common ancestry. And adaptive characters often provide little or no evidence for common ancestry.16



    1.5. CAUSAL AND EVIDENTIAL ORDERINGS


    Darwin (1859, 459) says that the Origin is “one long argument,” and scholars have puzzled over what his argument is. Thinking about this requires that a question about logic be separated from a question about rhetoric. There is the logical structure of his theory and its relation to the evidence he musters. But there is also the question of how Darwin chooses to present that body of theory and evidence. Why did Darwin organize the book as he did? He front-loads his discussion of natural selection and lets his full argument for common ancestry emerge only later and in a somewhat fragmented form. Inspired by John Herschel's (1830) ideas on verae causae, he starts with artificial selection; this is a context in which selection has been observed. From this he extrapolates to natural selection, where selection must usually be inferred, and argues that selection is competent to produce the traits we now observe in nature and that it has actually done so (Hodge 1977; Ruse 1979; Waters 2003). Darwin could have begun with common ancestry and still pursued this Herschelian strategy. The exposition would start with observed cases of common ancestry (in human family trees and in the ones recorded by plant and animal breeders), with conjectured instances of common ancestry developed subsequently; the argument then would culminate in the conclusion that all current life traces back to one or a few original progenitors. Darwin does do some of this in the book's beginning. In the introduction he says that species belonging to the same genus have a common ancestor. And in the first chapter, on artificial selection, he notes that all varieties of domesticated pigeons descended from the rock dove. Still, the big picture, wherein all current life traces back to a small number of common ancestors, is mostly developed toward the end of the book. On the whole, natural selection comes first.17


    Four years after the Origin's publication, Darwin wrote to Asa Gray about his priorities; he says that “personally, of course, I care much about Natural Selection, but that seems to me utterly unimportant, compared to the question of Creation or Modification” (Darwin 1887). Why, then, did Darwin give selection top billing in the Origin? Perhaps Darwin viewed selection as his theory's more novel18 or more vivid element. Or perhaps he realized that if he began with the grand idea of common ancestry, his readers would immediately contemplate the genealogical connection of human beings to monkeys, a subject he wanted to mostly leave aside in the Origin.


    There is another answer to the question of why selection comes first in the Origin that is rooted in how Darwin understood the relation of common ancestry and natural selection. Darwin thought that selection explains why the genealogy of life on Earth is a branching tree in which present-day organisms and fossils trace back to one or a few original progenitors. An important part of Darwin's understanding of natural selection is given by his Principle of Divergence (Kohn 2009). Darwin (1859, 117–19) says that the horizontal axis of his branching diagram (figure 1.3) represents dissimilarity; he drew the branching to indicate that conspecific varieties have a better chance of persisting if they diverge from the mean of the species, and congeneric species are likewise apt to be more successful if they diverge from the mean of the genus. Organisms compete most intensely with those most like themselves, so a population has a better chance of flourishing if it strikes out on its own. Darwin often thought of divergence in terms of the distinction between specialist and generalist. A single population of generalists will often be driven by divergent selection to evolve into two or more populations of specialists, which become increasingly different as each accumulates adaptations specifically suited to its unique way of life. Darwin was drawn to this idea by the increasing specialization he saw in the British economy of his time (including the production lines that his grandfather Josiah Wedgwood had instituted in his porcelain factories), by his familiarity with Adam Smith's views on division of labor, and by his reading of Milne-Edwards on the division of physiological labor in organisms (Schweber 1980). To the idea that selection causes branching, Darwin added the idea that selection also causes lineages to go extinct. If selection causes branching and extinction, this means that selection explains why current life traces back to one or a few original progenitors. So there is a logical reason why selection gets top billing in the Origin—Darwin took it to have causal priority.


    Darwin faced a choice. Selection has causal priority; common ancestry has evidential priority. What should the order of exposition be? For some authors, writing on other subjects, the problem does not arise. Consider, for example, the relation of axioms to theorems in Euclidean geometry. Even though the axioms don't cause the theorems to be true, there is a sense in which the axioms make the theorems true. In addition, the axioms are intuitively obvious while the theorems become obvious only when we see how they are related to the axioms. So the axioms have two sorts of priority over the theorems. But when the causal and the evidential orderings differ, which should be followed? There is no right or wrong here. Darwin led with the part of his theory that has causal priority, but he could have done otherwise. There are many good ways to write a book.


    This duality of causal and evidential orderings is hardly unique to Darwin's theory. Consider the relation of temperature to thermometers. We know what the temperature is by looking at the thermometer, but it is the temperature that causes the thermometer reading, not vice versa. We often know about causes by looking at their effects.19 The thermometer has evidential priority while temperature has causal priority. Even so, the relationship between common ancestry and natural selection in Darwin's theory has a special feature. Natural selection and common ancestry fit together in the theory, but only if selection has not been all powerful. If all the traits that organisms have are present because there was selection for them, Darwin's Principle will conclude that none of them provides strong evidence for common ancestry. What is needed is that selection causes branching and extinction but that some traits persist in lineages for nonadaptive reasons. Darwin's claim that selection is not the exclusive cause of evolution plays an essential role in allowing him to develop evidence for common ancestry. The conjunction of common ancestry and natural selection would be unknowable, according to Darwin's Principle, if the second conjunct described the only cause of trait evolution. Hyperadaptationism has no place in this two-part theory.


    In broad outline, the evidential structure of Darwin's argument for his theory of common ancestry plus natural selection goes like this:


     


    
      	The argument for common ancestry. Here neutral and deleterious traits (from vestigial organs, embryology, biogeography) do the main work.


      	It follows from (1) that populations have evolved across species boundaries.


      	The argument that natural selection is an important part of the explanation of many adaptive traits. Here artificial selection and the Malthusian argument for the power of selection are important, as are Darwin's many examples of adaptive traits in nature.

    


    The expository order in the Origin has (3) first, and then (1), with (2) more or less implied.



    1.6. USING COMMON ANCESTRY TO THINK ABOUT NATURAL SELECTION


    I have argued that common ancestry shows that one species can evolve into another and that the evidence for common ancestry does not depend on natural selection's having been a cause of evolution. I now want to describe how Darwin uses common ancestry to answer questions about natural selection. Consider his discussion of the vertebrate eye, an example discussed briefly in §1.1. This was William Paley's (1802) most famous example of a complex adaptive feature that, he thought, cries out for explanation in terms of Intelligent Design. Darwin discusses this in the sixth chapter of the Origin, in a section he calls “Difficulties for the Theory.” He notes that if the different eye designs found in nature can be arrayed in a graded sequence, from simpler and cruder to more complex and more adaptive, then this will be the beginning of an argument for the hypothesis that the trait evolved by natural selection. But then he adds:



    In looking for the gradations by which an organ in any species has been perfected, we ought to look exclusively to its lineal ancestors; but this is scarcely ever possible, and we are forced in each case to look to species of the same group, that is to the collateral descendants from the same original parent-form. (Darwin 1859, 187)


    Since it is the lineal ancestors of present-day vertebrates that matter to understanding how natural selection produced the vertebrate eye, why look at current organisms that are not vertebrates? If Darwin's modest goal was to argue merely that it is possible that the vertebrate eye evolved through a series of simpler eye designs, then seeing the different eye designs found in collateral descendants would be relevant; this would allow one to imagine a sequence of steps that might have been taken in the lineal ancestors. But Darwin wants to draw a stronger conclusion, and so do contemporary biologists. They want to argue that the traits found in collateral descendants provide evidence about the traits that existed in lineal ancestors. But why should the one be relevant to the other? Darwin's language of lineages reveals the reason. It is common ancestry that permits the characteristics of present-day nonvertebrates to be relevant to inferring the characteristics that the ancestors of present-day vertebrates once possessed.


    A simplified example of the kind of inference problem that Darwin addressed is depicted in figure 1.8. As we move from current vertebrates and their camera eyes back through their lineal ancestors, Darwin thought we'd find cup eyes and then no eyes at all. Why think that this is the most plausible assignment of character states to ancestors? Many contemporary biologists would answer by appealing to parsimony. The assignment of character states to ancestors described in the figure allows the tip species to have their observed characteristics with only two changes in character state taking place in the tree's interior; a different assignment of character states to ancestors would be less parsimonious in the sense that it would require more changes. The concept of parsimony used here is sometimes called cladistic parsimony, since it involves minimizing the number of changes that must occur within a phylogenetic tree (“clade” is Greek for branch). The use of cladistic parsimony to reconstruct the lineage's history does not require that evolution always move from simple to complex. Darwin's idea that parasites evolved from free-living ancestors (§1.1) can be justified by parsimony, given a phylogeny.
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    The use of parsimony to reconstruct ancestral character states is intuitively attractive. If two or more descendants have a given trait, it seems natural to infer that the trait was present in their most recent common ancestor. But what is the logical justification of this inference from present to past? Cladists influenced by Will Hennig (1966) have sought to justify the principle in terms of Popperian ideas about falsifiability (Eldredge and Cracraft 1980; Wiley 1981) and explanatory power (Farris 1983). At about the same time that Hennig's work was translated into English, Anthony Edwards and Luigi Cavalli-Sforza (1964), two students of R. A. Fisher, proposed a principle of minimum evolution as a heuristic device for inferring phylogenies, one that they thought was justified because it often coincides with the dictates of likelihood. The justification of parsimony, and the question of whether there are better methods of phylogenetic inference, is a subject of continuing investigation in evolutionary biology (Sober 1988a; Sober 2008b). I'll return to an aspect of this topic in §5.1.


    There is a second type of problem in which Darwin uses the characteristics of “collateral descendants” to make inferences about “lineal ancestors.” Consider, for example, the interpretation he offers in the Origin of the fact that mammals in utero have skull sutures that allow them to pass through the birth canal:



    The sutures in the skulls of young mammals have been advanced as a beautiful adaptation for aiding parturition, and no doubt they facilitate, or may be indispensable for this act; but as sutures occur in the skulls of young birds and reptiles, which have only to escape from a broken egg, we may infer that this structure has arisen from the laws of growth, and has been taken advantage of in the parturition of the higher animals. (Darwin 1859, 197)


    The sutures predate mammalian parturition; we know this because the sutures, but not the parturition, are found in contemporary birds and reptiles.


    Darwin describes other characteristics in other species in this paragraph and draws the same conclusion. He says that the hypothesis that trait T is an adaptation for doing X is disconfirmed by the fact that there now are organisms that have T and do not do X. For example:



    A trailing bamboo in the Malay Archipelago climbs the loftiest trees by the aid of exquisitely constructed hooks clustered around the ends of the branches, and this contrivance, no doubt, is of the highest service to the plant; but as we see nearly similar hooks on many trees which are not climbers, the hooks on the bamboo may have arisen from unknown laws of growth, and have been subsequently taken advantage of by the plant undergoing further modifications and becoming a climber. (Darwin 1859, 197)


    Darwin is arguing that hooks were present before climbing evolved. He concludes that hooks did not evolve to facilitate climbing.


    Chronological considerations also figure in Darwin's reasoning about the evolution of lungs in the lineage leading to vertebrates. He thinks that the lungs evolved from the swim bladders of fish:



    The illustration of the swim bladder in fishes … shows us clearly the highly important fact that an organ originally designed for one purpose, namely flotation, may be converted into one for a wholly different purpose, namely respiration…. I can, indeed, hardly doubt that all the vertebrate animals having true lungs have descended by ordinary generation from an ancient prototype, of which we know nothing, furnished with a floating apparatus or swim bladder. (Darwin 1859, 190–91)


    Note the transition in this passage from “may be converted” to “have descended”—from a possibility to an assertion of fact. If we know the phylogeny linking current organisms, and then use the characteristics of current organisms to infer the character states of ancestors, this transition can be justified. Darwin is explicit, in these and other passages, that what makes a trait currently useful may differ from what made the trait initially evolve. It is common ancestry that permits him to say something more—that the reason a trait initially evolved actually differs from the reason the trait now is useful.


    In the passages just cited, is Darwin saying that if T evolved because it helped organisms to do X, then X must be present whenever T is? Let us hope not; otherwise the claim that wings evolved to facilitate flying would be refuted by penguins. And even more egregiously, this interpretative principle would entail that if a species of iguana evolved its green coloration to camouflage it from predators, then every green organism on the planet (e.g., each species of grass) must be green for the same reason. However, if we bring Darwin's idea into contact with phylogenetic trees, it starts to make more sense. The hypothesis that T evolved in a lineage because it helped organisms do X entails that X was an activity that organisms performed when T was in the process of evolving. X should not be a Johnny-come-lately. The claim that T evolved in a lineage because it helped organisms do X imposes a constraint on the chronological order in which T and X appeared among the lineal ancestors. But why should it matter whether all the collateral descendants that have T happen to do X? Once again, common ancestry provides an answer. Consider figure 1.9. In this example, some of the tip taxa have hooks but do not climb. Darwin would take this to be evidence against the hypothesis that hooks evolved to facilitate climbing. Instead, he would conclude that the hooks were already present when climbing evolved. The plants, he would say, made new use of an old characteristic. Parsimony underwrites this conclusion about chronological order (Coddington 1988).
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    Although parsimony supports the idea that the presence of T without X sometimes counts against the hypothesis that T evolved to facilitate X, it doesn't always. Figure 1.10 illustrates this possibility. The distribution of character states across the tips of the tree shown there leads parsimony to infer that climbing evolved before hooks, after which climbing was lost in the lineage. This parsimonious reconstruction of ancestral character states entails a chronological order that accords with the adaptive hypothesis that hooks evolved to facilitate climbing.


    In both figures 1.9 and 1.10, some tip taxa have hooks but do not climb. Parsimony draws different conclusions about what these observations mean concerning the states of ancestors.20 So the observation of hooks without climbing does not always count against the hypothesis that climbing evolved before hooks, at least not if we let parsimony guide our reconstruction of ancestral character states. Parsimony considerations indicate that the hooks of the nonclimbing plants in figure 1.10 are like the wings of penguins; both are instances of what biologists now call secondary loss. The hooks and the wings are vestiges. They initially evolved to perform a function; some descendants retain the trait though the function is no longer performed. When Darwin was thinking about the chronological order in which hooks and climbing evolved in the lineage leading to Malaysian trailing bamboo, I bet he was thinking about a phylogeny that resembles the one shown in figure 1.9, not the one shown in figure 1.10.
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    1.7. TREE THINKING


    In Darwin's theory and in the evolutionary biology of the present, a lineage is like a mine shaft that extends from the surface of the earth to deep below, with multiple portholes connecting surface to shaft at varying depths. By peering into a porthole, we gain evidence about what is happening in the shaft. The more portholes there are, the more evidence we can obtain. This is why common ancestry is not an unrelated add-on that supplements Darwin's hypothesis of natural selection; rather, common ancestry provides a framework within which hypotheses about natural selection can be tested. Thanks to common ancestry, facts about the history of natural selection become knowable.


    Does the truth of Darwin's Principle require the operation of natural selection? After all, if the probability that dolphins and sharks will have a torpedo shape isn't much affected by whether they share a common ancestor, isn't this because natural selection will exert a strong influence on the trait's evolution? Darwin did have this thought, but his principle does not require selection to have had any effect at all. Darwin's Principle entails that common ancestry can be inferred for a group of contemporary organisms even if none of their characteristics evolved by natural selection; far from leaving the hypothesis of common ancestry high and dry, the total absence of selection leads Darwin's Principle to conclude that the similarities one observes provide strong evidence for common ancestry. It is important to distinguish the following two claims:


     


    
      	If natural selection favored the evolution of trait T in the lineages leading to species X and Y, then the fact that X and Y both have trait T provides little or no evidence as to whether CA or SA is true.


      	Natural selection favored the evolution of one or more traits in the lineages leading to species X and Y.

    


    Darwin's Principle is committed to the first of these, but not to the second. It is in this sense that the inference of common ancestry does not depend on the occurrence of natural selection. What about the opposite dependence? Could natural selection be inferred as the cause of various observed traits if the organisms considered did not have common ancestors? Darwin, as far as I know, did not address this hypothetical question. What is clear is that he used the fact of common ancestry to frame and evaluate hypotheses about what natural selection has achieved. Selection does not build organisms ex nihilo; rather, it causes them to evolve away from the traits of their ancestors. To reason about the traits that natural selection has caused to evolve, we need information about the current characteristics of organisms and about the characteristics of their ancestors. Absent a time machine, it is collateral descendants that provide information about lineal ancestors.


    There is an argument for the existence of natural selection that figures prominently in the Origin, and it has nothing to do with the concept of common ancestry. This is Darwin's Malthusian argument. If reproduction in a population outstrips the supply of food, the population will be cut back. If the organisms in the population vary with respect to characteristics that affect their ability to survive, and if offspring inherit these fitness-affecting traits from their parents, the population will evolve. The process of natural selection is a consequence of these conditions,21 and it can and will occur even when no two species have a common ancestor, as in the hypothetical genealogy depicted in figure 1.2. All this is correct, but there is more to the Darwinian picture than this. The Malthusian argument establishes that selection has occurred—that some traits changed frequency because of the influence they had on the viability of organisms. But which traits evolved by natural selection? And if a trait did evolve under the influence of natural selection, why was it favored by natural selection? It is these questions, which concern the detailed application of the hypothesis of natural selection to examples, that common ancestry helps to answer.


    Ernst Mayr (1963) argued that a central conceptual innovation in the evolutionary biology that Darwin initiated was the replacement of typological (essentialist) modes of thought with “population thinking.”22 The distinction between these conceptual schemes needs to be clarified (Sober 1980),23 but one telling difference concerns the status of variation. Essentialists recognize that organisms in the same species vary but regard this variation as superficial and as something of a distraction; for them, the deep explanatory principles are to be found by discovering what conspecifics have in common, not in noticing how they differ. It is human nature that explains so much about human beings, and human nature is something that all humans share. Population thinkers invert this picture; for them, variation is of the essence and uniformity is as it may be. Variation drives the process of evolution.


    More recently, “tree thinking” has also been recognized as a central organizing idea in evolutionary biology (Harvey and Pagel 1991; O'Hara 1998; Baum and Offner 2008).24 We have seen one aspect of this mode of thought in the present chapter. Darwin used the fact of common ancestry to reason about natural selection, and contemporary evolutionary biologists are even more deeply committed to this pattern of thinking. However, Darwin's Principle says that you don't need to look at traits that evolved by natural selection to argue for common ancestry. In fact, to defend hypotheses of common ancestry, Darwin thinks you need traits whose presence was not due to natural selection.25 This is the evidential asymmetry that separates common ancestry from natural selection in his theory. So, did Darwin write the Origin backwards? The book is in the right causal order, but evidentially, the book is backwards.26

  


  
    

    [image: img]


    The subtitle that Darwin gave to the Origin of Species is curious: “the preservation of favored races in the struggle for life.” Does this phrase mean that Darwin's theory is the theory of race war? Biologists now are apt to wince at Darwin's choice of words, and not just because they loathe racism. When Darwin talks about the struggle for existence, he rarely thinks of a process in which groups compete with other groups. His usual picture is that nature is a war of individuals with each other. The struggle is between tigers with sharp claws and tigers with dull claws, not between groups of tigers. There nonetheless are a few cases in which Darwin does discuss selection processes in which groups are the units, and these will be the focus of the present chapter. But even here it does not matter whether the groups are from different “races”1 or from the same race. It is nests of honeybees that compete with each other, and human tribes that compete with other human tribes. For Darwin, the question of group selection had nothing special to do with “race.” Still, writing in the heyday of empire, Darwin saw European nations outcompeting the nations, kingdoms, and tribes that occupy the rest of the globe. In this one very salient example, Darwin did see races struggling with each other. In any event, the word race in Darwin's subtitle needs to be understood very broadly; it encompasses competition among individuals, competition among groups in the same “race,” and competition among groups from different “races.” This is a much broader meaning than the word “race” tends to have today.


    Before delving into the details of Darwin's ideas on group selection, I will briefly describe what happened to that concept in the evolutionary biology of the 1960s and after. Group selection is controversial now, and any account of the Darwinian past is bound to be colored by one's view of the present. I tell the story backwards to put my cards on the table at the outset.



    2.1. BACK TO THE 60S


    Here's a question that now is a standard device for introducing the problem of the units of selection: Does natural selection cause traits to evolve because they are good for the group in which they occur, or does selection cause traits to evolve because they are good for the individual organism that has them? The “good” that is relevant concerns fitness. To say that a trait is “good for the individual” means that it helps individuals to survive and reproduce; to say that it is “good for the group” means that it helps groups to avoid extinction and to be productive (more on this in §2.4). We'll see in this chapter that the question just posed needs to be sharpened. But for now, the point is simply that this question poses a well-recognized problem. It wasn't always. From the founding of the Modern Synthesis in the 1930s until the 1960s, the idea that there is a fundamental antagonism between individual and group selection was far from obvious. Although there were a few, brief, skeptical comments about selection acting at the level of the group, for most biologists, there was no conflict between these two points of view. Both were tools in the biologist's tool kit; biologists by and large slid comfortably from one description of natural selection to the other, depending on which seemed more intuitive.


    All this changed in the 1960s. Several scientists brought about this about-face, but the one I'll focus on here is George C. Williams. The point of his influential 1966 book, Adaptation and Natural Selection, was to challenge the legitimacy of group selection hypotheses. Williams mounted his offensive on two fronts, by developing two very different types of argument. Sometimes he argued that individual and group selection hypotheses make different predictions about what we should observe, and that the observations speak in favor of the former. Williams's discussion of sex ratio (the mix of males and females found in a population) follows this familiar scientific pattern. He claimed that individual selection predicts that there should be approximately equal numbers of males and females in a population, whereas group selection predicts that populations should shift from a female-biased to a male-biased sex ratio depending on which is better for the group in its ecological circumstance (Williams 1966, 148). The question is then settled  by the data, Williams ( p. 151) says, since “in all well-studied animals of obligate sexuality, such as man, the fruitfly, and farm animals, a sex ratio close to one is apparent at most stages of development in most populations.” In this argument, Williams, treats both individual and group selection as legitimate hypotheses, and data are used to choose between them. The argument is about sex ratio and says nothing about whether other traits should also be understood in terms of individual selection alone. Williams's sex ratio argument, in this sense, is both data-driven and local.


    Although this piecemeal and predictive test of group selection hypotheses was important to Williams, he wanted to drive home a deeper and more general critique. For Williams, group selection wasn't merely empirically mistaken; it was a confusion, an idea at odds with the basic logic of rigorous Darwinism. To sustain this more sweeping criticism, Williams developed several arguments that differed in form from what he said about sex ratio. For example, he frequently invokes the principle of parsimony as a tiebreaker; he says that if individual and group selection hypotheses both predict what we observe, we should prefer the former, because it is simpler. Williams says that this is his “ground rule,” his “doctrine” (1966, 4). The conclusion of these parsimony arguments is not that we should be agnostic about group selection; rather, parsimony is offered as a “reason for rejecting” this more complex hypothesis (p. 19). Williams uses parsimony to analyze a variety of traits—the structure of a fox's paw, alarm calls, earthworms improving the soil, territoriality, and much else. Group selection hypotheses are repeatedly sliced away by Ockham's razor.


    Parsimony was important in this second part of Williams's critique, but there were other arguments as well. Here are four:



    the numbers argument: Williams (1966, 115) says that a species will typically contain only a very small number of groups, and that this means that group selection is extremely vulnerable to chance fluctuations, thus considerably reducing the probability that group adaptations can evolve.



    the stability argument: For individual selection to lead a gene that is advantageous to individuals to evolve to fixation (or nearly so), the  mutation rate must be low compared to the strength of selection. Williams takes this to mean that for group selection to lead group adaptations to evolve, groups must be relatively stable in their genetic composition, a requirement that he says is rarely met (pp. 23, 114). Williams thinks this shows that “the effectiveness of group selection is open to question at the axiomatic level for almost any group of organisms.”



    the speed argument: Since organisms reproduce faster than groups do, Williams concludes that group selection will be a weak force, compared with individual selection. (p. 114)



    the origination argument: Williams claims that for group selection to cause the evolution of a trait that is good for the group though bad for the individual that has it, the trait must first become common in a single group (after which, the group will export the trait to other groups). Williams discusses Wright's (1945) idea that the trait might drift to fixation within a group (against the tide of individual selection) but argues that this will occur very rarely, since it requires a highly constrained set of population parameter values. (p. 111)



    These four arguments focus on broad structural features of how selection processes work; they do not appeal to the principle of parsimony. Williams (1966, 116) says that these arguments “are not intended as a logically adequate evaluation of group selection”; rather, “they provide a reasonable basis for skepticism.”


    Williams's book had a large impact on thinking in evolutionary biology. My guess is that the argument about sex ratio wasn't anything like the main reason that biologists turned against group selection; parsimony and the theoretical arguments just mentioned were the driving force. In any event, the rejection of group selection cannot be attributed just to Adaptation and Natural Selection. This is because Williams's negative arguments were joined by three positives. Before the 1960s, group selection seemed necessary to explain traits that are good for the group though bad for the individuals possessing them; these are the traits that biologists came to call altruistic.2 But then Hamilton's (1964) theory of inclusive fitness, Trivers's (1971) idea of reciprocal altruism, and the evolutionary game theory of Maynard Smith and Price (1973) came  along, and each seemed able to explain helping behavior without invoking group selection. The rejection of group selection was trumpeted as a major scientific advance. Dawkins (1976) popularized this anti-group-selection consensus in his book The Selfish Gene.


    The tide was very powerful, but there were a stubborn few who resisted its pull. In a 1970 review article, Richard Lewontin provided an abstract characterization of the process of evolution by natural selection, from which he extracted representations of what group, individual, and other sorts of selection each involve. While generally sympathetic with Williams's (1966) critique, Lewontin did not put much weight on parsimony considerations and moreover treated group selection not as a conceptual aberration but as part of the overall logical framework of the theory of natural selection. He also thought there were two well-documented cases of group selection. One of these was an example that Williams mentions, the evolution of meiotic drive in the house mouse (more on this soon); the other was an example that Lewontin thought likely to embody a general phenomenon—the evolution of reduced virulence in the myxoma virus, a disease deliberately introduced into Australia to reduce the rabbit population. In 1976, Michael Wade published a study of the group selection experiments he carried out on the flour beetle Tribolium. If artificial group selection can produce the large changes that Wade observed, perhaps the possibility of significant cases of group selection in nature should not be dismissed out of hand. Two years later, Wade published a paper reviewing the then current mathematical models of group selection, showing how they adopted assumptions that biased the case against group selection. In 1980, David Sloan Wilson expanded his 1975 article into a book that presented a new theory of group selection and applied it to new biological examples.


    If we fast-forward to the present, we now find that there is no consensus in biology about the status of group selection. Rather, there are two warring factions (Kohn 2008). Many biologists maintain that there now is a robust theory of multilevel selection, well supported by a variety of empirical examples, according to which selection can and does act at multiple levels. Not only do different traits evolve because of different types of selection; in addition, a single trait can experience  multiple forms of selection simultaneously. In contrast, many other biologists continue to maintain that group selection is both factually mistaken in particular cases and is generally misguided. According to the first faction, the 1960s are well in the past; according to the second, the 1960s are with us still.3


    This very brief sketch of the situation in biology from the 1960s to the present is meant to set the stage for my discussion in this chapter of Darwin's view of group selection. Beginning in the 1960s, foes of group selection have frequently claimed that their position is true to how Darwin saw things. Yet, one also finds friends of group selection saying that it is their ideas that trace back to The Master. Let the reader beware! Darwin casts a long shadow, and many evolutionists have sought shelter in his penumbra. For example, Michael Ruse (2000, 2006) thinks that the idea of group selection is a big mistake, so perhaps his interpreting Darwin as a resolute individualist is no surprise:



    Apart from some slight equivocation over man, Darwin opted firmly for hypotheses supposing selection always to work at the level of the individual rather than the group. (Ruse 1980, 615)


    In a similar vein, Helena Cronin (1991, 277) refers with approval to “the individual-level orthodoxy of Darwin, Wallace, and their contemporaries.” And Richard Dawkins (1982, 6) describes biology since the 1960s as painfully struggling to regain “Darwin's ground,” which is the position Dawkins calls “the selfish organism”; Dawkins says that this heroic slog was a hard one because the forces of light were “harassed by sniping from a Jesuitically sophisticated and dedicated neo-group-selectionist rearguard.” As I'll explain, I disagree with Ruse's and Cronin's and Dawkins's interpretation of Darwin—but perhaps this, too, is no surprise, given that I think that group selection is a legitimate hypothesis that sometimes is well supported by evidence; it isn't a confusion that some simple argument can show is always wrong-headed. Rather, what I think is wrong-headed are the bad arguments that in the 1960s temporarily dislodged group selection from the biologist's tool kit. I won't be able to discuss all the arguments that have been made against group selection (for more details, see Sober 1984, 1993, and  Sober and Wilson 1998); rather, what I'll do here is comment briefly on the arguments that Williams constructed.


    Before I do so, I want to emphasize that I am no fan of “naive group selectionism”—the uncritical assumption that the traits we see in the organisms around us evolved because they were good for the group. Williams wrote Adaptation and Natural Selection in response to a biological literature in which naive group selectionism was rampant—thinking that was not supported by explicit mathematical models, or by a sufficiently critical assessment of the data, or with due attention to alternative possible explanations. Williams was right to complain about this, but his complaint also applies to many of the individual selection explanations that were defended in that period. Naive adaptationism is a mistake (Gould and Lewontin 1979), whether it is of the group or the individual variety. Objections to naive group selectionism do not show that the whole idea of group selection is mistaken; they leave open whether group selection has been an important cause of evolutionary outcomes. And Williams's beef wasn't merely about methodology; his main goal was to defend a substantive view of what goes on in evolution. So let us look at Williams's substantive arguments.


    His numbers argument is misconceived. Williams says that “a species of a hundred different populations, sufficiently isolated to develop appreciable genetic differences, would be exceptional in most groups of organisms” (1966, 115). For starters, think of the numerous hives, nests, packs, pods, prides, gaggles, herds, and tribes that comprise many species. Also, the question of how vulnerable group selection is to chance fluctuations isn't settled by the number of groups; one also must take account of the intensity of selection between groups. Here we can take our cue from the customary conceptualization of how individual selection and drift are related; one considers the product Ns, where N is the effective population size and s is the individual selection coefficient. The larger Ns is, the more certain it is that the trait favored by individual selection will in fact evolve; larger values of Ns mean that the process is less vulnerable to chance fluctuations. Individual selection is said to dominate drift when Ns >>1, and drift is said to dominate when Ns <<1. Following this lead, we might similarly say that group selection is less vulnerable to chance fluctuations the larger the quantity  N*s* is, where s* represents the strength of selection among groups and N* is the number of groups. The question, then, will be how often N*s* >>1. Even if this is often untrue, it is important to recognize those cases in which the inequality is true. But a further question remains. Looking at the value of Ns when there is individual selection and drift, and looking at N*s* when there is group selection and drift, doesn't address the question of how one should compare the two processes when both occur. Perhaps a reasonable comparison would be to consider whether Ns >>N*s*. Even when this inequality is true, it doesn't follow that group selection can be ignored. After all, both products could still be much greater than unity.


    The stability argument also misses its mark. For group selection to cause altruism to evolve, groups needn't be absolutely stable in their genetic features. Rather, what pertains to group selection is also true of individual selection—mutation rates must be low compared to selection coefficients. Group selection can lead a metapopulation of groups to evolve to close to 100 percent altruism only if mutation rates are relatively low, but it is equally true that individual selection can lead the metapopulation to evolve to close to 100 percent selfishness only if mutation rates are relatively low. It is now a familiar feature of models of group selection that altruism can evolve when groups frequently go extinct and found new colonies, with the mix of altruistic and selfish individuals changing within groups at the same time that group selection causes altruism to increase in frequency in the global population of groups. Of course, selection within groups cannot swamp the selection of groups if altruism is to evolve, but there is no axiomatic reason to think that this cannot occur, or is so immensely improbable that it can be dismissed as a serious hypothesis.


    The speed argument is also too strong. The fact that organisms reproduce faster than groups found new colonies doesn't show that altruism can't evolve by group selection. What is true is something more modest: if the founding of new groups occurs too slowly, compared with the rate at which individuals reproduce, and if there is no migration among existing groups, then altruism cannot evolve. For example, suppose there is no migration and that selfishness is sufficiently fitter than altruism within groups that selfishness completely displaces altruism in  each group if the groups last twenty-five organismic generations. This means that if groups go extinct and found new colonies only once every hundred organismic generations, then group selection won't be able to cause altruism to evolve. On the other hand, if group extinction and the founding of new groups isn't too slow, the question is open.


    Williams's origination argument is well taken, but it was focused on Wright's (1945) brief treatment of the issue. Hamilton's (1964, 1967) theorizing and the ideas it inspired have made it clear that groups can begin with high percentages of altruists if groups are founded by small numbers of individuals, there being no need for drift within groups to do the work (see also Sober and Wilson 1998, 135–42).4


    What about Williams's parsimony argument against group selection? The concept of parsimony involved here is not cladistic parsimony (§1.6); rather, the relevant parsimony concept is paucity of adjustable parameters, a concept whose relevance to inference is elucidated by work in the part of statistics called model selection theory (Sober 2008b). When models contain adjustable parameters, how accurately will different models predict new data when each is fitted to old? It turns out that the number of parameters a model contains is relevant to estimating the model's predictive accuracy. Parsimony isn't the only consideration that matters; the other is how well the model fits the observations at hand. When Williams's parsimony arguments can be understood in terms of this statistical framework, his “ground rule” makes sense, though it needs to be said that model “selection” theory really isn't about acceptance and rejection but rather pertains to model comparison. However, the discussion of examples in Adaptation and Natural Selection often does not involve mathematical models that contain adjustable parameters whose values are estimated from data. In this regard, consider Williams's (1966, 212–17) discussion of schooling in fish. Although the precision with which a school holds together and navigates might suggest that schooling is a group adaptation, Williams argues that the behavior is in fact a statistical consequence of individuals doing what is in their self-interest. A fish needs to avoid predators, and a good way to do this is to place other conspecifics between itself and danger. The result is that each fish swims toward the center. The fish don't scatter; rather they clump together. Given that both group and  individual selection hypotheses predict what we observe—namely, that fish school—Williams reaches for his razor and rejects the group selection hypothesis. There are no parameters being estimated from data in this argument, and so no “models” in the sense that term has in model selection theory. Also notice that the competing hypotheses aren't individual-selection-only versus group-and-individual-selection-both; rather, they are individual-selection-only versus group-selection-only. Why is the former more parsimonious? Another feature of this parsimony argument is that only a very modest description of the observations gets addressed. We observe that various fish form schools. But what does schooling really involve? Do individuals take turns occupying the dangerous periphery? Do stronger fish push weaker fish to the outside? What we rarely observe is a helter-skelter rush to the center. Rather than reaching for our razors, we should develop a more detailed set of observations that will tell us which theories are better. And finally, surely the question about schooling should be comparative: why do some species have the trait while others do not? The relevant data should be comparative, and the competing hypotheses should seek to identify the ecological features that make schooling advantageous in some circumstances and disadvantageous in others (Sober 2008b, §3.6).5


    With respect to Williams's discussion of sex ratio, the logic of his argument was pretty good, but his biological facts were wildly wrong. Individual and group selection do make different predictions about what sex ratios should evolve, but it turns out that there are plenty of species that have sex ratios that differ appreciably from unity, and this was known in biology before Williams published his book. Williams was right to view R. A. Fisher's (1930) explanation of even sex ratios as an individual selection hypothesis. A year after Williams's book was published, Hamilton's (1967) theory of the evolution of “extraordinary” sex ratios appeared, a theory that turned out to involve group selection. Some years later, Williams (1992, 49) acknowledged that it is group selection that causes female-biased sex ratios. I will examine Fisher's and Hamilton's theories of sex ratio, as well as Darwin's, in the next chapter.


    Williams's (1966, 117) discussion of Lewontin and Dunn's (1960) study of meiotic drive in the house mouse is interesting in this connection. He says that this study provides “the only convincing evidence  for the operation of group selection.” This comment shows that Williams's position is not that group selection never occurs, or that it never makes a difference in evolutionary outcomes. Why was Williams impressed with this study? When Lewontin and Dunn argue that group selection influenced the evolution of a gene (the t-allele), their strategy is not to invent a group selection hypothesis and declare a victory. Rather, in conformity with Williams's parsimony principle, they first show that a model that neglects group selection makes inaccurate predictions and that a plausible group selection hypothesis can be added to the model that improves its predictive accuracy. The simpler model with which Lewontin and Dunn begin represents causes that are clearly supported by evidence; the evidence also shows that this model is incomplete.6 Williams was right to be impressed. However, he never took this study to suggest that the same processes might govern the evolution of other traits in other populations. Even if it does so only rarely (for example, if only 1 percent of the traits that evolve by natural selection involve the substantive influence of group selection), that would not license dismissing group selection as a legitimate hypothesis. Williams's view of the t-allele in the house mouse, like his treatment of sex ratio, suggests that the right approach to the units of selection problem is data driven and local. Yet the fact of the matter is that Williams, like other foes of group selection, sought wholesale arguments of global sweep.7


    In spite of my negative comments about Williams's book, I do think that one of his central theses was correct and very important. Williams made it impossible to ignore the simple fact that what is good for the group is often bad for the individual organism. This is what altruism is all about. When there is conflict of interest between these two levels of organization, the hypotheses of individual and group selection make very different predictions about what should evolve. To slide back and forth between good-for-the-individual and good-for-the-group, as if this change in wording makes no substantive difference, is a very deep confusion.


    There is a second insight in Williams's (1966) book that is equally fundamental. He points out that there is a difference between the question of whether a trait now is good for the group and the question of whether it evolved because it was good for the group. This distinction between current utility and historical cause is one that Darwin drew (§1.6), but Williams identifies an important role that the distinction needs to play in discussions of units of selection. The point is that traits that are good for the group can evolve purely by individual selection. They provide what Williams calls fortuitous group benefits; they are not group adaptations. A simple hypothetical example that illustrates Williams's point is depicted in figure 2.1. Suppose there are fast and slow zebra in a herd. To keep the example simple, suppose the zebras reproduce asexually, with fast parents producing fast offspring and slow parents producing slow offspring. Suppose further that lion predators are more likely to attack and kill a slow zebra than a fast one, and that this is true independently of how common or rare the two traits are in the population. Since fast zebras are fitter than slow ones, the frequency of fast zebras should increase until the population becomes 100 percent fast. The fitter trait sweeps to fixation, and the less fit trait is driven to zero. This is a process of purely individual selection, occurring within the confines of a single group, but it produces an outcome that is good for the group. Groups that are fast have a lower probability of being hunted to extinction than groups that are slow. Williams saw that it is a fallacy to conclude that a trait is a group adaptation just because it now benefits the group. Current biologists, whether they are friends or foes of group selection, usually follow Williams's suggestion that the term adaptation should be used historically: if a trait is a group adaptation, it evolved because of group selection, and if it is an individual adaptation, then it evolved because of individual selection (Williams 1966, 92–93).
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    I'll close this section by posing a puzzle. It is sometimes called “the paradox of altruism,” but, as we will see, it is an instance of a more general paradox. Altruists, by definition, are less fit than the selfish individuals who live in the same group. This is because altruists reduce their fitness by donating fitness benefits to others; selfish individuals make no such donations themselves. And a selfish and an altruistic individual in the same group stand to benefit equally from the other altruists with whom they live.8 A second definitional point is that when evolution is controlled by natural selection, fitter traits increase in frequency and less fit traits decline.9 This is what happened in the example of the fast and slow zebras. Put these two definitional facts together and the conclusion seems inevitable that selection cannot cause altruism to evolve. If selection cannot do this, then group selection cannot do so, either. If this simple syllogism is correct, then the idea that group selection can cause altruism to evolve really is conceptually flawed. If the syllogism goes wrong, where is the mistake?



    2.2. HUMAN MORALITY


    The most famous passage in which Darwin invokes the hypothesis of group selection occurs in his discussion of human morality in the Descent of Man. Let us begin with Darwin's setting of the problem:



    It is extremely doubtful whether the offspring of the more sympathetic and benevolent parents, or of those which were the most faithful to their comrades, would be reared in greater number than the children of selfish and treacherous parents of the same tribe. He who was ready to sacrifice his life, as many a savage has been, rather than betray his comrades, would often leave no offspring to inherit his noble nature. The bravest men, who were always willing to come to the front in war, and who freely risked their lives for others, would on an average perish in larger number than other men. (Darwin 1871, 163)


    A few pages later, Darwin proposes his solution:


    It must not be forgotten that although a high standard of morality gives but a slight or no advantage to each individual man and his children over the other men of the same tribe, yet that an increase in the number of well-endowed men and an advancement in the standard of morality will certainly give an immense advantage to one tribe over another. A tribe including many members who, from possessing in a high degree the spirit of patriotism, fidelity, obedience, courage, and sympathy, were always ready to aid one another, and to sacrifice themselves for the common good, would be victorious over most other tribes; and this would be natural selection. At all times throughout the world tribes have supplanted other tribes; and as morality is one important element in their success, the standard of morality and the number of well-endowed men will thus everywhere tend to rise and increase. (Darwin 1871, 166)


    This is group selection, not in the sense of competition among different species, but in the sense of competition among different groups of individuals all in the same species. As far as I know, Darwin never invoked the good of the species in his discussion of natural selection; we will see in §2.6 that there was at least one occasion on which he considered this hypothesis and rejected it.


    Darwin's hypothesis that human morality evolved by group selection is a good place to address the paradox I posed at the end of the last section. It concerns the following syllogism:



     


    Altruists are less fit than selfish individuals in the same group.


    When evolution is controlled by natural selection, fitter traits


         increase in frequency and less-fit traits decline.


    ________________


     


    Therefore, altruism cannot evolve by natural selection.


    This argument is a fallacy; the two premises are true (by definition), but the conclusion does not follow.


    To see why the conclusion is not a consequence of the premises, let's consider a simple example based on the fitness functions shown in figure 2.2., which depict two definitional truths about altruism and selfishness. The first is the one stated in the first premise of the syllogism  we are analyzing; regardless of the percentage of selfish individuals found in a group, altruists in the group are less fit than selfish individuals. The second conceptual truth is that the fitness of a group is greater the higher its concentration of altruists. If there is just one group of organisms, which persists from generation to generation, the frequency of altruism will decline and eventually go to zero. In this case, the conclusion drawn by the syllogism is correct. However, this is not an argument against group selection. Rather, it merely makes the point that altruism cannot evolve if there is no group selection. If there is just one group, there is no variation among groups, and so no group selection can occur.
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    To introduce group selection into the example, let's imagine that there are two groups, each of size ten—Group 1 is 10 percent selfish (so it contains 1 selfish individual and 9 altruists) and Group 2 is 90 percent selfish (so it contains 9 selfish individuals and 1 altruist). Here are the fitnesses of altruists (A) and selfish individuals (S) in the two groups, each read off the fitness functions in figure 2.2.:
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    In each group, the selfish individuals are fitter than the altruists. But if we take the two groups together, we find that altruists are on average fitter than selfish individuals:
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    Of the ten selfish individuals in the two-group metapopulation, one of them has a fitness of 4, and nine have a fitness of 2; of the ten altruists in the metapopulation, nine have a fitness of 3, and one has a fitness of 1. How is it possible for selfish individuals to be fitter than altruists in each group, but for altruists to have the higher fitness overall? The reason this happens in our example is that altruists tend to live with altruists, and selfish individuals with selfish individuals. There are 10 altruists in the two-group metapopulation, and nine of them live together; there are 10 selfish individuals, and nine of them live together. This arrangement, of like interacting with like, is crucial if group selection is to cause altruism to evolve.


    Perhaps you find it paradoxical that altruists can be less fit than selfish individuals in each group and still be fitter on average than selfish individuals in the two-group metapopulation. If so, your feeling of incredulity will probably increase when you consider the changes that will take place from the generation just described to the next. If the parents reproduce asexually and then die, with offspring having the same phenotypes as their parents, then, in the next generation, there will be (9 × 3) + (1 × 1) = 28 altruists and (1 × 4) + (9 × 2) = 22 selfish individuals. So the frequency of altruism in the metapopulation has increased from 50 percent to 28/50 = 56 percent. However, the frequency of altruism declines in each group. In group 1, it drops from 90 percent to 27/31 ≈ 87 percent; in group 2, it drops from 10 percent to 1/19 ≈ 5 percent. The frequency of altruism increases in the metapopulation, though it declines in each group.10 In this example, there is group selection (selection between groups) favoring altruism, and individual selection (selection within groups) favoring selfishness. Because of the numbers I have chosen, group selection is stronger than individual selection, so the frequency of altruism increases in the metapopulation.11


    The pattern just described, in which what is true within each group fails to be true in the metapopulation as a whole, is an instance of Simpson's paradox (Sober 1984, 1988), named for the statistician E. Simpson (1951) who wrote about this possibility, though not in connection with the evolution of altruism. The pattern is paradoxical. It is natural to assume that what is true of each part must also be true of the whole. This assumption is correct for many properties of wholes and parts, but it can fail when the properties are averages. If the total dollars earned by men exceeds the total dollars earned by women in each of the fifty states, then the total dollars earned by men must exceed the total dollars earned by women in the United States as a whole. However, if men have a higher average income than women in each state, it does not follow that the national average for men must exceed the national average for women.


    Simpson's paradox is part of the explanation of how altruism can evolve, but it is not the whole story. If the two groups in my example hold together for a very long time, altruism will eventually go to zero in each, and so the trait will zero out in the metapopulation as well. For the increase in altruism to be sustained, groups must produce new groups, either by budding off or by sending migrants into a global pool that then precipitates the next generation of new groups. As Williams (1966) observed, the rate at which new groups are founded must not be too slow (§2.1). Notice also that it is incidental to my explanation of how Simpson's paradox bears on the evolution of altruism that the two groups in my example drastically increase in size in a single generation. This is an artifact of my choice of 4, 3, 2, and 1 as the four relevant fitnesses. The point of the example would have been the same if I had discussed fitnesses of 0.4, 0.3, 0.2, and 0.1 instead. Rather than talking about fitness in terms of whole numbers of offspring, I could have talked about fitness in terms of an organism's chance of surviving to reproductive age.


    Why did group selection fall so far from grace in the evolutionary biology of the 1960s? Was it the growing prestige of genetics, a subject that was making increasingly vivid the power of those tiny particles that live inside us, which Dawkins (1976, 20) says “created us, body and mind?” Maybe there also was the more general allure of reductionism,  a philosophy that seeks to replace explanations stated in terms of wholes with explanations that are given in terms of their parts. And perhaps the sea change in biology reflected changes in the wider culture—the dawning in the Age of Aquarius of a new individualism, a reaction against the men in gray flannel suits of the conformist 1950s. Whatever the cause or causes, the rejection of group selection was aided and abetted by Simpson's paradox. Or rather, it was the failure to understand Simpson's paradox that helped make group selection sound crazy. If selfish individuals out-compete altruists in each group, how can altruism increase in frequency? Subversion from within (Dawkins 1976) sounds like an iron law; saying that group selection can cause altruism to evolve sounds like a mixture of naїvėtė and wishful thinking. However, once one understands Simpson's paradox, it is the automatic dismissal of altruism's evolving by group selection that starts to sound naive.



    2.3. THE HONEYBEE'S BARBED STINGER


    The Descent of Man is not the first publication in which Darwin embraces the hypothesis of group selection. He puts it to work in the Origin. Here is what he says in the first edition about the honeybee's barbed stinger:



    Can we consider the sting of the wasp or the bee as perfect, which, when used against many attacking animals, cannot be withdrawn, owing to the backward serratures, and so inevitably causes the death of the insect by tearing out its viscera? If we look at the sting of the bee, as having originally existed in a remote progenitor as a boring and serrated instrument, like that in so many members of the same great order, and which has been modified but not perfected for its present purpose, with the poison originally adapted to cause galls subsequently intensified, we can perhaps understand how it is that the use of the sting should so often cause the insect's own death: for if on the whole the power of stinging be useful to the community, it will fulfill all the requirements of natural selection, though it may cause the death of some few members. (Darwin 1859, 202)


    Bees with barbed stingers are altruists. The trait evolves because of the good it does the group, and in spite of the harm it does to the individual that has it.


    Human morality involves sophisticated cognition; a bee's developing and using its barbed stinger, presumably, does not. This difference in proximate mechanism does not affect Darwin's thesis that both traits evolved because of group selection. Even so, there may well have been a difference in the evolutionary processes involved. When the barbed stinger was evolving in the lineage leading to modern honeybees, some bees had barbed stingers while others did not, and this difference between bees was due to their differing genetically. Darwin's discussion of human morality requires, in the lineage leading to modern human beings, that some individuals embraced an altruistic morality while others did not. This variation in phenotype may have been due to genetic differences between individuals, but it need not have been. Darwin's hypothesis is consistent with a moral inclination to altruistic behavior evolving by cultural group selection (Boyd and Richerson 1985; Sober and Wilson 1998). Perhaps the traits are transmitted from one generation to the next by teaching and learning, not by genes being passed from parents to offspring. Tribes with a cultural commitment to mutual aid can out-compete tribes of selfish individuals even if the different tribes are genetically identical.



    2.4. THE RISK OF ANACHRONISM


    Any argument about whether Darwin endorsed group selection must use some definition or other of what group selection involves. Unfortunately, this is contested territory. The problem is that present-day friends and foes of group selection often define key terms in different ways.


    I think of individual selection as selection within groups of organisms and of group selection as selection among groups of organisms, where all the organisms involved are in the same species. In both cases, selection occurs when there is variation in fitness. An individual's fitness is its ability to reproduce in its environment. Survival is relevant to fitness  only in so far as it contributes to reproduction. What does the fitness of a group amount to? I'll discuss this point more in §2.7, but for now let me just stipulate that the fitness of a group is the (expected) number of offspring individuals its members produce. To estimate a group's fitness, don't count the number of groups it founds.


    According to these definitions, there can be individual selection without group selection; for example, if there is just one group, there is no group selection, but there still can be fitness variation among the individuals in that one group. And there can be group selection without individual selection; for example, if each group is internally homogenous, there will be no selection within groups, but there still can be selection between. And, of course, the two types of selection can occur at the same time. This is what happens when altruism competes against selfishness in a multigroup metapopulation in which there is variation within and between groups; individual selection favors selfishness and group selection favors altruism.


    What does the word group mean in the context of group selection. Individuals in the same group affect each other's fitnesses. When wolves hunt together, their behavior affects each other's fitness, but not the fitnesses of individuals in other packs. Groups need not be reproductive units. The individuals in a single hunting group may reproduce with each other, but they need not. For example, imagine that the wolves that hunt together are all of the same sex. If the individuals in a pack are good at cooperative hunting, they may have more offspring than individuals in packs in which cooperation is rare. Groups can last for a fraction of an organismic generation, or they may persist for many generations. They may be composed of close genetic relatives, but they need not be.12


    This may all sound simple and straightforward, but there is a lot of disagreement. For example, it follows from what I've described that kin selection is a kind of group selection. Many modern foes of group selection use a semantic framework in which this is not the case. The term kin selection was invented by Maynard Smith (1964) as a gloss on Hamilton's (1964) theory of inclusive fitness. Maynard Smith introduced this new term in order to distinguish kin selection (which he liked) from group selection (which he loathed). He considers a hypothetical  example of mice living in haystacks. Each haystack is founded by a single fertilized female; the females give birth and die, so in the next generation each group is composed of siblings. If these individuals interact with each other and then disperse before they mate, Maynard Smith classifies selection between these sibgroups as kin selection. But suppose the sibgroups hold together and there is brother/sister mating, so that in the next generation each group is composed of individuals who are either siblings or cousins. Maynard Smith classifies selection among these groups as group selection. It seems to me that Maynard Smith's distinction is a distinction without a difference; the distinction between first and second generation does not mark a difference between different types of selection process (Sober and Wilson 1998, 67–71). It is nowhere to be found in Hamilton's theory of inclusive fitness, which treats both cases within a single framework. This is why I apply the term group selection whether the groups disperse before or after there is reproduction.


    Current foes of group selection often use “kin selection” in a way that departs from Maynard Smith's stipulation while retaining his idea that kin selection isn't group selection. Kin selection is now often understood to mean that the individuals in a group are “related,” in the sense that two individuals in the same group are, on average, more closely related genealogically to each other than two individuals from different groups, on average, are.13 According to this usage, group selection occurs only when members of the same group are “unrelated.” In the haystack model, this definition entails that there is kin selection in every generation and group selection in none. Here again, the distinction between “related” and “unrelated” makes sense, but the same considerations are relevant to determining whether altruism will evolve, regardless of whether groups are made of relatives or of nonrelatives. For altruism to evolve by group selection, it is essential that altruists differentially interact with other altruists. One way to achieve this association is by having genetic relatives interact with each other, but the interaction of like with like can be achieved in other ways, as Hamilton (1975/1996, 337) observes. Whether groups are composed of relatives, altruists are less fit than selfish individuals in the same group, while groups of altruists do better than groups of selfish individuals. Once again, it makes sense to view kin selection as a kind of group selection.14


    How should these points affect our interpretation of Darwin? Darwin did see the importance of evolution in groups composed of close relatives, as I'll explain in §2.6, but this is no reason to deny that he understood such cases in terms of group selection (Richards 1987, 212–19). For Darwin, relatedness is a fact that helps altruism to evolve under the influence of group selection; it isn't a fact that somehow cancels the operation of group selection. At the same time, the distinction between selection within groups and selection between groups is central to Darwin's thinking; it is not a modern innovation. Consider the following passage from Descent of Man in which Darwin discusses how selection can preserve



    variations which are beneficial only to the community. A community including a large number of well-endowed individuals increases in number and is victorious over other and less well-endowed communities; although each separate member may gain no advantage over the other members of the same community. With associated insects many remarkable structures, which are of little or no service to the individual or to its offspring, such as the pollen-collecting apparatus, or the sting of the worker-bee, or the great jaws of soldier ants, have been thus acquired. (Darwin 1871, 155)


    Darwin also takes pains to distinguish within-group from between-group processes in his discussion of human morality. For Darwin, an altruistic trait requires selection among groups if it is to evolve against the tide of individual selection, which favors selfishness within groups.



    2.5. MORE ON DARWIN ON MORALITY


    Although Darwin does invoke group selection to explain human morality in Descent of Man, the story is more complicated. Here (in italics) is the first passage I quoted in §2.2 along with the prose that Darwin places just before and after:


    But it may be asked, how within the limits of the same tribe did a large number of members first become endowed with these social and moral qualities, and how was the standard of excellence raised. It is extremely doubtful whether the offspring of the more sympathetic and benevolent parents, or of those which were the most faithful to their comrades, would be reared in greater number than the children of selfish and treacherous parents of the same tribe. He who was ready to sacrifice his life, as many a savage has been, rather than betray his comrades, would often leave no offspring to inherit his noble nature. The bravest men, who were always willing to come to the front in war and who freely risked their lives for others would on an average perish in larger number than other men. Therefore it seems scarcely possible (bearing in mind that we are not here speaking of one tribe being victorious over another) that the number of men gifted with such virtues, or that the standard of their excellence, could be increased through natural selection, that is, by the survival of the fittest.


    Although the circumstances which lead to an increase in the number of men thus endowed within the same tribe are too complex to be clearly followed out, we can trace some of the probable steps. In the first place, as the reasoning powers and foresight of the members became improved, each man would soon learn from experience that if he aided his fellow-men, he would commonly receive aid in return. From this low motive he might acquire the habit of aiding his fellows; and the habit of performing benevolent actions certainly strengthens the feeling of sympathy, which gives the first impulse to benevolent actions. Habits, moreover followed during many generations probably tend to be inherited.15


    But there is another and much more powerful stimulus to the development of the social virtues, namely, the praise and blame of our fellow-men. The love of approbation and the dread of infamy, as well as the bestowal of praise or blame, are primarily due to the instinct of sympathy; and this instinct no doubt was originally acquired, like all the other social instincts, through natural selection….


    We may therefore conclude that primeval man, at a very remote period, would have been influenced by the praise and blame of his fellows. It is obvious, that the members of the same tribe would approve of conduct which appeared to them to be for the general good, and would reprobate that which appeared evil. To do good unto others—to do unto others as ye would they should do unto you,—is the foundation-stone of morality. (Darwin 1871, 163–65)


    Darwin begins this passage by asking “how within the limits of the same tribe did a large number of members first become endowed with these social and moral qualities” and answers by invoking reciprocity and praise and blame. This material is not separated from his discussion of group selection, but, in fact, there is a conceptual divide here that needs to be recognized. Group selection cannot cause an altruistic trait to increase in frequency within the limits of a single group; rather, what group selection can cause is the increase in frequency of altruism in a metapopulation of groups. As noted earlier, if selfishness competes against altruism within a single group, selfishness increases, not altruism. So, when Darwin asks how altruism could become common in a single group, he is right to look to other causes. The problem is that, in pursuing this legitimate question, he runs the risk of contradicting his comment that the self-sacrifice required by human moralities is disadvantageous to individuals but good for the group. If praise and blame are not just verbal commentaries on the behaviors of others, but impose real fitness benefits and costs on the individuals who are commented upon, then actors who gain social approval may have their fitness enhanced, not diminished, by behaving prosocially. And if reciprocators do better than nonreciprocators in a social group because the latter are punished, then reciprocation isn't altruistic, either.16


    Darwin's discussion of reciprocity and of praise and blame raises a second question. If these can cause “a high standard of morality” to become common in each group without the help of group selection, why does Darwin feel the need to invoke group selection at all? The reason seems to be that he thinks this trait will emerge within groups at different times; the groups that get there first will outcompete the stragglers. This is how Darwin understands the difference between Europeans and “the rudest savages.” Just after the passage I quoted above from Descent of Man, Darwin (1871, 166) says that “it is very difficult to form a judgment why one particular tribe and not another has been successful and has risen in the scale of civilization.” Darwin (p. 164) warns that “we are apt to look at progress as the normal rule in human society; but history refutes this.” Even though he thinks that reciprocity and praise and blame lead morality to increase within tribes, Darwin also thinks that morality has advanced further17 in some societies than in others.


    To explain why moralities requiring self-sacrifice have evolved, Darwin invokes group selection, and he also talks about reciprocity and praise and blame. Perhaps there is a consistent picture to be found here in which the evolving trait really is individually disadvantageous but advantageous to the group. Darwin is thinking of praise and blame, and of the sympathy engendered by acts of reciprocity, as psychological motivators. The idea is that praise and blame from others and the feeling of sympathy for others motivate people to sacrifice their fitness for the good of the group. In both cases, the psychological processes lead traits to emerge within a single tribe that reduce an individual's fitness while enhancing the fitness of the group.18 Group selection then plays a role in the struggle of tribe against tribe.



    2.6. STERILE WORKERS IN THE SOCIAL INSECTS


    The next example I want to discuss is harder to grasp than human morality and barbed stingers, both in terms of understanding Darwin's own ideas and also in terms of understanding how selection might play a role. This is the existence and traits of the sterile workers that are found in various species of social insect. Darwin takes up this topic in the Origin and makes it clear from the outset that this is not just another routine example to which his theory can be applied. On the contrary, Darwin (1859, 242) says that “this is by far the most serious special difficulty which my theory has encountered.” In fact, the difficulty has two parts (Gayon 1998, 70). The first is how sterility evolved. The second is the morphological differences between fertile and sterile conspecifics that are separate from whether they are able to reproduce (for example, their jaw structures). I will focus just on the former, though Darwin offers the same solution to both puzzles.19


    The interpretation I want to defend is that Darwin invokes the hypothesis of group selection. He argues that nests that contained some sterile and some fertile individuals were more productive than nests that contained only fertile individuals:


    How the workers have been rendered sterile is a difficulty; but not much greater than that of any other striking modification of structure; for it can be shown that some insects and other articulate animals in a state of nature occasionally become sterile; and if such insects had been social, and it had been profitable to the community that a number should have been annually born capable of work, but incapable of procreation, I can see no very great difficulty in this being effected by natural selection. (Darwin 1859, 236)20


    Given Darwin's comments, why did he think that worker sterility is a special problem for his theory? Why didn't he take it to be just another example of the same sort of problem that he was able to dispatch in a single paragraph when he discussed the honeybee's barbed stinger? And why is it different from the problem of human morality?


    Darwin was right that there is a special difficulty. In my discussion in §2.2 of altruism and selfishness evolving in the two-group metapopulation, altruists reproduce less than the selfish individuals in the same group, but altruists still reproduce. A grasp of Simpson's paradox does not suffice to explain how sterility can evolve. Sterile organisms have zero offspring, regardless of the composition of the group in which they live, and if you average a bunch of zeros, you get zero. The trait of being fertile has a higher fitness than the trait of being sterile within each group and also when you average across groups.21


    There is a second special feature of the problem of why sterility evolved in the social insects. If selection on a trait is to cause the trait to increase in frequency, the trait must be heritable. Darwin would have put this point by referring to what he called the “strong principle of inheritance"—that like tends to produce like (Darwin 1859, 5, 127, 438). This “tendency” is represented in modern quantitative genetics in terms of the idea that parental and offspring trait values are positively correlated:
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    Applying this condition to the case of sterility yields:
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    This condition is not satisfied. Sterility doesn't have positive heritability, nor negative, nor is the heritability zero, either.22 The left-hand probability is not defined; it is impossible for (biological) parents to be sterile. Darwin (1859, 236) was right twice over to regard sterility as a “special difficulty” for his theory.23


    Darwin's brilliant solution was to change the subject. Don't think of sterility and fertility as the traits that are under selection. Think instead of the reproductive strategies that parents use. A parent may have all fertile offspring or she may have a mix of fertile and sterile offspring. Let us call these two parental strategies ALLF and MIXER. What needs to be understood is how the latter strategy can be the one that is fitter. To keep things simple and concrete, let's assume that ALLF mothers have ten fertile offspring, that MIXER mothers have eight fertile and two sterile offspring, and that reproduction is asexual. The progeny of an ALLF mother are each ALLF, and the fertile progeny of a MIXER mom are each MIXERs. Unlike sterility and fertility, these two traits are heritable, since
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    Let's assume further that each nest is founded by a single female. After she lays her eggs, she dies, and then the eggs hatch. The fertile offspring set about reproducing and don't help anyone else to do so; the sterile offspring in a nest help their nestmates to reproduce.


    If we calculate the fitness of a mom who is ALLF and a mom who is a MIXER by counting offspring, they score the same; both have ten. And if we calculate the fitnesses by counting only fertile offspring, ALLF is fitter. To understand how MIXER can be fitter, we need to count grandoffspring.24 If an ALLF mom has ten ALLF offspring, and each of them in turn has ten offspring, then the ALLF mother will have one hundred grandoffspring. How many grandoffspring does a MIXER mother have? She has eight fertile offspring. How many offspring do  those eight have? They have the ten offspring they would have been able to produce had they received no help, but then they receive help from their two sterile siblings. Let us suppose that the two sterile individuals in the nest each provide a benefit of b units of fitness and that this benefit is shared equally among their eight fertile siblings. The question of whether MIXER has more grandoffspring than ALLF now can be formulated as the question of whether


     


    8[10 + (2b/8)] > 100.


    A MIXER mother will have more grandoffspring than an ALLF mother precisely when b >10. Each sterile individual foregoes the opportunity to have the ten offspring she would have produced if she had been fertile. For it to make sense for a MIXER mom to produce two sterile offspring, these sterile offspring must compensate her for that loss. They do so by helping their siblings.


    Darwin found his way to this solution by thinking about artificial selection. It is well known that artificial selection was an important analogy for Darwin's thinking about natural selection in general, but in this case the input from the work of plant and animal breeders was more specific. Darwin (1859, 237–39) describes a farmer who wants to use artificial selection to improve the taste of the beef his cattle produce. If he kills an animal and likes the taste of the meat, the animal he has slaughtered is dead; it cannot then produce progeny that have the tasty flesh he seeks. How, then, can artificial selection improve the taste of beef? The solution is for the farmer to kill and taste some animals, and then use the parents of the animals that taste good as the parents for the next generation. Darwin calls this “family selection,” a term still used by animal breeders. Slaughtered animals and sterile insects are both reproductive dead-ends, but their parents are not.


    The question remains of why Darwin cites benefits to the community in explaining how selection leads sterility to evolve. A beef farmer selects individual cows to be the progenitors of the next generation. Why not tell the same individualistic story about neuter castes in the social insects? If MIXER increases in frequency, isn't this because MIXER females on average have more grandoffspring than ALLF females? And  isn't that individual selection? Although I think that Darwin does invoke group selection in this case, and that he is right to do so, I admit that his prose sometimes suggests otherwise. He talks about the evolution of sterility in terms of selection “of the fertile parents” (pp. 239, 241).25 However, in the same breath, he also talks about the trait's evolving because it is “useful to the community.” What did Darwin mean? Was he guilty of sliding from good-for-the-group to good-for-the-individual and back again, a practice that evolutionary biology disowned in the 1960s?


    In thinking about whether this process involves group selection, there are two mistakes that we need to avoid. The first mistake is to think that MIXER must evolve by individual selection just because MIXER is a trait of individuals. This does not follow. After all, altruism is a trait of an individual, but that does not mean that it must evolve by individual selection. The second mistake is more subtle. In the example I described of the two-group metapopulation, altruists are fitter on average than selfish individuals, but that does not mean that individual selection is the reason altruism increases. So the fact that MIXER females are on average fitter than females who are ALLF does not show that the process is one of individual selection. To avoid these errors, we need to distinguish within-group from between-group processes (§2.4).


    In thinking about whether sterility evolves by group selection, it matters whether nests are founded by a single fertilized female or have more than one foundress. In the former case, the process can be described in terms of group or individual selection. Both glosses are correct; provided that b >10, there is selection on foundresses for being MIXERs, and there is selection on nests for containing a mix of sterile and fertile individuals. These are two valid ways of describing one and the same process (Sober 1984, 348).26 However, when nests have multiple foundresses, the ambiguity disappears; now the evolution of sterility involves group selection; individual selection is insufficient. To see this, suppose, as an example, that each nest is founded by two females. If a female is either ALLF or MIXER, then there are three types of nest, shown in figure 2.3. Consider nests that are founded by one MIXER and one ALLF female. The sterile offspring produced by their MIXER mom help their own siblings, but they also help the unrelated individuals in the same  nest that were produced by the ALLF foundress. And when a nest is founded by two MIXERS, the sterile offspring of each help their own sibs, but they help unrelated individuals as well. MIXER moms are altruists, just like their sterile offspring. Of the three types of group that can arise when there are two foundresses, there is individual selection (i.e., selection within groups) only when one of the foundresses is ALLF and the other is a MIXER; in this case the MIXER does worse. The MIXER trait can evolve only because there is group selection (i.e., selection between groups). Consider the productivities of the three types of group, which are represented in figure 2.4. If b >10, groups are more productive the more their foundresses are MIXERs. Just as is true when altruism and selfishness evolve in the simpler setting in which neither is sterile (figure 2.2.), ALLF beats MIXER within groups, but the reverse is true between groups.27 This idea—that the evolution of sterile helpers requires group selection when there are multiple foundresses—is not a confection that was cooked up by modern friends of group selection. On the contrary, we find it in Williams (1966, 201): “If it could be shown that there are thoroughly unified insect societies that normally contain several unrelated reproductives, they could only be explained as biotic adaptations resulting from effective group selection.”
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    Though Darwin invoked group selection to explain neuter workers and barbed stingers in honeybees, and though he knew that it is the neuter workers that have the barbs, as far as I know he does not comment on there being a connection between the evolution of the two traits. A modern biologist will instantly see a connection. If worker sterility evolved before the barb, the sterility eased the way for barbs to evolve. If this is the chronological order, workers aren't foregoing reproduction by developing barbs and then using them; rather, they are merely foregoing other forms of community service (like nest building). Indeed, there is reason to think that sterility did evolve before the barb, since bumblebees, which are the sister group to honeybees, have worker sterility but no barb.28
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    The puzzle about sterile castes and their special morphologies had a special place in Darwin's scientific development. Darwin stumbled on this problem in 1848 and thought it sufficient to overturn his entire theory; he did not see that group selection was the solution until he was working on the Natural Selection manuscript in 1858 (Richards 1987, 145–46). Darwin hastily assembled the Origin from this long manuscript after receiving the shocking letter from Alfred Russel Wallace that showed Darwin that Wallace had independently discovered essentially the same theory over which Darwin had long been laboring. Darwin scholars have debated why Darwin took so long to publish his theory. Was it fear of offending the religious sensibilities of his wife? His shyness about plunging into public controversy? His ill health? Was it the realization that earlier evolutionary theories had been savaged and that he needed to prepare a long and detailed argument if his ideas were to make a dent? We can add another entry to this list of possibilities: if Darwin had not encountered the problem of sterile workers in the social insects, perhaps his long delay in publishing would have been shorter.



    2.7. DARWIN'S DISAGREEMENT WITH WALLACE ABOUT HYBRID STERILITY


    So far I have described three occasions on which Darwin embraced the hypothesis of group selection. Now I turn to an important question that Darwin denied should be answered by appeal to that hypothesis. The question concerns two facts about the matings that occur between individuals from different species: often no offspring result, and when an offspring is produced, often it is sterile.29 As Darwin says, sterility is common in “first crosses” and in “hybrids.” I considered a problem concerning sterility in the previous section, but the present problem is different. The previous question concerns sterile individuals both of whose parents come from the same species; the present topic concerns matings that cross species boundaries.


    It isn't puzzling why natural selection might lead organisms to be disinclined to mate with individuals in other species if there would be no offspring or if the offspring would be sterile. These matings are dead-ends, and selection will favor other, more profitable, investments of time and energy. But given that individuals from different species sometimes do mate, why are those matings often without issue, and when there are offspring, why are they often sterile? Darwin (1859, 255) begins this section of the Origin by asking whether “species have been specially endowed with this quality, in order to prevent their crossing and blending together in utter confusion.” His answer is in the negative; he denies that “species have been endowed with sterility simply to prevent their becoming confounded in nature” (260). Rather, the sterility  “is simply incidental or dependent on unknown differences, chiefly in the reproductive systems, of the species which are crossed.” He offers the following example to clarify what he means by “sterility being incidental on other differences, and not a specially endowed quality”:



    As the capacity of one plant to be grafted or budded on another is so entirely unimportant for its welfare in a state of nature, I presume that no one will suppose that this capacity is a specially endowed quality, but will admit that it is incidental on differences in the laws of growth of the two plants…. The facts by no means seem to me to indicate that the greater or lesser difficulty of either grafting or crossing together various species has been a special endowment; although in the case of crossing, the difficulty is as important for the endurance and stability of specific forms, as in the case of grafting it is unimportant for their welfare. (Darwin 1859, 261–63; also quoted in Gould 2002, 132)


    When a gardener finds that plants from species A can be grafted to plants from species B, the conclusion to draw is not that these capacities of A and B evolved because there was selection for them in the wild. Rather, the capacities are by-products of selection on other traits. The fact that A can be grafted to B is like the fact that our blood is red. There never was selection for having red blood. Rather, there was selection for hemoglobin because this molecule is a good transporter of oxygen. It happens that hemoglobin makes our blood red. The color evolved by hitchhiking on the ability to transport oxygen. Darwin thinks the same is true of sterility in first crosses and hybrids; there was no selection for these traits; rather, they are by-products (Darwin 1859, 276).30 Darwin's position on this question did not change in subsequent editions of the Origin, though in 1868 he was prodded by Wallace to reconsider. Wallace rejects Darwin's by-product explanation and defends the hypothesis that hybrid sterility evolved because it was good for the species. Darwin and Wallace went back and forth about this question in their correspondence; neither party budged (Darwin 1903, vol. 1, 288–97).


    Darwin gives three reasons in defense of the hypothesis that hybrid sterility is a by-product (a fortuitous benefit to the species) rather than the result of there being selection for that arrangement (Ruse 1980, 623).  He points out that hybrid sterility is often highly imperfect; when a female from species A mates with a male from species B, the offspring are often sterile, but when a male from A mates with a female from B, this often fails to be so. Second, Darwin notes the existence of “species which have never co-existed in the same country, and which therefore could not have profited by having been rendered mutually infertile, yet are sterile when crossed.” And finally, he says that selection can't cause hybrid sterility simply because the trait provides no advantage to the individual that has the trait. He summarizes this last reason in a sentence he wrote for the fourth edition of the Origin:



    After mature reflection it seems to me that this [hybrid sterility] could not have been effected through natural selection; for it could not have been of any direct advantage to an individual animal to breed poorly with another individual of a different variety, and thus to leave few offspring; consequently such individuals could not have been preserved or selected. (Darwin 1959, 444)


    If Darwin were resolutely and consistently against group selection, it would make sense for him to give this third reason. But he was not; both before and after he added this sentence to the fourth edition, he was happy to invoke selection acting for the good of the group. This leads me to conclude that this sentence is a misstep; Darwin's third reason is untrue to his own considered position.


    Even if we set aside this last argument, Darwin's two other reasons remain, and one of them is especially good. The fact that one cross between species A and B results in sterile hybrids, while the other does not, shows only that hybrid sterility is imperfect, but this does not mean that there was no selection for the trait. In contrast, the fact that many pairs of species produce sterile hybrids, though they never were in historical contact, is more compelling. His basic reasoning here was already laid out in the first edition of the Origin. There can't have been selection for hybrid sterility if the two species never met. It isn't just that group selection is the wrong explanation; the stronger point is that it is wrong to think that there was selection of any sort for the trait. The trait is a by-product.


    Darwin was well aware that he was treating sterile castes within a species of social insect and the sterility of crosses between species as different  problems that demand different solutions. He summarizes this contrast in the fourth edition:



    With sterile neuter insects we have reason to believe that modifications in their structure have been slowly accumulated by natural selection, from an advantage having been thus indirectly given to the community to which they belonged over other communities of the same species; but an individual animal, if rendered slightly sterile when crossed with some other variety, would not thus indirectly give any advantage to its nearest relatives or to any other individuals of the same variety, thus leading to their preservation. (Darwin 1959, 444–45)


    Is Darwin changing horses in midstream? He is happy to use the idea of selection for the good of the group to explain neuter insects, but when he takes up the subject of hybrid sterility, is he insisting, if selection occurs, that it must be individual selection? This is not how I read this passage. The reason that Darwin rejects group selection as the explanation of hybrid sterility is not because of a commitment to individual selection; rather, his point is that for group selection to cause an altruistic trait to evolve, altruists must confer benefits on other individuals of the same variety; this condition is not satisfied in the case at hand.


    Although this passage involves no blanket rejection of group selection, it does rule out another type of selection process, namely, one in which selection favors an individual's sacrificing its own fitness and thereby enhancing the fitness of individuals in another species. This now would be conceptualized under the heading of “community” selection (Wilson 1980). The terminology has shifted since Darwin's day, in that Darwin used the word community to describe conspecific organisms that interact with each other. Selection on what Darwin calls communities now goes by the name “group selection.”


    There are about four hundred species of microorganism in your gut; these microorganisms outnumber the cells of your own body. This multispecies population constitutes a community. These microorganisms don't just peacefully coexist with you. They help you in many ways; for example, they provide you with nutrition, help regulate the development of your gut, prevent the growth of harmful species, and produce  vitamins and hormones. There also is a dark side, in that some species in the gut cause infections and some may increase the risk of cancer. How does the community that lives inside each of us found new daughter communities? Birth is an important pathway. Normally, the gut of a fetus is sterile. During and after birth, bacteria from the mother and the surrounding environment quickly colonize the infant's gut. Birth isn't simply the birth of a baby; it is also the birth of a new community of microorganisms.


    The human gut apparently provides all the ingredients necessary for selection among multispecies communities. A multispecies community thrives or perishes according to whether the individuals in it are good cooperators. Here the benefits flow from individuals in one species to individuals in another. For a simple model of a simple example, consider communities that contain four individuals, two from species X and two from species Y, where each species contains altruistic (a) individuals that aid individuals in the other species at cost to self, and selfish (s) individuals that do not. So there are four types of organism (Xa, Xs, Ya, Ys), three types of pairs within each species, and nine types of community. Within communities, altruists are less fit than the conspecific selfish individuals with which they live; between communities, communities with more altruists do better than ones with fewer. If between-community selection is strong enough, altruism can increase in frequency in each species. Notice that members of the same community are genealogically related to each other only very distantly; this is a simple example in which cooperation between nonkin can evolve.


    No fundamental conceptual gulf separates community selection from group selection.31 Since Darwin embraces group selection, it is odd that he categorically rejects community selection in the passage quoted above. Is this passage untrue to his considered view? Whatever the answer is to this question, selection among multispecies communities should not be ruled out in principle. There are well-documented cases of how it works in artificial selection experiments (Goodnight 1990; Swenson et al. 2000), and it has been studied in the wild (Wilson 1987). In addition, it is the process that forged some major evolutionary transitions in which independently living members of different species evolve to form a symbiotic unit. An example is Margulis's (1970) widely  accepted theory of the origin of mitochondria and chloroplasts, which are extranuclear organelles in eukaryotic cells. The theory holds that these organelles trace back to free-living prokaryotic organisms that were taken inside the cell; mitochondria derive from proteobacteria and chloroplasts from cyanobacteria.32


    Darwin's response to Wallace's hypothesis about hybrid sterility reveals an important “individualist” commitment in Darwin's thinking about natural selection (Gayon 1998, 72), one that is consistent with his positive view of group selection. When Darwin thinks about the good of the group, he assumes that benefits to a group must be reducible to benefits to the individuals in the group. This is the conceptualization he uses in theorizing about sterile castes in the social insects; sterile individuals help their hive mates, and the hive as a whole thereby enjoys an enhanced productivity. The productivity of a hive is the number of offspring organisms it produces; hives are productive in virtue of the individuals in them being reproductively successful. This understanding of what it means for a group to be successful explains why Darwin rejects the suggestion that the sterility of cross-species hybrids could evolve by selection; no individual benefits from hybrids' being sterile—not the hybrids, not their parents, and not the other individuals in the two species. One might reply, and Wallace did, that the species benefits, though no individual does. When hybrids are sterile, this helps the two species to continue to exist as distinct entities; here benefit to the group does not reduce to benefits that accrue to the individuals in it. Wallace's position anticipates the modern idea of species selection (Gould 2002; Jablonski 2008). Species selection occurs when some species speciate more often than others, not by chance but because of physical features that affect the speciation process. In a process of this sort, one measures reproductive success by counting daughter species, not by counting daughter organisms. One abandons the head-counting paradigm that is used to think about individual selection, group selection, and community selection.33 This reconceptualization is part of Wallace's proposal; Darwin was unwilling to take this step.


    A biological question therefore remains. Darwin's hypothesis is that hybrid sterility evolved as a by-product of individual selection on other traits. Wallace's is that hybrid sterility evolved because of species-level  selection. Neither can be dismissed as conceptually confused. Perhaps each is correct for some pairs of species; maybe Darwin's hypothesis is correct for species that have never been in historical contact, while Wallace's is correct for species that have long lived side by side. Indeed, some long-contiguous species may have evolved under the joint action of both processes. Sorting out these options is not a pseudo-problem; rather, the challenge is to figure out how data might be brought to bear on them.



    2.8. DARWIN'S GENERAL VIEW OF GROUP SELECTION


    Among the many examples Darwin discusses, he invokes group selection only rarely. There are the three I have mentioned, but not many more. In contrast, there are scores of other examples in which Darwin appeals just to individual selection. This is why tigers have sharp teeth and why zebras run fast. The pattern recurs in his discussion in Descent of Man of sexual selection. Although Darwin (1871, 398) thinks of sexual selection and natural selection as disjoint categories,34 he still characterizes sexual selection in terms of individuals competing with other individuals. Male elephant seals struggle with other males for access to females; the result is that there is selection on individual males to grow large. And peahens prefer to mate with males that have gaudy tails; the result is that there is selection on individual peacocks to grow gaudy tails.


    Darwin rarely defends group selection hypotheses, but he does not explain why. Is his disinclination due to his thinking that group selection is not very important? Did he anticipate the thought that group selection must be a weak force in the evolutionary process? There is an interesting passage in the Origin where Darwin provides a general description of the traits that selection will cause to evolve. Here is what he says in the first edition:



    in social animals it [natural selection] will adapt the structure of each individual for the benefit of the community; if each in consequence profits by the selected change. (Darwin 1859, 87)


    What does the second occurrence of “each” refer to in this passage? Evidently, it refers back to each individual. If so, Darwin is saying merely that traits will evolve that benefit the group if they also happen to benefit the individuals that have those traits. This makes room for the idea that fortuitous group benefits will evolve (see figure 2.1.). However, the passage does not say that traits that benefit the group will evolve because they benefit the group. There is no endorsement of group selection in this sentence.


    Darwin let this sentence stand in the first four editions of the Origin, but he came to think that it needed rephrasing. While working on the Descent of Man (where, recall, he discusses the evolution of human morality), he prepared the changes that would appear in the fifth edition of the Origin, which was published in 1869. His adjustment to the sentence I just quoted is modest but significant:



    in social animals it [natural selection] will adapt the structure of each individual for the benefit of the whole community; if this in consequence profits by the selected change. (Darwin 1959, 172)


    After the Descent appeared in 1871, Darwin fiddles with the sentence a little more. In the sixth edition, which appeared in 1872, he changes it to read:



    in social animals it [natural selection] will adapt the structure of each individual for the benefit of the community; if the community profits by the selected change. (Darwin 1959, 172)


    Now Darwin is endorsing the role of group selection. Traits that benefit the group are favored by natural selection because they benefit the group (Richards 1987, 217).


    If you assume that there is just one unit of selection—the gene, or the individual, or the group—then you will be uncomfortable with Darwin's pluralism. Why didn't Darwin face up to the choice he had to make? The answer is that there is no reason to embrace monism about natural selection. When selection takes place within the confines of a single group, there can be no group selection. Group selection requires variation among groups, just as individual selection requires variation  among individuals in the same group. When an altruistic trait is favored by group selection, but there is selection against the trait at the individual level, what will happen? No general answer can be given. The outcome depends on how strong the group and individual selection each are. If group selection is sufficiently strong, altruism will evolve; if not, not. Darwin's statement in the sixth edition of the Origin about selection's adapting each individual for the good of the community if the community thereby benefits is bolder than what a modern multilevel selectionist would feel comfortable endorsing. The 1960s and the subsequent development of multilevel selection theory have made us cautious. But caution is not nihilism.


    Even though this passage from the sixth edition is overstated, it suggests an explanation for why Darwin rarely invoked group selection. It wasn't because he held that group selection rarely occurs or is seldom sufficiently strong to overcome the countervailing force of individual selection. Rather, the reason may simply be that Darwin wanted to discuss a vast range of traits. To explain the traits of individuals that promote sociality, he was happy to endorse group selection. But there are many traits in nature that aren't like this. Darwin's mature theory of natural selection begins with the idea of individual selection, but it does not end where it begins (Richards 1987).


    Current debate about group selection has obsessively focused on the evolution of altruism, but this is a mistake. Traits that evolve because of group selection do not need to be altruistic. Two examples are depicted in the accompanying figure. In figure 2.5a., trait X is favored by both individual and group selection. One might be tempted to invoke Ockham's razor here, the idea being that group selection needn't be mentioned to explain why X evolves, since X would have gone to fixation even if there had been no group selection. This parsimony argument is misguided, since it is equally true that X would have gone to fixation if there had been no individual selection. Both counterfactuals are correct, but the fact of the matter is that group and individual selection both influence the trait's evolution (assuming a metapopulation in which there was fitness variation within and between groups). In figure 2.5b., individual selection drives each group in the metapopulation to either 100 percent X or to 100 percent Y, depending  on the group's starting frequency. Once each group becomes internally homogeneous, individual selection (= selection within groups) ceases, but the evolutionary process does not. Groups that are 100 percent X are more productive, and are less liable to go extinct, than groups that are 100 percent Y. This means that group selection can change the frequencies of the two traits in the metapopulation after individual selection has lost its ability to do so.35 We saw in §2.1–2.2 that if altruism is to evolve, time is of the essence; if the founding of new groups occurs too slowly, the group-beneficial trait cannot evolve. No such pressure of time attaches to the traits described by the fitness functions in figure 2.5b.36
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    The three examples I have described in this chapter in which Darwin invokes group selection all involve altruism. But there is a fourth example from the Descent of Man in which Darwin discusses technological innovations that allow some human groups to out-compete others:



    Now, if some one man in a tribe, more sagacious than the others, invented a new snare or weapon, or other means of attack or defence, the plainest self-interest, without the assistance of much reasoning  power, would prompt the other members to imitate him; and all would thus profit…. If the new invention were an important one, the tribe would increase in number, spread, and supplant other tribes. (Darwin 1871, 161)37


    Darwin does not give many details here, but it is no great stretch to imagine that innovators may do better than noninnovators in the same tribe because innovators get first use of their inventions, and prestige as well. The trait then spreads within the tribe, not by the increase in frequency of some gene but by self-interested imitation. Group selection then occurs, in the competition among tribes. Darwin's description conforms, more or less, to the fitness functions in figure 2.5a. Here we have a glimpse of Darwin invoking group selection when there is no conflict between what is good for the individual and what is good for the group. Darwin saw that group selection is needed to explain altruism; he also saw that there is scope for group selection when the evolving trait is not altruistic.


    Contemporary evolutionary biologists revere Darwin, but they often think that he was more than a little confused about units of selection. I have tried to show in this chapter that he was a remarkably subtle thinker on this subject. In his scientific practice, he was not a naive group selectionist, though avoiding this Scylla did not lead him to crash into the Charybdis of dogmatically rejecting the possibility of traits evolving because they are good for the group. It is stunning that he recognized the problem posed by worker sterility in the social insects and saw how the idea of selection on groups composed of close relatives applies to it—all this without the benefit of Mendelian genetics. Though Darwin's achievement with respect to sex ratio is more modest, a similar revisionist interpretation of Darwin is needed here as well. This is part of the story I will tell in the next chapter.
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    Sex ratio—the proportions of males and females in a species—is puzzling. Why, for example, are there slightly more boys than girls born in human populations? Why are there more females than males in many species of social insect? Darwin took a stab at this problem, and some of the most important figures in evolutionary biology's subsequent development worked on it as well. But the puzzle didn't suddenly spring to life after Darwin published the Origin. It was addressed in the eighteenth century by important probabilists who conceptualized it within the framework of the design argument for the existence of God. Although the theological trappings of this problem fell by the way as science committed more and more resolutely to methodological naturalism (more on this in the next chapter), the probability ideas did not. The mathematical work of these eighteenth-century figures is continuous with ideas about probability and statistics that are current today. Biologists now rarely regard eighteenth-century creationism as an intellectual ancestor, but contemporary probabilists and statisticians typically trace their subject back to eighteenth-century figures who thought in terms of Intelligent Design. John Arbuthnot (1667–1735) claimed that “divine providence” explains human sex ratio; he argued for this explanation by performing what many commentators regard as the first significance test in the history of statistics.


    The story I will tell here is historically interesting, but there is more to the story than this. It is easy for nonbiologists to fail to understand what it means to think seriously about natural selection. When you see a polar bear's thick fur, little imagination is required to guess that the fur is there because natural selection caused the thick fur to evolve and that selection favored thick fur because it insulates bears from the cold. This explanation is intuitively plausible, but suppose you want additional evidence. What form could this additional evidence take? Many outsiders to biology have the impression that biologists don't pursue this further question—that selection explanations have nothing much to be said for them beyond their intuitive plausibility. Sex ratio is a useful antidote to this misapprehension. It isn't easy to invent an evolutionary explanation of what we observe. This allows the explanations that biologists have developed to be seen for the intellectual achievements that they really are. But there is more; the problem of explaining sex ratio indicates that intuitive plausibility is not enough. Candidate explanations must be tested. At the end of this chapter, I'll discuss how these tests should be structured.


    When I say that the problem of sex ratio isn't easy, I am thinking first and foremost of Darwin himself. The problem defeated him. He offers an explanation of sex ratio in the first edition of Descent of Man, but then withdraws it in the second, without explaining why. Darwin's evolutionary successors did better. Evolutionary theory now is able to make predictions about which sex ratios one should find in nature. Creationists have nothing to offer in this regard. True, they can accommodate the sex ratios we observe; they can add the comment “this was God's will” to any observation you please. Sex ratio is therefore an interesting test case; it typifies an important difference between creationism and evolutionary biology.



    3.1. ARBUTHNOT ON “THE EXACT BALANCE THAT IS MAINTAINED BETWEEN THE NUMBERS OF MEN AND WOMEN … THAT THE SPECIES MAY NEVER FAIL, NOR PERISH”


    The design argument for the existence of God took a probabilistic turn in the seventeenth and eighteenth centuries. Earlier versions, such as the fifth proof of the existence of God that Thomas Aquinas gives in his Summa Theologica (his “fifth way”), usually embraced the premise that goal-directed systems (things that “act for an end” or have a function) must have been created by an intelligent designer. This idea—which we might express by the slogan “no design without a designer”—survived into the seventeenth and eighteenth centuries,1 and it is with us still in the writings of many creationists. The new version of the argument, inspired by the emerging mathematical theory of probability, removed the premise of necessity. It begins with the thought that goal-directed systems might have arisen by Intelligent Design or by chance; the problem is to discern which hypothesis is more plausible. With the epistemic concept of plausibility characterized in terms of the mathematical concept of probability, the design argument was given a new direction.


    John Arbuthnot was physician to Queen Anne and a highly regarded satirist; he invented the character of John Bull, still much in use as an emblem of England. Arbuthnot was also a probabilist. His translation of Christian Huygen's Ratiociniis in aleae ludo (Arbuthnot's title was Of the Laws of Chance, or, a Method of Calculation of the Hazards of Game) was the first book on probability to appear in English. Arbuthnot wrote a preface for the translation, whose examples, Hacking (1975, 166) says, are “characteristic of a bawdy age.” These include the task of estimating the probability that “a woman of twenty years old has her maidenhead” and the probability that “a town spark of that age has not been clap'd.” According to Arbuthnot, both are less than 1/10. But what probabilists most remember him for is his paper on sex ratio.


    Arbuthnot's “An Argument for Divine Providence, taken from the constant regularity observ'd in the births of both sexes” appeared in the Philosophical Transactions of the Royal Society for 1710. Arbuthnot provides a summary of eighty-two years of London christening records (figure 3.1), noting that more boys than girls are listed in each year. He takes this difference at face value; he must have realized that not every birth got recorded, but he nonetheless assumes that the records reflect a real difference in the frequencies of male and female births. The main part of the paper is given over to the task of calculating the probability that this pattern would obtain if the sex ratio were due to chance. By “chance,” Arbuthnot means that each birth has a probability of 1/2 of being a boy and 1/2 of being a girl. According to this hypothesis, there being more boys than girls in a given year has the same probability as there being more girls than boys in that year; the chance hypothesis also allows for a third possibility—namely, that male and female births should be equal in number. For example, consider the year 1629:



     


    Pr(more boys than girls born in 1629 | Chance)


    = Pr(more girls than boys born in 1629 | Chance)


    >> Pr(exactly as many boys as girls born in 1629 | Chance) = e. 
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    Although Arbuthnot goes to the trouble of explaining how e might be calculated, all that matters for his argument is that e is tiny for each of the years surveyed. Arbuthnot concludes that the probability that more boys than girls are born in a given year, according to the Chance hypothesis, is just under 1/2, and that the probability of there being more boys than girls in each of the eighty-two years is therefore less than (1/2)82. He further asserts that if births in other years and other cities were tabulated, the same male bias would be found. So the probability of all these data—both the data that Arbuthnot presents and the data that he does not have but speculates about—is “near an infinitely small quantity, at least less than any assignable fraction.” The conclusion is obvious: “that it is Art, not Chance, that governs.”2


    Arbuthnot also notes that boys die more frequently than girls, so that the male bias at birth gradually gives way to an even sex ratio at the age of marriage. “We must observe,” he says, “that the external accidents to which males are subject (who must seek their food with danger) do make a great havock [sic] of them, and that this loss exceeds far that of the other sex, occasioned by diseases incident to it, as experience convinces us. To repair that loss, provident Nature, by the disposal of  its wise creator, brings forth more males than females.” At the end of the paper, Arbuthnot adds, as a scholium, that “polygamy is contrary to the law of nature and justice, and to the propagation of the human race. For where males and females are in equal number, if one man takes twenty wives, nineteen men must live in celibacy, which is repugnant to the design of nature, nor is it probable that twenty women will be so well impregnated by one man as by twenty.” Here Arbuthnot shifts from explaining what is the case to urging what ought to be the case; a knowledge of God's intentions is said to underwrite both these claims.


    What form of argument is Arbuthnot deploying? It has struck most commentators that Arbuthnot is constructing something like a Fisherian significance test, wherein a hypothesis is rejected on the ground that it says that what we observe (the set of Data) is very improbable:
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    I draw a double line to separate the conclusion from the premises of this argument to mark the fact that the argument is not deductively valid. I call this form of argument “probabilistic modus tollens” because it generalizes a perfectly valid principle of deductive logic:
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    Whereas modus tollens tells you to reject C if something happens that C says will not, probabilistic modus tollens tells you to reject C if something happens that C says probably will not.


    A second possible interpretation of Arbuthnot's argument is that he is constructing a likelihood inference in which two hypotheses are compared: 
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    Here the conclusion deductively follows from the premises (and so I use a single line to separate them) once we add to those premises an instance of the Law of Likelihood (§1.3):



     


    The Data favor Design over Chance if and only if


    Pr(Data | Design) > Pr(Data | Chance).


    The likelihood inference does not conclude that Design is true and that Chance is false. The conclusion merely describes the direction in which the evidence points.


    Should we understand Arbuthnot as employing probabilistic modus tollens or as constructing a likelihood inference? The question may be unanswerable, since the distinction was not one that Arbuthnot had at his fingertips. However, a relevant interpretive consideration may perhaps be found in the fact that probabilistic modus tollens requires that one attend only to a single hypothesis, whereas the likelihood inference is essentially contrastive; it tests Chance against the hypothesis of Intelligent Design. The fact that Arbuthnot discusses what an intelligent designer would do inclines me to view Arbuthnot as having likelihood instincts. He believes that a benevolent deity, if such a being existed, would seek to ensure an even sex ratio at the age of marriage. Seeing that males die more frequently than females before the age of marriage, God achieves his goal by ensuring that the sex ratio at birth is male biased. If Arbuthnot's premises include not just the assertion that Pr(Data | Chance) is tiny but also the assertion that Pr(Data | Intelligent Design) is large, then maybe we should understand him as advancing a likelihood inference.


    Separate from the question of what Arbuthnot intended, which  form of inference makes more sense? My view is that probabilistic modus tollens is a principle of inference that we should reject (Hacking 1965; Edwards 1972; Royall 1997; Sober 2008b). Perfectly plausible hypotheses sometimes confer extremely low probabilities on the observations, especially when the observations are numerous. Suppose a probabilistic theory (T ) is asked to make predictions about a thousand qualitatively different experiments. In each experiment, there are a thousand possible outcomes. The theory, in each case, says that one of those possible outcomes has a probability of 0.99, while the others have negligible probabilities. It then turns out, in each experiment, that the outcome that the theory says was very probable is the one that occurs. This may seem like a stunning success, but consider the fact that Pr(O1 & O2 & … & O1000 | T ) = (0.99)1000, which is a tiny quantity indeed. If probabilistic modus tollens made sense, no probabilistic theory could survive repeated testing. When he introduced the idea of significance tests, Fisher (1956, 39) noted that the occurrence of an event that the hypothesis under test says is very improbable licenses the conclusion that a disjunction is true—either the hypothesis is false or something very improbable has occurred. The disjunction does follow; what does not follow is that the hypothesis should be rejected.


    Royall (1997, 67) provides a nice example that illustrates what is wrong with probabilistic modus tollens; his example also brings out why the contrastive framework exemplified by the Law of Likelihood is so important. Suppose I send my valet to bring me one of my urns. I want to test the hypothesis (H) that the urn he returns with contains 0.2% green balls. I draw a ball from the urn and find that it is green. Is this evidence against H? It may not be. Suppose I have only two urns—one of them contains 0.2% green balls, while the other contains 0.01% green balls. In this instance, drawing a green ball is evidence in favor of H, not evidence against it.


    A further issue, of which Arbuthnot apparently was unaware, became clearer some fifty years later, when Thomas Bayes's paper was published posthumously, also in the Proceedings of the Royal Society. Construed as a likelihood inference, Arbuthnot's premises do not allow one to conclude that the observed sex ratio was probably brought into being by an intelligent designer. What Arbuthnot discusses are probabilities  of the form Pr(data | hypothesis), not probabilities of the form Pr(hypothesis | data). To reach a conclusion about what Arbuthnot calls the “probable cause” of the male bias at birth, he would need additional assumptions about the prior probabilities Pr(Chance) and Pr(Intelligent Design). This is because Bayes's theorem entails that
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    Proposition (B) is an instance of what is called the odds version of Bayes's theorem; it says that the ratio of the posterior probabilities equals the likelihood ratio times the ratio of the prior probabilities. If the left-hand side of this equality is to be greater than unity (i.e., if Pr(Design | Data) > Pr(Chance | Data)), the right-hand side must exceed unity as well. We can add a premise to the materials that Arbuthnot assembles to ensure that this is so. If, as Arbuthnot says, the likelihood ratio (r) is large, then one can conclude that Intelligent Design has the higher posterior probability, if one is prepared to endorse the further assumption that Pr(Design)/Pr(Chance) > 1/r.3


    Arbuthnot's argument should be understood in a larger historical context. Like many other writers of his time and place, Arbuthnot sought to debunk Epicureanism (Mayo 1934). Here I don't mean the philosophy of “eat, drink, and be merry” but a theory about how order originated in the universe. Epicurus (341–270 BCE) and his followers held that particles whirling at random in the void sooner or later form stable combinations, some of which exhibit great order, complexity, and functional appropriateness. In 1735, Arbuthnot published “A Poem—Know Yourself,” in which he expresses his rejection of Epicureanism by posing a series of rhetorical questions (David and Edwards 1991, 11):



    What am I? how produced? And for what end?

    Whence drew I being? To what period tend?

    Am I the abandoned orphan of blind chance,

    Dropt by wild atoms in disordered dance?

    Or from an endless chain of causes wrought?

    And of unthinking substance, borne with thought? 


    It takes probabilistic tools to discover where Epicureanism goes wrong. After all, it is possible, as we now would say, for monkeys pounding at random on typewriters to eventually produce the works of Shakespeare.4 The problem is that this outcome, given some fixed number of monkeys and typewriters and a limited amount of time, is very improbable. Before typewriters were invented, other metaphors had to be found to convey this point. Arbuthnot's friend Jonathan Swift (1726) provides a nice one in Book 3 of Gulliver's Travels, where he describes a distinguished professor at the Grand Academy of Lagado (a stand-in for the Royal Society) who sought to “improve speculative knowledge by practical and mechanical operations”; his innovation was to produce random arrangements of words by twiddling the handles of a device that resembles a foosball game (illustrated in plate 5 of Gulliver, reproduced here in figure 3.2). The probability of successfully generating a well-formed sentence of the language—and one that is a new and useful contribution to speculative knowledge as well—is not zero; rather, it is exceedingly tiny. It is not impossible that Chance should produce this result, just very improbable that it should do so.5 When Hume (1779) has Philo invoke the Epicurean Hypothesis as a possible alternative to Intelligent Design in the Dialogues concerning Natural Religion,  he is trotting out an old warhorse that almost everyone took to be laughable. The probability of success via Intelligent Design was supposed to be much larger, which is why the evidence was taken to favor Intelligent Design over Chance.
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    3.2. BERNOULLI ON 18/35


    In the second edition of his Essai d'analyze sur les jeux de hazard, Montmort (1713, 371–75, 388–94) reprints some correspondence between himself and Nicolas Bernoulli. In one letter, Bernoulli says that he feels “obliged to refute” Arbuthnot's argument (Todhunter 1865, 130–31). Bernoulli's main idea is that Arbuthnot had not cast his net widely enough. There are other chance hypotheses besides the one that assigns to each male birth a probability of 1/2. Bernoulli considers the possibility that the probability is 18/35 and argues that Arbuthnot's argument falls to pieces once this new chance hypothesis is explored. To understand Bernoulli's criticism, it is necessary to attend to the two claims that Arbuthnot made about the data he cited. First, as already explained, he argued that the persistent sex ratio bias is evidence against Chance (i.e., against the hypothesis that the probability of a male birth is 1/2). But, in addition, he contended that the variation in sex ratio from year to year is too modest if the Chance = 1/2 hypothesis is correct. Although Arbuthnot did a calculation to help support the first of these claims, he did nothing to demonstrate the second. Bernoulli's crisp reply is that if the probability of a male birth is 18/35, and 14,000 babies are born in a given year, then the probability is 300/301 that the resulting sex ratio will fall between the upper and lower figures in Arbuthnot's table of data. Bernoulli concludes that Arbuthnot's data provide no argument at all for Divine Providence; they are perfectly in accord with the chance hypothesis that the probability of a male birth is 18/35.


    Bernoulli seems to take Arbuthnot to be using probabilistic modus tollens; Bernoulli's point is to show that the Chance hypothesis cannot be rejected on the basis of the data that Arbuthnot considers, at least not when the Chance hypothesis is formulated in the right way. However, just as Arbuthnot's argument can be stated in terms of the Law of Likelihood, the same holds for Bernoulli's. The method of maximum likelihood estimation instructs us to estimate a quantity by finding the value that maximizes the probability of the observations. To estimate the probability of a male birth at 18/35 strains our credulity less than an estimate of 1/2 because the former renders the data more probable. As it happens, 18/35 is not the best estimate either, even though it is better than the one that Arbuthnot discusses (Shoesmith 1985). Understood in this way, Bernoulli's criticism does not contradict Arbuthnot's initial point—that we should be very surprised at the eighty-two years of consistent male bias, if the probability of a male birth were 1/2. However, instead of following Arbuthnot in preferring Intelligent Design to Chance = 1/2, the likelihood recasting of Bernoulli's argument instructs us to conclude only that Chance = 18/35 is preferable to Chance = 1/2. We see here a familiar property of the Law of Likelihood. The fact that the data favor H1 over H2 does not settle how each of these hypotheses compares to a third hypothesis, H3.


    Arbuthnot thought that the year-to-year variation in the data is too narrow if the Chance = 1/2 hypothesis is correct. Bernoulli replied that the range of variation is perfectly in accord with the Chance = 18/35 hypothesis. According to Anscombe (1981, 301) both were wrong; there is too much variation, regardless of what value is assigned to the probability of a birth's being a boy. Anscombe suggests that the christening records were a biased reflection of the real sex ratios; Hald (1990, 284) bolsters this conjecture by noting that there are trends in Arbuthnot's data that point to a political explanation. Before 1642, the number of christenings is around 10,000. During the 1650s it declines to about 6,000 and then increases to about 15,000 in 1700. The years with the most extreme sex ratios were 1659–1661; as Hald remarks, “the turning point is about the Restoration.” Apparently, the data do reflect the influence of Intelligent Design, though the designers were of human form. 



    3.3. DEMOIVRE—“IF WE BLIND NOT OURSELVES WITH METAPHYSICAL DUST”


    In The Doctrine of Chances, DeMoivre (1756, 252–54) comes to Arbuthnot's defense. He begins with a general affirmation of the soundness of the Design Argument:



    As it is thus demonstrable that there are, in the constitution of things, certain Laws according to which Events happen, it is no less evident from Observation, that those Laws serve to wise, useful and beneficent purposes; to preserve the steadfast Order of the Universe, to propagate the several Species of Beings, and furnish to the sentient Kinds such degrees of happiness as are suited to their State.


    But such Laws, as well as the original Design and Purpose of their Establishment, must all be from without; the Inertia of matter, and the nature of all created Beings, rendering it impossible that any thing should modify its own essence, or give to itself, or to any thing else, an original determination or propensity. And hence, if we blind not ourselves with metaphysical dust, we shall be led, by a short and obvious way, to the acknowledgement of the great Maker and Governor of all; Himself all-wise, all-powerful and good. (p. 252)


    DeMoivre then says that Bernoulli, though “a very learned and good man … was led to discard and even to vilify this argument from final causes” when he, Bernoulli, rejects Arbuthnot's argument. DeMoivre then describes Bernoulli's calculations concerning 18/35, after which he abruptly says what he thinks is wrong with Bernoulli's reasoning:



    To which the short answer is this: Dr. Arbuthnot never said “that supposing the facility of the production of a Male to that of the production of a female already fixed to nearly the Ratio of equality, or to that of 18 to 17; he was amazed that the Ratio of the numbers of Males and Females born should, for many years, keep within such narrow bounds:” the only Proposition against which Mr. Bernoulli's reasoning has any force.


    But he might have said, and we do still insist, that “as, from the observations, we can, with Mr. Bernoulli, infer the facilities of production of the two Sexes to be nearly in a Ratio of equality, so from  this Ratio once discovered, and manifestly serving to a wise purpose, we conclude the Ratio itself, or if you will, the Form of the Die, to be an effect of Intelligence and Design.”


    As if we were shewn a number of Dice, each with 18 white and 17 black faces, which is Mr. Bernoulli's supposition, we should not doubt but that those Dice had been made by some Artist; and that their form was not owing to Chance, but was adapted to the particular purpose he had in View.


    Just as Paley (1802) later pressed the analogy between a watch and the human eye, so DeMoivre urged the similarity of a 35-sided die (with 18 white faces and 17 black) and the human reproductive machinery. All four are said to owe their features to Intelligent Design.


    Has DeMoivre rescued Arbuthnot's line of reasoning? To answer this question, we should separate DeMoivre's argument from Bernoulli's by using the distinction that evolutionary biologists now draw between “proximate explanation” and “ultimate explanation” (Mayr 1961; Tinbergen 1963). The word ultimate is perhaps misleading, since the real point is to separate a relatively proximate from a more distal cause of some effect, as depicted in figure 3.3. If we begin with the sex ratio data that Arbuthnot cites, we can draw an inference about the proximate mechanism in the human reproductive system that produces the consistent pattern of male bias. This argument, based on the Law of Likelihood, is the one we associated with Bernoulli's reasoning; the hypothesis that the mechanism that decides a baby's sex has a probability of 18/35 of making the baby a boy is better supported than the hypothesis that the mechanism induces a probability of 1/2. Having settled the matter of proximate mechanism, we can move to a second  problem. It might be suggested that the 18/35 chance setup is plausibly explained by the hypothesis of Intelligent Design. This is the distal explanation that DeMoivre proposes, but what is the nature of the argument he offers in its defense? No likelihood argument is given—DeMoivre does not compute the probability of the reproductive mechanism's having this 18/35 setting (or any other) if it arose by Chance. Instead, DeMoivre invokes the older idea of “no design without a designer.”
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    The problem with Arbuthnot's argument is that he does not keep the tasks of proximate and distal explanation separate. When he compares Chance and Intelligent Design, the Chance hypothesis that he considers purports to describe the proximate mechanism at work while his hypothesis of Intelligent Design provides a possible distal explanation.6 This is an apples and oranges comparison. When the arguments are reconfigured to avoid this confusion, we have a likelihood argument concerning the proximate mechanism, which does not mention Intelligent Design, and DeMoivre's nonprobabilistic argument concerning the more distal cause, which does. However, it is not difficult to supplement the probabilistic argument concerning proximate mechanism with a similar argument concerning distal explanation. What is the probability that the human reproductive system would confer on each birth a probability of 18/35 of being male, if that system were the result of chance? Very low. What is the probability that this 18/35 arrangement would arise if it were produced by an Intelligent Designer? Very high. Likelihoods now play a role twice over.


    DeMoivre was too generous to Arbuthnot. Arbuthnot did make claims that Bernoulli was able to confute. And the argument that DeMoivre claims is sound is not a restatement of Arbuthnot's argument but is a new argument altogether (albeit in an old style). Yet DeMoivre came to accept a compromise that Bernoulli and Willem‘s Gravesande (the person from whom Bernoulli first learned of Arburthnot's argument) worked out together—that Bernoulli's Chance = 18/35 hypothesis explains the christening data, and Intelligent Design explains why that chance hypothesis is true (Shoesmith 1987, 144).


    These eighteenth-century discussions of sex ratio are interesting in part because of what happened to the problem after 1859. Symmetrically,  the new evolutionary perspective is interesting in part because of the light it throws on the eighteenth-century debate. In what follows, I will not attempt to give anything like a full account of the history of evolutionary thinking about sex ratio. Rather, I will discuss a few of the important episodes.



    3.4. DARWIN'S ARGUMENT FROM MONOGAMY, AND HIS RETRACTION


    In the first edition of The Descent of Man, Darwin (1871, 263 ff.) begins his discussion of the Numerical Proportion of the Two Sexes by recording what has actually been observed. Although “the materials are scanty,” he provides a “brief abstract,” giving more details later in a “supplementary discussion.” Darwin (p. 264) says that he wants to ascertain the “proportion of the sexes, not at birth, but at maturity.” His overall conclusion is that “as far as a judgment can be formed, we may conclude from the facts given in the supplement, that the males of some few mammals, of many birds, of some fish and insects, considerably exceed in number the females.” In the supplement, he describes eight groups of insects in which females outnumber males (pp. 314–15). The supplement also provides data on human populations (pp. 300–302). They are consistently male biased at birth, although the degree of bias varies across populations. At the other end of the life span, “the females in all old-settled countries, where statistical records have been kept, are found to preponderate considerably over the males.” Echoing Arbuthnot (§3.1), Darwin also notes that male mortality exceeds female mortality in utero and for the first four or five years of life. If male bias at birth gives way to female bias later in life, there must be a crossover point at which the human sex ratio is even; perhaps this occurs “at maturity,” though Darwin does not say this.


    So much for the tangle of observations—imperfect as they are and failing to exemplify any single, simple pattern. How should these observations be explained? Darwin begins his discussion of this question in the section he calls On the Power of Natural Selection to regulate the proportional Numbers of the Sexes, and General Fertility; he notes that “an excess in the number of one sex over the other might be a great advantage to a species, as with the sterile females of social insects, or with those animals in which more than one male is requisite to fertilize the female, as with certain cirripedes and perhaps certain fishes.” This uneven sex ratio “might have been acquired through natural selection, but from their rarity they need not here be further considered” (p. 315). Darwin's setting aside of the problem of explaining uneven sex ratios is doubly odd, given that his data include many species of that sort (Orzack 2001, 169–70) and given also that the theory he proposes does apply, as he later notes, to the case of uneven sex ratio.


    Darwin (1871, 318) then states his argument for why “natural selection will always tend, though sometimes inefficiently, to equalise the relative numbers of the two sexes”:



    Let us now take the case of a species producing … an excess of one sex—we will say of males—these being superfluous and useless, or nearly useless. Could the sexes be equalized through natural selection? We may feel sure, from all characters being variable, that certain pairs would produce a somewhat less excess of males over females than other pairs. The former supposing the actual number of the offspring to remain constant, would necessarily produce more females, and would therefore be more productive. On the doctrine of chances a greater number of the offspring of the more productive pairs would survive; and these would inherit a tendency to procreate fewer males and more females. Thus a tendency towards the equalization of the sexes would be brought about. (Darwin 1871, 316)


    What does Darwin mean by an “excess” of one sex, where this excess can be due to there being more males than females, or more females than males? When individuals form up into mating pairs, each individual has exactly one partner if the sex ratio is even. However, if the sex ratio is uneven, the formation of mating pairs will prevent some members of the majority sex from finding partners (p. 317); these unpaired individuals are what Darwin means by “excess.” It is the assumption of monogamy that entails that some individuals must fail to reproduce if the sex ratio is uneven (Edwards 1998). Darwin  briefly notes that his argument also applies to polygynous species, “if we assume the excess of females to be inordinately great” (p. 317). His point seems to be that selection will reduce a very extreme degree of female bias to one that is more modest if polygyny is the mating scheme in place. For example, if each reproductive group consists of one male and three females, then there will be “excess females” when there are more than 75 percent females at reproductive age; selection will reduce that greater figure to 75 percent, whereupon there is no longer an “excess.”


    Darwin was not the first to think that monogamy and sex ratio are related. Recall Arbuthnot's scholium, in which the existence of an even sex ratio at the age of marriage is used to justify monogamy (§3.1). Darwin and Arbuthnot were in the same ballpark, although Darwin's project was not to justify monogamy but to use the fact of monogamy to explain why the sex ratio is even. Regardless of whether Darwin read Arbuthnot, he did read one of Arbuthnot's intellectual descendants. While a student at Cambridge, Darwin studied William Paley's influential book The Principles of Moral and Political Philosophy. This is what Paley says there about polygamy:



    The equality in the number of males and females born into the world, intimates the intention of God, that one woman should be assigned to one man; for, if to one man be allowed an exclusive right to five or more women, four or more men must be deprived of the exclusive possession of any; which could never be the order intended. (Paley 1785, 187–88)


    Paley bolsters his argument by pointing out that God created one Adam and one Eve; if God had intended us to be polygamous, he would not have started the human race with one of each, “especially as by giving Adam more wives than one, the multiplication of the human race would have proceeded with a quicker progress.” Paley also argues that both sexes are harmed by polygamy, and offers as evidence the deplorable state of human life in “nations of the East.” And he adds an interesting footnote to the word equality in the passage quoted above. Paley remarks that “the equality is not exact. The number of male infants exceeds that of females in the proportion of nineteen to eighteen, or thereabouts; which excess provides for the greater consumption of males by war, seafaring, and other dangerous or unhealthy occupations.” The idea that monogamy, sex ratio, and the different mortality rates of males and females are causally linked and the observation that human sex ratio is slightly male biased at birth were familiar to Darwin before he developed his theory of evolution.


    Does Darwin's explanation of sex ratio invoke individual or group selection? The assumption of monogamy entails that a group with an even sex ratio will be more productive than a group of the same size that has an uneven sex ratio; given monogamy, an even sex ratio thus provides an advantage to the group. Though this is true, it is not Darwin's argument. He conceives of the problem in terms of selection within a single population, not in terms of competitions among groups; in the passage I quoted from page 316, Darwin says that some parental pairs are more productive than others in the same population.7 It does not distort the logic of his argument if we imagine that it is the female in a mating pair who determines the mix of sons and daughters the pair produces. The problem that Darwin addresses, in modern parlance, is to identify the best sex ratio strategy a mother can follow. For example, consider three mothers in generation 1; the first has 10 sons and 0 daughters, the second has 5 sons and 5 daughters, and the third has 0 sons and 10 daughters. If fitness is estimated by counting the number of offspring, they are equally fit. But if a mother's fitness is measured by seeing how many of her offspring reproduce (and thus produce grandoffspring for her), the problem changes. If mating is strictly monogamous and the next generation is female biased, then the mom who produces only sons will do best. If the next generation is male biased, the best thing for a mom to do is to produce all daughters. And if the next generation has an even sex ratio, it won't matter what mix of sons and daughters a mother has, since all will find mates. Here Darwin deploys the three-generation time frame that he used in the Origin to think about the evolution of neuter workers in the social insects (§2.5).


    In the second edition of Descent of Man, Darwin (1874, 267–68) retracts his analysis and substitutes a disclaimer—“I formerly thought that when a tendency to produce the two sexes in equal numbers was advantageous to the species, it would follow from natural selection, but I now see that the whole problem is so intricate that it is safer to leave its solution to the future.” He admits that although there are circumstances in which one sex ratio or another would be advantageous to the species, “in no case, as far as we can see, would an inherited tendency to produce both sexes in equal numbers or to produce one sex in excess, be a direct advantage or disadvantage to certain individuals more than to others; … and therefore a tendency of this kind could not be gained through natural selection.” Is Darwin here insisting that a selective explanation must appeal to individual selection only? Or was he merely noting that individual and group selection both require that some individuals must benefit if a trait is to evolve? This is a point that I discussed in §2.6 in connection with what Darwin says about hybrid sterility. But even if Darwin is demanding that the evolution of sex ratio be explained without invoking group selection, it isn't clear why this led him to doubt his earlier argument. His argument from monogamy is an individual selection argument.


    Darwin does not state his reasons for retracting, but chapter 20 of Descent of Man provides some facts that may have given him pause. Darwin (1871, 361–62) says that although orangs are monogamous, gorillas, chimps, and baboons are not. And the same holds of many human beings, present and past:



    Judging from the social habits of man as he now exists, and from most savages being polygamists, the most probable view is that primeval man aboriginally lived in small communities, each with as many wives as he could support and obtain, whom he would have jealously guarded against all other men. Or he may have lived with several wives by himself, like the Gorilla.


    This supplements his remark that “many mammals and some few birds are polygamous” (1871, 266). Darwin's explanation in the first edition is that monogamy leads an even sex ratio to evolve, while polygyny leads a female-biased sex ratio to evolve. If there are polygynous species with even sex ratios, this is a puzzle for his account. Darwin did not have to look far from home to find such problem cases.


    Why are such species a problem for Darwin's hypothesis? It isn't that his first-edition theory says that monogamous species always evolve an  even sex ratio and that polygynous species always evolve a female-biased sex ratio (more on this later). Darwin's concern may have been that his theory requires the right chronological order. If an even sex ratio evolved in a lineage as an adaptive response to monogamy, then monogamy must have been present before the even sex ratio evolved. Observing various contemporary species that have even sex ratios without being monogamous may have led Darwin to suspect that monogamy did not precede the evolution of even sex ratios in ancestral lineages. This line of thought follows the logic of tree thinking by using the character states found at the tips of a phylogeny to make inferences about the character states of the ancestors that exist in the tree's interior (§1.6).


    Darwin's data may have told him that his theory is off the mark. But there is a deeper flaw in his reasoning, whether he realized it or not. This was discovered by Carl Düsing.



    3.5. DÜSING'S MODEL—MONOGAMY DROPS OUT


    Biologists nowadays often think of R. A. Fisher (1930) as having been the first to grapple substantively with the problem of explaining sex ratio in terms of natural selection. This is an impression that needs to be corrected. We have already seen that Darwin had an interesting take on the problem. Unfortunately, Fisher (1930, 158) mentions Darwin's later bewilderment but not his earlier thoughts. And Fisher does not mention the work of Carl Düsing (1884) at all. Düsing produced an algebraic argument for why selection will lead to the evolution of an even sex ratio at reproductive age. Seger and Stubblefield (2002, 8) say that Düsing's account is “perhaps the first mathematical model in evolutionary biology.” How is Düsing's argument related to Darwin's formulation? Edwards (1998, 2000) and Seger and Stubblefield see Düsing as putting into mathematical language the ideas that Darwin (1871) had thought through only qualitatively. I see a difference in substance. Where Darwin (1871) explains even sex ratio as an adaptive response to monogamy, Düsing's explanation does without the assumption of monogamy. 


    Düsing is explicit that we need to consider three generations: (1) the parental generation, (2) the generation of offspring, and (3) the generation of grandoffspring. A simplified version of Düsing's argument can be put as follows. If there are m males and f females in generation 2, and if they together produce the N individuals who exist in generation 3, then the average male in generation 2 has N/ m offspring in generation 3, and the average female in generation 2 has N/f offspring in generation 3. This means that individuals in the minority sex in generation 2 will, on average, be more reproductively successful than individuals in the majority sex. A parent in generation 1 who wishes to maximize the number of grandoffspring she has in generation 3 should therefore produce offspring in generation 2 who are exclusively of the minority sex. An equilibration process is thus set in motion—if the population is male biased, selection will favor the overproduction of females; if it is female biased, selection will favor the overproduction of males. The population reaches equilibrium when the sex ratio at reproductive age is even, at which time a parent who has one mix of daughters and sons does no better or worse than a parent who has any other. Only when the sex ratio is uneven will there be fitness differences among the different possible sex ratio strategies that a parent might follow.


    Notice that there is no need to impose the requirement of monogamy to see what happens to the average male and the average female in generation 2. Even with polygyny, it remains true that the male average is N /m and the female average is N / f. True, some males have more than N / m offspring while others have none at all, and it also may be true that the female variance is less than the male variance. But Düsing saw that this does not matter: “Whilst the female sex shows a much greater constancy in the strength of reproduction, the widest variation may occur in the case of the male individuals. But in our calculation it is not a matter of how far any extremes deviate, but what the average number of offspring is, and this number is of the same magnitude for male and female individuals at normal [i.e., even] sex ratios” (translated in Edwards 2000). Here Düsing underscores his earlier remark that “it is true that in each individual case [the number of offspring produced] is subject to considerable variation, but if one wants  to illustrate and calculate the total effect in an example one must naturally use the average number.”


    When there is monogamy, Darwin and Düsing both think of natural selection as “aiming” at an even sex ratio at reproductive age. If males die more frequently than females before reproductive age, both Darwin and Düsing can make sense of the fact that there is a male-biased sex ratio at birth. But Darwin and Düsing part ways over polygynous species that have even sex ratios at reproductive age; these are a problem for Darwin, but not for Düsing. On the other hand, an uneven sex ratio at reproductive age is a problem for Düsing, whereas Darwin's argument makes room for uneven sex ratios when there is polygyny.


    Darwin and Düsing disagree, but who is right? In fact, Düsing uncovered an error in Darwin's reasoning. Consider two wagers. In the first, you win $100 if a fair coin lands heads and $0 if it lands tails. In the second, you win $25 if the coin lands heads and $23 if it lands tails. Which wager do you prefer? If you are very risk averse, you'll take the second, since it represents no risk of getting nothing. However, if you consider what would happen if you made two long series of wagers, the first being a sequence of wagers of the first kind, the second being a sequence of wagers of the second, you'll see that the first sequence will give you an average payoff of $50 per wager while the second will give you an average of $24. When it comes to betting, some of us are risk averse while others focus on the average (the “expected” payoff). This is a matter of taste; even though decision theory says that we should maximize expected utility, it does not say that we should maximize expected dollars. In the theory of natural selection, fitness is the relevant concept, not utility. To determine whether selection favors one trait over another, you can't focus exclusively on the worst-case scenario for each. The average performance of each trait is what matters. Suppose there is polygyny and mating groups have one male and three females, with each fertilized female producing five offspring. Let us suppose that all females are in mating groups, but some males fail to be included. Males in such groups have fifteen offspring; males outside have zero. The average male fitness is 15p + 0(1 − p) = 15p, where p is the percentage of males in the population who find their way into mating groups. For males and females to have the same average fitness, p = 1/3.  What is the sex ratio in the population when p has this value? For every male in a mating group, there are two males who fail to mate. And for every male in a mating group, there are three females in that group. The population sex ratio is (1 + 2)/3 = 1. In a polygynous population with an even sex ratio and p =1/3, there is no selection that favors the production of one sex over the other. Polygyny does not cause a female-biased sex ratio to evolve. Darwin and Düsing analyzed the case of polygyny differently, and it was Düsing who obtained the correct solution. What about monogamy? The two theorists agree that an even sex ratio will evolve, but they disagree about the reason why. Darwin thinks this happens because there is monogamy; Düsing thinks that an even sex ratio evolves because each offspring has one mother and one father; monogamy has nothing to do with it. For Darwin, monogamy and polygyny are different; for Düsing, they are the same. Darwin's reasoning about sex ratio focused exclusively on individuals who fail to mate, Düsing's on the average individual in each sex. Düsing was a better Darwinian than Darwin.



    3.6. FISHER AND PARENTAL EXPENDITURE


    Fisher gives a characteristically compressed treatment of the evolution of sex ratio in his landmark book The Genetical Theory of Natural Selection (1930, 158–60). Like Darwin's account, Fisher's is purely verbal, with no mathematical symbols in sight. How is Fisher's theory related to the theories of Darwin and Düsing? Edwards (2000) says that Düsing gave a mathematical account “based on the same argument that Darwin had advanced,” and that Fisher “gave a verbal account of the argument in The Genetical Theory of Natural Selection.” I have already tried to separate Düsing from Darwin; I now want to separate Fisher from both of his predecessors.


    Like Düsing, Fisher makes no assumption of monogamy. But the two of them differ, in that Fisher's and Düsing's models predict different equilibrium values—different endpoints toward which the process of natural selection will tend to “push” a population. Whereas Düsing argues that natural selection leads to an even sex ratio at “the time of reproduction” (Edwards 2000, 256), Fisher's fundamental idea is that natural selection leads to equal “parental expenditure,” and equal expenditure need not manifest itself as equal numbers of the two sexes at reproductive age. As already noted, Düsing had room in his account for male-biased sex ratios at birth. What Düsing rules out, but Fisher does not, is a biased sex ratio at reproductive age.


    Fisher's concept of parental expenditure encompasses both the creation of sons and daughters and the rearing of those offspring to independence. Ignoring the dads, we can put Fisher's question this way: If each mother in a population has a package of resources to spend on creating and sustaining her sons and daughters, what percentage of that package should she devote to sons and which to daughters? That is, what division will natural selection favor? The standard way to address this question is to suppose that all the parents in a population use one division of resources, and then to ask when a novel mom who uses a different division will do better, in the sense of having higher fitness, which in this context means having more grandoffspring.


    Suppose that each mother in the population has a total package of resources T and that she devotes pT to build and maintain her sons and (1 - p)T to build and maintain her daughters (p is a fraction between 0 and 1). She does this during a time that begins with conception and ends when her children begin to live independently; perhaps, after independence, more time passes before her offspring reproduce. Suppose that each mother in the population spends cm on the average son and cf on the average daughter, and that the average son brings her bm units of benefit (in terms of providing her with grandoffspring) and the average daughter brings her bf. Then a mother's total fitness, taking account of both her costs and her benefits, is
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    The symbols inside the square brackets represent the number of sons and daughters she has, and the whole expression sums the benefit she receives from her sons and the benefit she receives from her daughters. The evolutionary question can now be posed: When will a mutant mom  have higher fitness than these resident females by producing some other mix, p* and (1-p*), of sons and daughters? We assume that the costs and benefits that the mutant mom experiences are the same as those pertaining to the other moms in the population. The mutant mom's total fitness is
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    so our task is to determine when it will be true that
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    This simplifies to


    [image: img]


    For the product on the left-hand side to be positive, both product terms must be positive or both must be negative. This means that the mutant mom has higher fitness than a resident mom precisely when either


    [image: img]


    In other words, if sons have a higher benefit to cost ratio than daughters, then for the mutant mom to be fitter than the others, she should produce a higher proportion of sons than the resident moms do; on the other hand, if sons have a lower benefit-to-cost ratio than daughters, then the mutant should produce a lower proportion of sons than the residents produce. But notice something simpler: the mutant cannot do better than a resident if
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    When this equality holds, the selective evolution of sex ratio stops. But what mix of males and females does this equality represent?


    To answer this question, we must remind ourselves of the meaning of the benefit terms bm and bf. Here we may take our cue from Düsing.  Suppose that the offspring generation produced by the original generation of parents has m males and f females at the end of the period of parental care. Not all of these individuals need live to reproductive age, but the fact remains that if there are N offspring in the third generation, the average second-generation male at the end of the period of parental care has N/m offspring and the average female has N/f. These are the benefits that sons and daughters provide. If we substitute N/m and N/f for the benefit terms in (E), we obtain
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    When this equality holds, the mutant mom will have the same fitness as the residents. Fisher's principle of equal expenditure is simply the idea that mcm =fcf ; at equilibrium, a parent's total investment in sons equals her total investment in daughters. Notice that this expression for equal expenditure also can be written as
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    An even sex ratio (m = f ) at the end of the period of parental care is an equilibrium if cf = cm , but if cf > cm , the equilibrium requires there to be more males than females. The investment made in the average male will be less than the investment made in the average female if males have a higher mortality rate during the period of parental care (assuming that sons and daughters consume parental resources at the same rate). So greater male mortality during the period of dependence predicts a male-biased sex ratio at the end of that time.


    It may seem that Düsing's model is a special case of Fisher's, with Düsing's derived from Fisher's by letting cf = cm. This is not correct. Düsing calculates the sex ratio “at the time of reproduction” (Edwards 2000, 256), whereas Fisher's model predicts the sex ratio at the time of independence, which may come earlier. Stipulating that cf = cm in Fisher's model entails an even sex ratio at the end of the period of parental care, which is not what Düsing claims.8 As Fisher notes,



    the sex ratio at the end of the period of expenditure thus depends upon differential mortality during that period …. It will not be influenced by differential mortality during a self-supporting period; the relative numbers of the sexes attaining maturity may thus be influenced without compensation by differential mortality during the period intervening between the period of dependence and the attainment of maturity. (Fisher 1930, 159–60)


    Natural selection may reduce the rates of mortality that each sex experiences between independence and maturity, but this isn't relevant to how natural selection affects the mix of sons and daughters that parents produce. For Fisher, selection for sex ratio should be understood in terms of a prediction concerning the sex ratio that obtains at the age of independence, not the sex ratio that obtains at reproductive age. From the point of view of Fisher's argument, Darwin and Düsing both addressed the wrong question.



    3.7. HAMILTON—GROUP AND INDIVIDUAL SELECTION


    In §2.1, I discussed G. C. Williams's (1966) use of sex ratio as an argument against group selection. Williams's data were wrong, but his reasoning was largely correct. Williams saw that Fisher's model involves only individual selection and took it to predict a sex ratio of unity. Williams also saw that group selection could lead to very different outcomes, since what is good for the group (in terms of productivity and avoiding extinction) may differ from what is good for the individual in its competition with other individuals in the same group. Williams had no mathematical model for how group selection would work here but just the intuitive idea that female-biased sex ratios promote population productivity, while male-biased sex ratios will reduce population size, a trait that will be useful to the group in times of scarcity.


    A year after Williams's book appeared, W. D. Hamilton published his landmark paper “Extraordinary Sex Ratios,” in which he provided a mathematical model in which evolutionary outcomes very different from the ones treated by Fisher could occur. Unlike Williams (1966), Hamilton (1967) was aware that the sex ratios in many insects are strongly female biased. His approach to understanding how this  arrangement might evolve was to consider a hypothetical species of parasitic wasp in which one or more fertilized females lay eggs in a host; when the eggs hatch, the offspring in a host reproduce with each other and the fertilized females then take flight to find new hosts to parasitize. Hamilton asked the same three-generation question that Darwin, Düsing, and Fisher posed, but he got a different answer. Suppose each host is parasitized by a single fertilized female. What mix of sons and daughters should she produce in order to maximize her number of grandoffspring? Clearly, she should produce the smallest number of sons needed to fertilize all her daughters. And what sex ratio will evolve if each host is parasitized by two fertilized females, or by three, and so on? Hamilton addressed this general question.


    Hamilton's point was not to refute Fisher's model, but to show that it rests on special assumptions. Fisher considers a single, infinite population in which there is random mating; Hamilton considers a metapopulation of nests, each of finite size, and in each there is inbreeding. If each nest is founded by a single fertilized female, then all matings after the eggs hatch are between siblings; if there are two foundresses, half the mating pairs in the nest's next generation are composed of siblings. In general, as the number of foundresses per nest increases, the percentage of mating pairs that are composed of siblings declines, the rest being composed of unrelated individuals, and so the amount of inbreeding declines. As the number of foundresses goes up, the sex ratio predicted by Hamilton's model gets closer to the one predicted by Fisher's; figure 3.4 depicts this convergence (on the assumption that males and females are equally costly).


    Hamilton's model calculates the global sex ratio that will evolve in the metapopulation; it is produced by individual and group selection acting together, as Hamilton (1967, 487) briefly mentions and Colwell (1981) explains more fully; Williams (1992) agrees. In Hamilton's model, pure group selection favors a strongly female-biased sex ratio, since this is what maximizes group productivity; pure individual selection favors the Fisherian solution of an even sex ratio (if one assumes that sons and daughters are equally costly). In between these two extremes lie cases in which both group and individual selection are at work; if there is both competition among groups and competition  within groups, the resulting sex ratio will be a compromise between what happens in the two pure cases. An example, in which groups are founded by two fertilized females, is analyzed in the appendix.
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    3.8. SEX RATIO AS A TEST CASE


    Modern sex ratio theory makes testable predictions about the sex ratios we should observe. There is no one theory here, in the sense that Einstein's general theory of relativity is a single theory; rather, there is a collection of models. It might turn out that one model makes accurate predictions about sex ratios in one group of species, but inaccurate predictions about sex ratios in another. Evolutionary theory involves no a priori commitment to the thesis that a trait found in different branches of the tree of life always evolved for the same reason. And if all the models that now comprise contemporary sex ratio theory turn out to make inaccurate predictions about a group of organisms, other evolutionary explanations will have to be found, and they will have to be testable if they are to pass scientific muster.


    The predictions that these models make need to be understood probabilistically. It would be a mistake to think that Fisher's model predicts that randomly mating populations will always exhibit equal investment, or that Hamilton's model predicts that inbred populations will always exhibit female bias. Nor would it be correct to substitute “usually” for “always.” A better interpretation is that each model says that different breeding structures are “positive causal factors” for different sex ratios (Sober 1984; Orzack and Sober 2001; Sober 2008b). Random mating raises the probability of equal investment, and inbreeding raises the probability of female bias. Breeding pattern is to sex ratio as smoking is to cancer. Causal hypotheses about sex ratio and causal hypotheses about lung cancer may be tested in the same way. The prediction made by the smoking hypothesis is that smokers should get lung cancer more often than nonsmokers who are otherwise similar; the prediction made by a model of sex ratio evolution is that this or that sex ratio should occur more frequently in populations with one breeding structure than it does in populations with another that are otherwise similar.
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    Let's apply this view of testing to Darwin's (1871) hypothesis about monogamy and polygyny. As explained in §3.4, Darwin's hypothesis is flawed if the process he is describing is one of individual selection. But the hypothesis can be understood in terms of group selection; given a mating scheme, the sex ratio will affect how productive a population will be. The model now makes sense, but this does not mean that it is true. To test it, we can use the format represented in figure 3.5. Since testing is contrastive (§3.1), we need to decide what alternative hypothesis Darwin's conjecture is to be tested against. A natural choice is the null hypothesis that says that sex ratio and monogamy/polygyny are  not causally related. Darwin's hypothesis predicts that monogamy and even sex ratio should be positively associated, and that polygyny and female bias should be so as well. The alternative hypothesis predicts that the association is zero. It does not refute Darwin's hypothesis that some species are polygynous and have even sex ratios and that some are monogamous and have female-biased sex ratios. Differences in frequencies are what matter.9 There are further details about how this test should be structured,10 but it isn't necessary to spell them out here, since the main point is this: the models that currently comprise evolutionary sex ratio theory can be tested by observing breeding structures and sex ratios (as well as other biological variables) in different populations.11


    What explanation does creationism have to offer of the different sex ratios we see in nature? In fact, creationists don't have a theory about this. What they have is just the one-sentence remark “This was God's will,” which can be appended to any observation you happen to make. If the sex ratios found in nature are mostly even, creationism can accommodate that finding. And if many are female-biased, creationism can accommodate that too. The hypothesis that an omnipotent, omniscient, and benevolent intelligent designer produced the sex ratios of different species in fact makes no predictions at all about the sex ratios we should observe (Sober 2008b). One half of Arbuthnot's likelihood argument—his claim that Pr(Data | Intelligent Design) is large—involves an undefended, and still indefensible, assumption. Arbuthnot assumes that God (if he exists) wants the human sex ratio at the age of marriage to be even. What is Arbuthnot's justification for this assumption?And even if God does want this outcome, why does he achieve it by making the sex ratio at birth uneven, rather than by reducing the male mortality rate, or increasing the female, or in some other way. An answer to these questions can doubtless be invented; the point is that there is no independent evidence that the invented story is true.


    At crucial points in his thinking, Darwin saw that traits that are deleterious for the individual can be good for the group. As discussed in chapter 2, this is what prompted him to introduce the hypothesis of group selection. The idea of conflicts of interest survives in contemporary evolutionary theory, and it has been fruitfully applied in contexts of which Darwin never dreamed. For example, there is intragenomic  conflict, where genes within a single organism compete, and there is parent/offspring conflict, where the reproductive interests of a mother and her fetus are at odds. Those who believe only in individual selection may think that natural selection always “aims” at the evolution of traits that promote an individual's survival and reproduction. However, from the point of view of multilevel selection theory (Sober and Wilson 1998), there is no such thing as the one and only kind of trait that selection always promotes. The idea of conflicts of interest makes it much harder to think of the details of the living world as due to a designer's benevolence, not because there is so much evil in the world (though there is), but because we do not know what benevolence even means in this connection. Is God's benevolence directed to individuals, to groups, to species, to ecosystems or to some complex mixture of all of these. God's benevolence is usually taken to include a concern for the survival and reproduction of his creatures, but most religious traditions include much more than this. In contrast, when Darwin and contemporary evolutionary biologists talk about what is “good for the individual” and what is “good for the group,” they have in mind a much more austere concept. Both are cashed out in terms of the concept of fitness; fitness has to do with survival and reproduction, at both the organismic and the group levels (§2.1). When biologists talk about traits evolving because they are good for the individual or for the group, it is clear what they mean, and it is empirically ascertainable whether a given trait helps or hurts the relevant entity's chances of surviving and reproducing. In contrast, when creationists talk about God's benevolence, there is often no telling which traits in which organisms this benevolence would lead God to favor.12


    Here I am echoing a point that Fisher (1930, 49) made concerning his fundamental theorem of natural selection. He points out that the theorem applies to traits that provide an “advantage to the individual,” but that “it affords no corresponding explanation for any properties of animals or plants which, without being individually advantageous, are supposed to be of service to the species to which they belong.” He then adds that “this distinction was unknown to the earlier speculations to which the perfection of adaptive contrivances naturally gave rise. For the interpretation that these were due to the particular intention  of the Creator would be equally appropriate whether the profit of the individual or of the species were the objective in view.”13 The creationist “model” of sex ratio is that each species has the sex ratio that God wants it to have. Evolutionary models of sex ratio hypothesize that there is a causal relation between a biological variable that is empirically detectable and sex ratio. This difference makes all the difference in the world.



    APPENDIX: AN EXAMPLE OF HAMILTONIAN SEX RATIO EVOLUTION IN GROUPS WITH TWO FOUNDRESSES


    Consider a species of wasp in which females have ten offspring, with each female using one or the other of two sex ratio strategies. She can be Even (producing 5 sons and 5 daughters) or Biased (producing 1 son and 9 daughters). If each group is founded by two fertilized females, there are three types of group—those founded by two Even females, those founded by an Even and a Biased female, and those founded by two Biased females. After the eggs in a nest hatch, there is mating exclusively among nest-mates; the fertilized females then disperse, randomly pair up, and these new pairs of fertilized females then establish the next generation of nests. The process then recurs. Notice that the three types of group produce different numbers of grandoffspring: 100 (two Evens), 140 (one Even and one Biased), and 180 (two Biased). The Biased trait is advantageous to the group; the more Biased foundresses the better, as far as group productivity is concerned. Group selection therefore favors the evolution of this trait.


    How does individual selection affect the evolution of these two traits? Homogeneous groups (Even-Even and Biased-Biased) contain no variation, so no individual selection occurs there. Individual selection occurs in mixed groups. When an Even and a Biased individual together found a group, which will have the larger number of grandoffspring? The Even female has 5 of the 6 sons in the group and 5 of the 14 daughters. The Biased female has 1 of the 6 sons and 9 of the 14 daughters. If the 6 males and 14 females in the second generation mate at random, what are the expected pedigrees of the individuals in the  third generation? These expected pedigrees are depicted in figure 3.6. The grandoffspring in the upper-right and lower-left cells trace back to both foundresses (to one through their father and to the other through their mother); the grandoffspring in the upper-left cell come exclusively from the Even foundress, and those in the lower-right cell come exclusively from the Biased foundress. It follows that the Even foundress has been more successful in producing grandoffspring. To see this, imagine that a foundress wins points for having each of her grandoffspring; a grandoffspring who traces back via both its mother and its father to a single foundress garners for that foundress a score of 1, while a grandoffspring who does so via only one of its parents wins for that foundress a score of 1/2. It follows that the Even foundress gets a score of 25 + 1/2(45 + 5) = 50 while the Biased foundress gets a score of 9 + 1/2(45 + 5) = 34. Selection at the individual level—within mixed groups—therefore favors the Even trait.14


    In summary, Even is a selfish trait, and Biased is altruistic. The Biased trait enhances the fitness of the group but is disadvantageous to individuals in mixed groups (Colwell 1981).
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    4.1. DARWIN'S DISCUSSIONS OF GOD


    What is methodological naturalism? As a first approximation, soon to be refined, it is the thesis that science should not make claims about the existence and properties of a supernatural deity. A familiar picture of Darwin is that he was a methodological naturalist; after all, he replaced the theory of special creation—the idea that species were separately created by God—with the naturalistic theory of common ancestry plus natural selection. This picture of Darwin is consistent with the fact that his was not the first naturalistic theory of evolution. Lamarck's theory (§1.2) appeared some fifty years before the Origin, and way before Lamarck, there was the Epicurean theory that particles whirling in the void link together and form stable combinations that then persist (§3.1).1 Lamarckism and Epicureanism, as well as the other naturalistic theories that Darwin mentions in the “Historical Sketch” that he added to the third edition of the Origin, do not much resemble modern evolutionary theory, while Darwin's theory very much does. And modern evolutionary biology conforms to what methodological naturalism requires. This may encourage us to erroneously conclude that Darwin was the originator of naturalism, at least in biology. In fact, Darwin was adding his voice to a movement that had steadily gathered momentum over the centuries, in biology and in the other sciences as well (Numbers 2003).


    If Darwin was a methodological naturalist, it is odd that the Origin begins and ends with remarks about God. Even before he speaks his own first words in the book, he quotes two philosophers—William Whewell and Francis Bacon—on the subject of how God and nature are related:


    But with regard to the material world, we can at least go so far as this—we can perceive that events are brought about not by insulated interpositions of Divine power, exerted in each particular case, but by the establishment of general laws.—W. Whewell, Bridgewater Treatise.


    To conclude, therefore, let no man out of a weak conceit of sobriety, or an ill-spirited moderation, think or maintain, that a man can search too far or be too well studied in the book of God's word, or in the book of God's works; divinity or philosophy; but rather let men endeavour an endless progress or proficience in both. —Bacon, Advancement of Learning.


    In the Origin's last paragraph, Darwin (1859, 490) says that, in the beginning, “life was breathed into a few forms, or into one.” A few pages earlier, he says that “all organic beings which have ever lived on this earth have descended from some one primordial form, into which life was first breathed” (Darwin 1859, 484). Who is this breather to whom Darwin refers? Darwin's readers doubtless knew, but just to make sure, Darwin added “by the Creator” to both remarks in the second edition. He removed one of these additions from the third, but never removed the other (Darwin 1959, 753, 759). A comment that Darwin makes in an 1863 letter to Hooker may help explain why he made the one deletion:



    I have long regretted that I truckled to public opinion, and used the Pentateuchal term of creation, by which I really meant “appeared” by some wholly unknown process. It is mere rubbish, thinking at present of the origin of life; one might as well think of the origin of matter. (Darwin 1887, vol. 2, 202–203)


    It is unclear why Darwin did not delete “by the Creator” from the other passage.


    How can the picture of Darwin as a methodological naturalist be consistent with these theological remarks? Maybe the answer is that theology was mere window dressing in the Origin, something that occurs only at the start by way of a perfunctory nod to philosophers and at the end in a paragraph that is self-consciously poetic. One reason to resist this suggestion is that theology enters the Origin as part of Darwin's argument, not merely as part of his rhetoric. Darwin is at pains to show that his own theory is superior to the theory of special creation, and some of his criticisms of this antinaturalistic theory involve theological assumptions, as I'll now explain.


    The substance of Darwin's quotation from Whewell is something that Darwin returns to at the end of the Origin, where he says:



    Authors of the highest eminence seem to be fully satisfied with the view that each species has been independently created. To my mind it accords better with what we know of the laws impressed on matter by the Creator, that the production and extinction of the past and present inhabitants of the world should have been due to secondary causes, like those determining the birth and death of the individual. (Darwin 1859, 488)


    If God is a majestic law-giver and not a meddler who tinkers with piecemeal details, then the doctrine of special creation is theologically implausible (Brooke 2009, 263).2 In the competition between special creation and Darwin's own theory, a point against the former is a point in favor of the latter.


    A second theological argument that Darwin makes against special creation concerns imperfect adaptation:



    On the view of each organic being and each separate organ having been specially created, how utterly inexplicable it is that parts, like the teeth in the embryonic calf or like the shriveled wings under the soldered wing-covers of some beetles, should so frequently bear the plain stamp of inutility! (Darwin 1859, 480)


    This argument survives in the writings of many of Darwin's intellectual heirs—for example, in Stephen Jay Gould's (1980b) discussion of the panda's thumb. Radick (2005) calls it the no-designer-worth-his-salt argument. According to this line of reasoning, Darwin's theory of common ancestry plus natural selection predicts imperfect adaptations, while the hypothesis of special creation makes it very surprising that imperfect adaptations are so common. The observations therefore favor Darwin's theory over special creation. This is a good likelihood argument (§1.3), provided that the following assumption is true: if God made organisms, they probably would not have so many imperfect adaptations.3 Darwin's argument involves a substantive theological assumption about the goals and abilities God would have if he existed (Nelson 1996; Sober 2008b, 126–28).


    A third argument Darwin makes against special creation begins with his noticing that offspring sometimes fail to resemble their parents. He mentions, for example, that “we see several very distinct species of the horse-genus becoming, by simple variation, striped on the legs like a zebra, or striped on the shoulders like an ass” (Darwin 1859, 165–67). Individuals that belong to one species in a genus occasionally produce offspring that resemble individuals in another species of the same genus, and a hybrid whose parents come from species A and B in a genus sometimes resembles its own parents less than it resembles an individual from a congeneric species C. Darwin believed that these facts are easily explained by the fact of common ancestry. They are no more surprising than the fact children sometimes have features that resemble their cousins more than their parents. In contrast, the fact that offspring sometimes fail to resemble their parents, he thinks, is a problem for the doctrine of special creation. Darwin recognizes that the creationist may reply by simply asserting that the Creator arranged things thus, but he finds this reply objectionable:



    To admit this view is, as it seems to me, to reject a real for an unreal, or at least for an unknown, cause. It makes the works of God a mere mockery and deception; I would almost as soon believe with the old and ignorant cosmogonists, that fossil shells had never lived, but had been created in stone so as to mock the shells now living on the seashore. (Darwin 1859, 167)


    Here again, the observations are said to back creationists into a corner, and the problem with this corner is that it is theologically implausible (Dilley 2011). If God is no deceiver, the doctrine of special creation is mistaken.


    Given Darwin's assertion that God works in nature via “secondary causes” and his assertion that God is no deceiver, one of his comments concerning Paley's intelligent design explanation of the vertebrate eye is  puzzling. Darwin (1859, 188) notes, first, that “it is scarcely possible to avoid comparing the eye to a telescope. We know that this instrument has been perfected by the long-continued efforts of the highest human intellects; and we naturally infer that the eye has been formed by a somewhat analogous process.” But then he asks two questions: “But may not this inference be presumptuous? Have we any right to assume that the Creator works by intellectual powers like those of man?” (Darwin 1859, 188) I take it these questions are rhetorical. Darwin is saying that it is presumptuous to think that God makes organisms “by intellectual powers like those of man.” God is so radically different from human beings that we have no way of knowing what his goals are, or even if he has goals in anything like the way that human beings do. If this is right, then the problem with special creation is that it is predictively vacuous. In another passage in the Origin, Darwin puts the point with a touch of irony: “On the ordinary view of the independent creation of each being, we can only say that so it is—that it has so pleased the Creator to construct each animal and plant” (Darwin 1859, 435). The problem with creationism is that it can accommodate any observation but can predict none of them.4 The hypothesis that an intelligent designer made object X predicts nothing about the features X will have unless we know something about the goals and abilities this designer would have if he existed (Sober 2008b). If creationism is flawed in this way, that is a point in favor of common ancestry plus natural selection in the two-way competition. The thesis that God's goals are hidden from us is Darwin's fourth theological argument against creationism.5


    The fifth and last context I want to discuss in which Darwin puts theological assumptions to work concerns the problem of evil. After the Origin's publication, Darwin wrote to Asa Gray, his premier North American advocate:



    I had no intention to write atheistically. But I own that I cannot see as plainly as others do, and as I should wish to do, evidence of design and beneficence on all sides of us. There seems to me too much misery in the world. I cannot persuade myself that a beneficent and omnipotent God would have designedly created the Ichneumonidæ with the express intention of their feeding within the living bodies of Caterpillars, or that a cat should play with mice. Not believing this, I see no necessity in the belief that the eye was expressly designed. On the other hand, I cannot anyhow be contented to view this wonderful universe, and especially the nature of man, and to conclude that everything is the result of brute force. I am inclined to look at everything as resulting from designed laws, with the details, whether good or bad, left to the working out of what we may call chance. (Darwin 1887, vol. 2, 311–12)


    Darwin also addresses the problem of evil in the Origin:



    It may not be a logical deduction, but to my imagination it is far more satisfactory to look at such instincts as the young cuckoo ejecting its foster-brothers,—ants making slaves,—the larvæ of ichneumonidæ feeding within the live bodies of caterpillars,—not as specially endowed or created instincts, but as small consequences of one general law, leading to the advancement of all organic beings, namely, multiply, vary, let the strongest live and the weakest die. (Darwin 1859, 243–44)


    Why does Darwin say that it may be more “satisfactory” to regard these gruesome and repellant examples as consequences of a general law (natural selection) rather than as “specially endowed or created”? Several historians have suggested that the problem of evil motivated Darwin to embrace the deistic view that God creates general laws and does not designedly create separate species and their adaptations (Dilley 2011). They argue that Darwin thought that God is off the hook with respect to the problem of evil if he is responsible only for the laws. Gillespie (1971, 127) uses the phrase “divine exoneration,” and Brooke (1991, 316) says that Darwin “considered the possibility that a universe in which the laws were designed, but the details left to chance, might relieve the Creator of direct responsibility for the more macabre features of creation.” The biologist Francisco Ayala (2007) also has endorsed this interpretation of Darwin's theory, which is why Ayala calls his book Darwin's Gift to Science and Religion. The gift to religion is a solution to the problem of evil. A consequence of this solution to the problem of evil is that Creationism is mistaken. This is another theological argument that has the consequence that Darwin's own theory is superior to the theory of special creation. 


    If this is Darwin's solution to the problem of evil, it faces an obvious objection. If the laws of nature produce great suffering, why didn't God choose different laws that would have had different consequences? There is room to wonder how seriously Darwin took this solution. Consider what he says in a letter of 1866: “It has always appeared to me more satisfactory to look at the immense amount of pain & suffering in this world, as the inevitable result of the natural sequence of events, i.e. general laws, rather than from the direct intervention of God though I am aware this is not logical with reference to an omniscient Deity.” 6 Note also that the phrase “it may not be a logical deduction” occurs in the passage from the Origin that I quoted.


    In the letter to Asa Gray quoted above, Darwin embraces the first cause argument for the existence of God. The point is even clearer in a passage from his Autobiography, which he wrote at the end of his life as a private document for his family. Darwin describes “the extreme difficulty or rather impossibility of conceiving this immense and wonderful universe, including man … as the result of blind chance or necessity…. I feel compelled to look to a First Cause having an intelligent mind in some degree analogous to that of man; and I deserve to be called a theist” (Darwin 1958, 92–93). Does this passage indicate that Darwin was a deist, holding that God created the universe and arranged the laws of nature (and the initial conditions) so that organisms, including man, would evolve? Though Darwin often sounds like a deist, at other times he sounds like an agnostic. Right after he endorses the first cause argument in the Autobiography, he hedges; he says that human beings may not be capable of thinking straight about these lofty metaphysical questions. A page later, he hedges some more, saying that he is an “agnostic,” by which he says he means someone “who has no assured and ever present belief in the existence of a personal God or of a future existence with retribution and reward” (Darwin 1958, 92–93). We now use the term agnostic to mean someone who neither believes nor disbelieves that God exists; agnostics usually defend their position by claiming that the question of God's existence cannot be answered by appeal to evidence. Darwin means something different in this passage; he uses “agnostic” to mean someone who doesn't believe in heaven and hell or in a God who answers one's prayers. A deist is an agnostic in this  sense. After Darwin's death, his son Francis quotes him as saying that “the mystery of the beginning of all things is insoluble by us; and I for one must be content to remain an Agnostic” and that “I think an Agnostic would be the more correct description of my state of mind. The whole subject [of God] is beyond the scope of man's intellect” (Darwin 1887, 313). Here Darwin says he is an agnostic in the modern sense of that term, which is inconsistent with deism.


    Whether Darwin settled into agnosticism or forever vacillated between deism and agnosticism, two points are clear. The first is that his religious trajectory was not the product of his biological theories. Rather, the work was done by philosophical considerations—the problem of evil, the first cause argument, and a growing skepticism about our ability to think clearly about the origin of the universe. The second is that Darwin walked away from Christianity. He uses unusually strong language in the Autobiography, saying that Christianity is a “damnable doctrine,” since it maintains that his father and brother, and almost all his best friends, will forever suffer the torments of hell simply because they are not believers (Darwin 1958, 87, 238). Darwin says that he “can hardly see how anyone ought to wish Christianity to be true.” It is interesting that his wife Emma remained a Christian and simply dismissed the doctrine of eternal damnation as unchristian (Moore 1989, 203).



    4.2. REFINING METHODOLOGICAL NATURALISM


    I began this chapter by saying that methodological naturalism is the thesis that science should make no claims about the existence and properties of a supernatural deity. I did not say that scientists should abstain from doing so. Scientists discuss nonscientific matters, and there is nothing wrong with their doing so. Darwin expressed his hatred of slavery and he was a scientist, but the wrongness of slavery isn't part of a scientific theory; it is a claim about ethics. The same point applies to Darwin's embracing the first cause argument for the existence of God; here he is describing his philosophical views. Methodological naturalism does not prohibit scientists from making philosophical claims.


    Even so, the formulation I gave of methodological naturalism needs work; science is an activity, and activities don't make claims. People make claims when they endorse the truth of various propositions, and propositions make claims in the sense that they have various entailments. A step in the right direction is to divide methodological naturalism in two:



    Methodological naturalism about theories : scientific theories should not make claims about the existence of a supernatural deity.


    Methodological naturalism about evidence and arguments : scientific evidence and arguments should not make claims about the existence of a supernatural deity.


    By replacing the term “science” with the distinction between “scientific theories” and “scientific evidence and arguments,” this formulation allows methodological naturalists to criticize antinaturalist theories for being at odds with what we observe. For example, contemporary geologists are not compromising their naturalism by pointing out that young earth creationism conflicts with the evidence we have for an ancient earth.


    This two-part representation of methodological naturalism introduces a second change. I began this chapter by saying that methodological naturalism requires science not to talk about the existence and properties of a supernatural deity, but now I have deleted the injunction against discussing God's properties. My reason for doing so is that every statement has implications about the properties that God would have if he existed. The proposition that life began on earth about 3.8 billion years ago entails that God (if he exists) didn't start life on earth some 6,000 to 10,000 years ago. The point generalizes; the statement that my car is gray entails that if there is a God, he didn't prevent my car from being gray. To require science to say nothing about the properties that God would have if he existed is to require science to say nothing at all. It is enough that methodological naturalism prohibits scientific theories from making claims about whether God exists. This definition of the view has the consequence that Darwin's own theory obeys methodological naturalism, while creationism does not. 


    There is more going on in the Origin than Darwin's statement of his own theory. There is the evidence he presents and his criticisms of competing accounts. It is perfectly clear that some of Darwin's evidence is entirely naturalistic. For example, he cites various nonadaptive similarities as evidence for common ancestry (§1.3), and the description of these similarities entails nothing about whether God exists. But, as discussed in the previous section, Darwin on several occasions uses theological arguments against creationism. Does this violate the second part of what methodological naturalism demands? It does if his arguments include the premise that God exists. However, Darwin's theological arguments against creationism can be interpreted so that they are perfectly consistent with the methodological naturalism I just defined. The arguments all attempt to show that Creationism is false whether or not God exists. We can view these arguments as all having the following form:



    If God exists, then God has feature X.

    If God has feature X, then creationism is false.

    __________________

    

    Therefore, if God exists, then creationism is false.

    And if God does not exist, then creationism is false.

    __________________

    

    Therefore, creationism is false, regardless of whether God exists.


    Darwin fleshes out the X in this skeleton argument by asserting that God, if he exists, will create general laws rather than make species piecemeal, that he will not be a deceiver, that he will not make so many imperfect adaptations, and so on. None of these conditional claims entails that God exists.


    It is one thing for Darwin's theological arguments against creationism to conform to the dictates of methodological naturalism, another for them to be successful. Theologians may want to argue with Darwin on this latter point. However, for most modern scientists, Darwin's claims about the properties that God would have if he existed are pretty much irrelevant. Surely, these scientists will say, we can simply chop away at the Origin and isolate a core of theory and evidence that is naturalistic through and through. This core will omit part of what Darwin says in the Origin, but maybe that isn't objectionable if our goal is just to identify what is scientifically valuable in the work Darwin did; this is a different goal from that of understanding Darwin in all his complexity.


    The problem with this naturalistic core—Darwin's own theory and his naturalistic evidence for it—is that it has the consequence that Darwin's “one long argument” is no argument at all. This is because testing is an essentially contrastive activity (§3.1); whenever theories fail to bear a deductive relationship to observations, evidence for a theory must be evidence that favors that theory over this or that alternative.7 Testing a theory means testing it against rivals. Darwin's argument for common ancestry plus natural selection needs to include one or more alternative theories for him to argue against. The main alternative on which Darwin focuses is special creation.8 Does Darwin need to discuss this nonnaturalistic theory, if only as a foil?


    No act of imagination is needed to equip Darwin's naturalistic theory with naturalistic alternatives, where the competition can be judged by evidence that is purely naturalistic. This is something that is entirely standard in the evolutionary biology of the present. For example, biologists now consider whether various traits have evolved by selection or drift, where the data considered are gene sequences gathered from a group of related species. And biologists consider whether all life traces back to a single common ancestor, or if there is separate ancestry, and cite the near universality of the genetic code as a strong argument in favor of the former (§1.4). Testing in evolutionary biology is contrastive, but the competition is of one naturalistic theory against another. Creationism is not treated as a competing scientific hypothesis, to be dealt with by seriously mustering evidence against it. Rather, it usually is treated as nonscience, as the first part of methodological naturalism requires. Darwin's partial naturalism has given way to the more thorough-going naturalism of the present.


    A few further clarifications are needed of the two-part thesis of methodological naturalism. The first is that it differs from the following thesis about what there is: 



    Metaphysical Naturalism: No supernatural deity exists.


    Evolutionary theory is neutral with respect to this second form of naturalism; like scientific theories generally, it ignores supernatural deities rather than denying their existence. The next point concerns the term supernatural. Think of nature as the totality of entities, events, and processes that have spatiotemporal location; supernatural entities, as I'll use the term, do not.9 My third comment is that I have formulated both methodological and metaphysical naturalism so that they are specifically about God and do not pertain to the category of supernatural entities more generally; this wider philosophical context is something to which I'll return.


    What do creationists say about the relation of evolutionary biology to methodological and metaphysical naturalism?10 Proponents of an older school of creationism sometimes agree that methodological naturalism is a correct principle for science, but then they deny that evolutionary theory measures up. These creationists maintain that evolutionary theory is an atheistic philosophy that masquerades as science; it embraces metaphysical naturalism and therefore violates the neutrality required by the methodological principle. In contrast, members of a more recent school of creationism, whose proponents dislike being called “creationists” and prefer the label “intelligent design theorists,” often agree that contemporary evolutionary biology obeys methodological naturalism, but then they add that this is a defect, not a laudable achievement. These creationists think that methodological naturalism is a shackle whose grip on science needs to be broken. Refusing to consider questions about the supernatural, they contend, is the act of an ostrich sticking his head in the sand.


    What kind of theistic neutrality has evolutionary theory achieved? It is obvious that the theory isn't neutral with respect to all claims about God. For example, the theory is inconsistent with the creationist position (C) depicted in figure 4.1. This form of creationism claims that the evolutionary process is fundamentally incapable of producing the complex adaptive traits that we see in the organisms around us, and that these are the result of God's directly intervening in nature.11 The second position I want to consider is Deism. Deism predates evolutionary theory. It holds  that God created the universe, made the laws of nature, and then stood back and let those laws produce all the natural phenomena we now observe.12 In figure 4.1, I've represented a version of Deism (D) that holds that God uses the evolutionary process to create the complex adaptive features that organisms have; he starts that process and then never needs to intervene for the process to yield the complex adaptations that we observe. This form of deism makes it clear that evolutionary biology does not contradict the proposition that God exists. In addition to Creationism and Deism, there is a third position to consider; it says that evolutionary theory helps explain the features that organisms have, but that it is explanatorily incomplete, in that God has been at work as well. This may sound like Creationism, but it is not. The deistic position (D) and this third position (S) are both versions of “theistic evolutionism,” in that both affirm that God exists and that evolutionary theory is true.
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    The arrows in figure 4.1 represent causal relationships. I will assume that causality does not require determinism. Smoking cigarettes causes lung cancer, but that doesn't mean that you will get lung cancer if you smoke. It doesn't even mean that smoking is part of a larger set of causal conditions that jointly suffice for lung cancer. Perhaps the universe is irreducibly chancy. As a rough approximation, we can think of causes as events that increase the probabilities of their effects. Causality can be deterministic (with complete sets of causes pushing the probabilities of their effects to a value of 1), but it need not be.


    Two of the three positions represented in figure 4.1 involve divine intervention in the world of space and time after the evolutionary process is under way. But what does “divine intervention” mean? In theology, it is often understood to mean God's violating the laws of nature.13 I do not use the term in this way. What I want to consider under the heading of (S) is the view that God supplements what happens in the evolutionary process without violating any laws. An intervention, as I'll understand the term, is a cause; it can trigger an event or sustain a process. Physicians do both when they intervene in the lives of their patients. Physician intervention does not entail any breakage in the laws of nature; neither does God's.14


    I'll assume in what follows that the God we are discussing, if he exists, is a supernatural being. Not all conceptions of God are like this; the ancient Greeks thought their gods lived on Mount Olympus, and Spinoza thought that God is identical with nature itself. Methodological naturalism does not prohibit bringing such natural deities into science. Although there may be other reasons to keep them out, that is not my subject here.



    4.3. WHY EVOLUTIONARY THEORY DOES NOT RULE OUT AN INTERVENING GOD


    Consider the thesis that there is more going on in the evolutionary process than is dreamt of in evolutionary biology. This is the thesis that there are “hidden variables”—causal influences on evolutionary outcomes that are not described in our science. If evolutionary theory were causally complete, there would be no room for this idea. However, we have no assurance that the theory covers all the facts that are causally relevant to what happens in evolution. Please note that I am not saying that there is evidence that such hidden variables exist; my claim is only that they are not ruled out by current theory.


    The case for thinking that evolutionary theory does not preclude the existence of hidden variables begins with the simple fact that the theory is probabilistic. To see why, let's begin with a simple analogy—the tossing of a coin. Suppose you toss a coin repeatedly and obtain evidence that justifies the following conclusion:



    (1) Pr(the coin lands heads at t2 | the coin is tossed at t1) = 0.5.


    Someone who believes that determinism is true can accept proposition (1) but will maintain that there is more involved in the process of tossing the coin than is described in this probability statement. The determinist will maintain that:



    (2) Pr(the coin lands heads at t2| a complete description of the intial conditions at t1) = 0 or 1.


    Although propositions (1) and (2) may seem to disagree about what the coin's probability of landing heads is, in fact they are not in conflict. Since statements (1) and (2) conditionalize on different propositions, both can be true. Conditional probability is like spatial distance. There is no such thing as the one true distance to Madison. There is the distance from Los Angeles to Madison and the distance from New York to Madison. Distance is inherently relational. Similarly for conditional probabilities.15


    To illustrate the idea that (1) and (2) are compatible, I want to consider a Newtonian model of coin tossing that Diaconis (1998) describes. The initial conditions for a toss determine whether the coin lands heads or tails. The reason a sequence of tosses exhibits a mixture of heads and tails is that the initial conditions vary from toss to toss. To simplify matters, we assume that there is no air resistance, that the tossed coin spins around a line through its plane, and that the coin lands without bouncing (perhaps in sand). The relevant initial conditions are then fixed by specifying the values of V (the upward velocity of the tossed coin) and ω (the angular velocity, specified in revolutions per second). If V is very low, the coin doesn't go up much when it leaves the tosser's hand; if ω is very low, the coin, as Diaconis says, “rises like a pizza without turning over.” Depending on the values of V and ω, the coin will turn over 0, 1, 2, 3, … times before it lands. Suppose the coin we are considering starts each tossing session by being heads up in the  tosser's hand. Then, if the coin turns over 0 or an even number of times, it lands heads; if it turns over an odd number of times, it lands tails. These different possibilities correspond to the regions of parameter space shown in figure 4.20. Starting at the origin and moving northeast, the different stripes correspond to 0 turns, 1 turn, 2 turns, etc. In this Newtonian model, each outcome of tossing the coin is a deterministic consequence of the initial conditions, as proposition (2) asserts. However, this does not mean that proposition (1) is mistaken in its claim that the coin has a probability of landing heads of 0.5, given just the fact that it is tossed. A probabilistic model of coin tossing is consistent with the thesis that the system is deterministic. If determinism is true, there are hidden variables, not represented in the proposition (1).
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    Let's consider the parallel situation with respect to the claim that biologists are making when they say that mutations are “undirected” or “unguided.” By this they simply mean that mutations do not occur because they would be useful to the organism. Mutations do have their causes—for example, radiation—but that is a different matter. Biologists perform experiments to test the hypothesis that mutations are undirected. I want to describe a very simple experiment that brings out some of the important features that more complex and sophisticated experiments have. Consider a species of blue organisms. Suppose these organisms would benefit from protective coloration if they were placed in a green or a red environment; being green is better than being red if the environment is green, but the reverse is true if the environment is red. Our experiment is to place some of these blue organisms in a red environment and some in a green environment and then record the frequencies with which red and green mutations occur, as shown in figure 4.3.
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    Suppose the observed frequencies are nearly identical. The conclusion a scientist will draw is that mutation probabilities are not influenced by what would be good for the organism. This should be understood for what it is—a good hypothesis whose justification comes from the frequencies of events in a sample. My point here is the same as the one about coin tosses. The hypothesis that the different mutations have the same probabilities in different environments does not rule out the possibility that there are hidden variables; perhaps each mutation that occurs is the result of its own suite of deterministic causes. If the data do not rule out hidden variables, they also do not rule out supernatural hidden variables.16


    Our view of whether mutations are guided by unseen forces should be shaped by the same considerations that govern our view of whether  coin tosses are influenced by unseen forces. Experts on coin tossing will tell you that coins do not land heads because this would be good for gamblers. Geneticists will tell you that mutations do not occur because they would be good for the organisms that have them. We should accept what the experts are saying, but we should realize that their task is the interpretation of frequency data.


    In the simple experiment just described, in which we track the mutations that blue organisms experience, the competing hypotheses describe the probabilities of different mutations in different environments. One hypothesis says that the probability of a red mutation in a red environment is greater than the probability of a red mutation in a green environment. Another says that these probabilities have the same value. Notice that these models say nothing about whether there have ever been mutations that God made sure would happen. Scientists do not have a way of testing this theistic assertion. However, that does not show that it is false. Scientists sometimes use the derisive comment “not even false” to characterize hypotheses that cannot be tested. The derision can be separated from a point on which theists and atheists should agree: there is a difference between hypotheses that the evidence tells us are false and hypotheses that our data do not permit us to test.


    The thesis that mutations are undirected is sometimes presented as a rock-bottom “philosophical” commitment of evolutionary biology, akin to materialism and just as central to the scientific worldview. This is a mistake. True, the thesis is central to biology, but it has nothing to do with materialism or theism. It is like the thesis that an organism can't synthesize vitamin D from sunlight or can't regenerate lost limbs. It is an empirical question whether mutation probabilities have the shape they do because of what would be good for the organism. The fact that many organisms do not experience guided mutations does not rule out the possibility that some do, in some environments. If it turns out that some organisms have the capacity to favorably adjust their mutation probabilities in the light of environmental change, evolutionary biology will have the task of explaining why this is so. Mutation rates vary from species to species, across environments for a given species,17 and they have different values for different parts of an organism's genome. It is a good scientific question why this is so. 


    The fact that mutations are undirected in the sense that I have described is not a problem for theism. Maybe God arranged for mutations to be undirected. And if some mutations in some organisms in some environments turn out to be directed, that is no threat to atheism. Atheism has no more of a stake in mutations being undirected than it has in organisms being unable to synthesize vitamin D from sunlight. The theory of evolution does not rule out deism, the thesis that God starts the universe in motion and forever after declines to intervene. But the theory also does not rule out a more active God whose interventions into nature fly under the radar of evolutionary biology. Divine intervention isn't part of science, but the theory of evolution does not entail that none occur.18



    4.4. SHOULD SCIENTIFIC THEORIES TALK ONLY ABOUT WHAT EXISTS IN NATURE?


    What reasons have been offered for accepting methodological naturalism? Sometimes the claim is advanced that science, by definition, eschews discussion of the supernatural. If the point is put by saying that natural science asserts nothing about the supernatural, the claim sounds like it must be true.19 In fact, this definitional ploy accomplishes nothing. Even if “science” is defined as an activity that obeys the requirements of methodological naturalism, the question remains of why time and energy and money should be devoted to doing science rather than to doing schmience 20. Schmience is just like science, except that it doesn't definitionally demand a commitment to methodological naturalism. As mentioned earlier, proponents of intelligent design want schmience to replace science as a project to which society devotes itself. A substantive reason is needed for thinking that methodological naturalism provides good advice for inquiry. The victory that the definitional argument achieves is empty.


    It is interesting to note, in this connection, that science does not, as a matter of fact, avoid postulating supernatural entities. Here I am not talking about what science says concerning the existence of God. Rather, I have in mind a different sort of supernatural entity—numbers. Evolutionary theory entails that numbers exist, and numbers are supernatural entities. Or, at least, that's the view of numbers endorsed by a certain philosophy of mathematics. Mathematical Platonism says that numbers and other mathematical objects exist but do not have spatiotemporal location. Mathematical Platonism is not universally accepted among philosophers. However, it does have a lot to be said for it, and many philosophers think it is correct. Here is a brief sketch of why Platonism looks plausible. Consider the claim that there are infinitely many prime numbers. This is a true statement, as any number theorist will tell you. But what are these things called numbers? What must they be like for this statement to be true? First, it is important not to confuse numbers and numerals; numerals are names for numbers. The statement about primes isn't about names; it's about the things those names name. The statement would still be true if there were no language users, and hence no names for the numbers. Indeed, the statement would still be true if there were no matter in the universe. This is what leads Platonists to claim that numbers are supernatural entities.


    I hope this brief comment gives the reader a feeling for why many philosophers think that Platonism is a plausible account of pure mathematics. But what has this to do with evolutionary theory? The answer is that many statements in mathematized evolutionary theory entail that numbers exist. Scientists hardly notice that their models have this implication, but such models are everywhere. Consider, for example, the claim that the rates of molecular evolution in two lineages are different. The Platonistic commitments of this statement become visible when it is stated a bit more formally:



    There exists a number d ≠ 0, such that R1- R2 = d, where R1 is the rate of evolution in the first lineage and R2 is the rate in the second.


    Or consider the claim that the fitness of a certain trait (T) in a population is frequency dependent and is a linear function of its frequency. In other words: 



    There exist numbers m ≠ 0 and b such that the fitness of trait T = mx + b, where x is the frequency of the trait.


    These claims are subject to empirical test, and it may turn out that the evidence leads us to reject them both. Perhaps there is a molecular clock in the two lineages; perhaps trait T’s fitness is frequency independent. The important point is that scientists do not recoil in horror from these two models just because they entail that numbers exist. And if these two models are rejected, there are other models, with other Platonistic commitments, that evolutionary biologists embrace.


    I mentioned before that accepting methodological naturalism does not require one to embrace metaphysical naturalism. Now let's ask the converse question: does accepting metaphysical naturalism oblige one to accept the methodological thesis? At first glance, the answer seems to be yes: if there are no supernatural entities, a true scientific theory cannot claim that such things exist. If the goal of science is to find true theories, then scientific theories should not assert that supernatural entities exist. The problem with this argument is that science needs mathematics, whether or not Platonistic entities exist. If numbers do not exist, then mathematics is a useful fiction; indeed, it is an indispensable fiction. Scientific theories should include mathematical statements that entail that numbers exist whether or not this existence claim is correct. Scientists shouldn't worry about whether numbers exist; they should just help themselves to this assumption. Whether numbers exist is something for philosophers to puzzle over.21


    My argument, I want to emphasize, does not rest on the assumption that mathematical Platonism is true. That, as I've said, is a matter of philosophical debate. My claim is that science would still be capable of explaining and predicting what we observe, and doing all the wonderful things that scientists prize, even if mathematical Platonism were true. The success of the scientific enterprise does not in any way depend on its eschewing mention of all supernatural entities. In fact, the success of science requires that science postulate some supernatural entities, if mathematical Platonism is true. 



    4.5 ARE ALL CLAIMS ABOUT THE SUPERNATURAL UNTESTABLE?


    Another way to defend methodological naturalism is to claim that statements about the supernatural are untestable. This is an old saw, and several philosophers (e.g., Quinn 1984; Laudan 1988) have cited counterexamples. I have already mentioned the following statement:



    A supernatural deity created life on earth about 10,000 years ago.


    Scientists have abundant evidence for life's being much older; if so, this statement about the supernatural is testable. The same point pertains to many statements that are about numbers:



    The number of apples in the basket is prime.


    Both of these example statements are about supernatural entities, but they are not solely about the supernatural. The former is about life on earth and God; the second is about apples and numbers. Both of these “mixed” statements are testable.


    Pennock (2009, 550–51), elaborating on ideas he developed earlier

    (Pennock 1999), disagrees:



    Both Laudan and Quinn cite the young-earth creationist view that God created the earth 6,000 to 10,000 years ago as a hypothesis that is testable and found to be false. But this and other examples that are offered to show the possibility of tests of the supernatural invariably build in naturalistic assumptions that creationists do not share. Confronted with the empirical evidence for an ancient earth, creation scientists dismiss the relevance of any such observations on the ground that God simply made the earth appear to be old (or “mature”). Some think of this as a test of faith so that one learns to accept the authority of the Bible over that of one's (mere) senses. The point here is that we cannot overlook or ignore, as Laudan and company regularly do, the fact that creationists have a fundamentally different notion from science of what constitutes proper evidential grounds for warranted belief. The young-earth view is certainly disconfirmed if we are considering matters under MN [methodological naturalism], but if one takes the supernatural aspect of the claim seriously, then one loses any ground upon which to test the claim.


    Pennock is describing an exasperating style of argument that creationists deploy. Let us see how it applies to a simpler example. Consider the statement


     


    (Purple-ID) A supernatural deity caused everything in the world to be purple.


    This statement is about the supernatural, and it makes an observational prediction. Of course, a defender of Purple-ID might reply that things only seem to have colors other than purple. Friends of Purple-ID can do for their theory what friends of young-earth creationism have done for theirs. However, this is a fact about people, not about propositions. Notice the shift from propositions to people in the passage I quoted from Pennock. He begins by discussing a proposition (that God created the earth 6,000 to 10,000 years ago) and then shifts to a fact about how creationists defend this proposition, pointing out that “creationists have a fundamentally different notion from science of what constitutes proper evidential grounds for warranted belief [emphasis mine].” It is true that creationists have been unscientific, but this is a fact about them; nothing follows about the character of the theory they wish to defend. To see this point, consider a dogmatic Darwinian or a dogmatic Newtonian who argues unscientifically; this fact about them does not show that their theories are unscientific.


    Pennock (2009, 552) thinks that the words that come out of the mouths of creationists have a radically different meaning from the same words that come out of the mouths of noncreationists. He says that when scientists consider “the earth is 10,000 years old” or “everything is purple,” they assign these sentences a “naturalistic meaning,” but when young-earth creationists or defenders of Purple-ID utter these sentences, the sentences have a “supernaturalistic meaning.” This claim of Pennock's is a claim in the philosophy of language, one that I find dubious. Creationists and anti-creationists disagree about a great deal,  but that doesn't show that they assign different meanings to statements like “everything is purple” and “the earth is 10,000 years old.” Being dogmatic about your pet theory does not entail that the theory you are being dogmatic about takes on a meaning that differs from the meaning the theory has when contemplated by your less-dogmatic associates.22


    I therefore see no reason to retract my claim that there are mixed statements that are testable; mixed statements, recall, are ones that are about both supernatural entities and things that have spatiotemporal location. But what about statements that are purely about the supernatural? Consider another example that Pennock (1999, 196) discusses, namely Phillip Johnson's (1990) claim that “God creates for some purpose.” Pennock asserts that Johnson's claim is untestable, and maybe he is right.23 However, it does not follow that all statements about the supernatural are untestable. So let's consider the following thesis: even if some of the mixed statements that creationists make are testable, their core propositions are not, and this is what makes their theory untestable. One problem with this thesis is that it is hard to tell what the core propositions are. Is “God exists” the only core proposition in young-earth creationism, or is “God created the earth between 6,000 and 10,000 years ago” also part of the core? The other problem is that even if some of the core propositions in a theory are untestable, it does not follow that the theory as a whole is untestable.24


    Let us apply this question about creationism to science itself. Is every statement in a scientific theory testable? Mathematized theories in biology and in other sciences entail that numbers exist. Is the existence of numbers empirically testable? There is an irony here. The idea that scientific statements must be testable is familiar to us partly because of the large influence that Popper's (1959) views about falsifiability have had. Popper thought that testability, understood in terms of his idea of falsifiability, was the solution to the demarcation problem, which is the problem of separating scientific statements from nonscientific statements.25 Philosophers have recognized for a long time that falsifiability is a flawed account of testability (Sober 2007c, 2008b), but that is not the irony I have in mind. Rather, the irony is that some of Popper's contemporaries, the logical positivists, also thought that testability is a concept of central importance to science, but they denied that every statement in a scientific theory must be testable. Carnap (1950) and Reichenbach (1938), among other positivists, held that scientific theories often contain conventional elements. These are statements that are in a theory because they are useful, not because we can offer evidence that they are true. Carnap held that statements like “physical objects exist” and “numbers exist” are included in scientific theories for this reason. Physicists do not run tests to see whether physical objects exist; rather, they assume that there are physical objects, and then test statements like “electrons exist.” And mathematicians do not construct proofs of the existence of numbers; rather, they assume that numbers exist, and then construct proofs of statements like “there are infinitely many primes.” Contemporary discussion of methodological naturalism in connection with the debate between evolutionary biology and creationism owes a lot to Popper; the positivist heritage has largely been forgotten. That is too bad, because the idea that science uses framework assumptions that are untestable has a lot to be said for it.26


    The positivists were not the only ones who recognized that a whole theory can be testable even if some of its parts are not. This difference between whole and part is something that Popper also saw; he did so by exploring the logic of his concept of falsifiability. Popper (1959, 249) notes that a theory can be falsifiable even though some of its consequences are not. For example, it is a feature of classical logic that every theory entails a tautology. However, tautologies are not falsifiable; no observation could refute the claim that either it is snowing or it is not.


    It is easy to miss the fact that an empirically well-confirmed scientific theory may contain assumptions that are not empirically testable. This is because there is something intuitively attractive about the following principle:



    The Special Consequence Condition of Confirmation: If observation O confirms theory T, and theory T entails that C is true, then O confirms C.


    Confirmation of a statement does not mean that the observation proves that it is true; observational evidence hardly ever has such power in sci ence. Rather, think of confirmation as the process of making the theory more plausible than it was before. The Special Consequence Condition, so named by Hempel (1965, 31), may seem right, but it is not. Here's a simple example that illustrates why. You are playing poker and would dearly like to know whether the card you are about to be dealt will be the Jack of Hearts. The dealer is a bit careless, and so you catch a glimpse of the card on top of the deck before it is dealt to you. You see that it is red. The fact that it is red confirms the hypothesis that the card is the Jack of Hearts, and the hypothesis that it is the Jack of Hearts entails that the card will be a Jack. However, the fact that the card is red does not confirm the hypothesis that the card will be a Jack.27 There is strong evidence for the existence of electrons, and the existence of electrons entails that there are physical objects; however, it does not follow that there is strong evidence for the existence of physical objects.


    Inspired by Popper, you may be tempted to criticize a theory by focusing on one proposition in the theory, declare that proposition unfalsifiable, and then conclude that the whole theory is unfalsifiable. Unfortunately for those who seek such silver bullets, this is not an analysis that can withstand logical scrutiny.



    4.6. IS VIOLATING METHODOLOGICAL NATURALISM A SCIENCE-STOPPER?


    Another popular defense of methodological naturalism is the claim that obeying this ism is needed if science is to continue as a serious enterprise. The methodological principle is a necessary prophylactic; violating it is a “science stopper.”28


    To evaluate this argument, let's begin with a simple historical point. Many central figures in the Scientific Revolution thought that science (which they called “natural philosophy”) needs God to explain some natural phenomena. For example, Newton thought that the solar system would collapse without divine intervention. Newton did not always follow the precepts of methodological naturalism in his work, but that did not prevent him from doing good (or great) science. What is true about the science-stopper argument is that if you use “God  wanted things to be so” as your one and only response to all the observations you make, you'll never do serious science. But the same is true of an obsessive devotion to the fact that carrots are orange. If you believe that this is the one and only explanation of everything that occurs, this belief will stop you from doing serious science. However, that is no reason to prohibit scientists from mentioning the color of carrots. Introducing God into science does not necessarily shut down the whole show, although it will do so if it is carried to monomaniacal extremes (as will any idée fixe).


    Newton's belief that the stability of the solar system depends on divine intervention did not stop him from doing great scientific work on gravitation. This shows that you can introduce God to explain X and still do good science about Y. But doesn't saying that God explains X rule out doing serious scientific work on why X is true? It need not. A scientist can believe that everything that happens in nature happens because it is God's will and still try to discover naturalistic explanations for natural phenomena. Deism asserts that everything we observe traces back to God but adds that there are naturalistic (“secondary”) causes that lie between God and what we observe (figure 4.1). It may be replied that introducing the existence of God in this way is scientifically idle. Maybe so, but that does not show that invoking the existence of God must bring science to a stop.


    My argument depends on a distinction—between saying that “God did it” is part of an explanation and saying that this is one's entire explanation. The latter practice, if applied to all natural phenomena, would spell the end of productive science. But that does not show that the former would also be lethal. This is why the science-stopper argument fails to justify methodological naturalism.



    4.7. IF NUMBERS, WHY NOT GOD?


    Mathematics is a necessary framework for science. Many of the scientific theories we prize presuppose that numbers exist. No such argument has been produced for including mention of God in scientific theories. Indeed, there have been many predictive scientific theories,  developed over several centuries, that are silent on the question of whether God exists; these provide ample evidence that science does not need the God-postulate. These “silent theories” can be supplemented; one can add to them the claim that God exists, or the claim that he does not, or the claim that we don't know whether there is a God, but in each case the supplements aren't consequences of the science; rather, they are philosophical add-ons.


    Arguments against introducing the claim that God exists into scientific theories have often been in-principle; they attempt to show that this theistic addition necessarily prevents science from reaching one of its goals. For example, it is claimed that the resulting theories cannot be tested or that introducing the God-postulate precludes the development of naturalistic explanations. The argument I would offer is more modest. Naturalistic science has been a success. Nature has presented us with scores of problems that have been addressed successfully by theories that are theistically neutral. The history of science provides very strong evidence that theism is not needed. The modest defense I would offer of methodological naturalism is simply this: if it isn't broken, don't fix it.


    One glib retort to this suggestion is that science is already broken, and so it does stand in need of fixing. I suspect that this response stems from expecting science to do more than it is capable of doing. If you want scientific theories to tell you the difference between moral right and wrong, or what the meaning of life is, you will be disappointed. But this does not mean that science has failed. Science is not in that line of work. Methodological naturalism does not assert that the only way to gain knowledge is via the methods of science. It is a thesis about what scientific theories should assert, not about what nonscientific statements might have to offer. It therefore differs from Huxley's (1892) “scientific naturalism”29 and from the testability theory of meaning advanced by the logical positivists.30


    Could a new form of inquiry be pursued in which theories are constructed that are both empirically successful and also are committed to the existence of God? There is a trivial way to do this. Just take a theory that we now admire, one that is theistically neutral, and append to it the statement “and this is God's will.” The result is “theistic science,” but the theistic add-on is doing no real scientific work. It is idle. The same  trick can be used to construct an atheistic science, and the atheistic addition is also scientifically idle. It is obscure how a theistically committed science (aka schmience) could proceed in which the theism is not idle and moreover does better than a science that is theistically neutral. It certainly could do a lot worse.


    My discussion in §3.8 of how creationists and evolutionary biologists have theorized about sex ratio typifies the doubts I have about schmience. The creationist approach begins with the idea that the sex ratios found in different species are due to God's will; the evolutionary approach begins with the idea that they are due to natural selection. If that were all there is to evolutionary biology, we might be tempted to conclude that the two approaches are on a par. But it is not, and they are not. In evolutionary biology, the starting thought gives rise to a variety of testable models that describe how different biological circumstances cause different sex ratios. Creationism, in contrast, simply hits a wall. It ends where it begins. Science is about the details, and this is just what creationism does not provide. In saying that creationism is woefully short on details, I don't mean that it has not made detailed criticisms of evolutionary theory. Of course it has.31 What I mean is that creationism has not developed its own theories—theories that make predictions about what we should observe in the organisms around us. This is not to deny that creationism can accommodate what we have already observed.32 Current creationism can accommodate sex ratio data, just as Arbuthnot was able to do in 1710.


    The modest argument I have given for methodological naturalism may invite the objection that I am cherry picking. I have mentioned the successes that theistically neutral scientific theories have had, but I have not mentioned their failures. These failures have certainly been numerous! Indeed, if science is a selection process in which alternative theories compete, each successful theory will be successful only in the sense that it is better than its competitors, which were relatively unsuccessful. My reply is that my argument does not depend on the absolute success rate of theistically neutral scientific theories being high. Of course there have been many failed naturalistic theories in the history of science. The question is whether they failed because they were theistically neutral. I claim that this is not the reason why. Consider two  types of transition that can occur when a predecessor theory gives way to a successor theory. In the first, the shift is from a theory that violates methodological naturalism to one that obeys it; in the second, the shift is from a theory that obeys methodological naturalism to one that violates it. It is curious that improvements in theory have occurred more frequently in the first shift than in the second.33


    My argument for methodological naturalism is not an argument against theology between consenting adults. Those who wish to explore hypotheses about God's relation to nature are obviously free to do so. The question is whether science should play by the rules of methodological naturalism, not whether all disciplines are obliged to embrace this ground rule. For example, work in the philosophy of religion routinely considers statements that affirm or deny the existence of a supernatural deity, and it would be absurd to suggest that this discipline should refrain from evaluating such propositions. Similar points apply to those who want to use their theological convictions to assess scientific theories. They are free to do so, but they need to recognize that the community of science now includes people with diverse theological viewpoints; theists of every stripe, as well as atheists and agnostics, can participate in this community if they leave their theologies (and atheologies) at the door. The plea to change science so that theological assumptions are deemed relevant to evaluating scientific theories is implicitly a plea to reduce the diversity of the scientific community.


    It may seem harsh to require scientists who are sure there is a God to bracket this conviction when they do their science. Does methodological naturalism require theists to violate their intellectual integrity? To see that the answer is no, we must attend to the difference between declining to assert a proposition in an argument and repudiating one's belief that the proposition is true. Scientists in their public discourse often leave aside many propositions of which they are certain. Nor is the bracketing involved here unique to science; rather, it is an aspect of how communities of rational inquiry do their work. If you are trying to convince someone that a particular proposition is true, and you want your argument to be effective, you must choose premises that the person you are addressing already believes or can be led to affirm based on what he or she already believes. Many of the propositions you believe are not  like this, so you set them aside. This is not an act of bad faith; you believe lots of things, but not all of your beliefs are relevant to the task at hand. It is in this context that observations in science can be seen to play an important social function. Scientists who disagree about theoretical matters seek strategies for resolving their differences to which all parties can assent. They find this neutral vantage point in observations. 34


    4.8. CONCLUDING COMMENTS



    To modern scientists, it may seem obvious that scientific theories need mathematics, and equally obvious that they do not need theology. However, like all marriages and divorces, these two have their histories, and what may seem inevitable after the fact need not have seemed so before. One reason that methodological naturalism became increasingly persuasive over hundreds of years is that naturalistic explanations increased in number and power. But the triumph of methodological naturalism had another source; this was the development of a theological picture according to which a benevolent deity made the world in such a way that methodological naturalism would turn out to be a research strategy that human beings can successfully pursue. Recall from §4.1 the quotation from William Whewell with which Darwin begins the Origin:



    But with regard to the material world, we can at least go so far as this—we can perceive that events are brought about not by insulated interpositions of Divine power, exerted in each particular case, but by the establishment of general laws.


    Whewell's words contrast two extremes—there are zero miracles in the material world or the material world is saturated with them—but the success of methodological naturalism does not require that the number be zero. Indeed, the history of methodological naturalism is inseparable from the idea of a God who sometimes intervenes in nature while, at the same time, ensuring that human beings are able to discover naturalistic explanations of what they observe (Numbers 2003; Brooke 2003).


    When he heard Laplace's exposition of the nebular hypothesis (a  Newtonian explanation of the origin of the solar system), Napoleon was taken aback. “Where is God in your theory?” he asked, and Laplace is said to have replied that he had no need of that hypothesis. Many of Darwin's contemporaries were shocked that he did not appeal to the direct activity of a designing deity to explain organic diversity. Darwin could have said what Laplace said; in fact, he did say as much. Atheists may want to reach for Ockham's razor at this point and argue that the success of these theories is evidence against the existence of God precisely because these theories show that the God hypothesis is not needed in science. But the inference from “science can explain phenomenon X without invoking the existence of God” to “God does not exist” is shaky (Sober 2009b). It also is true that science can explain why gold melts at a certain temperature without postulating the existence of dinosaurs, but that isn't evidence that there were no dinosaurs. We need to attend to Monod's good advice: “Any confusion between the ideas suggested by science and science itself must be carefully avoided.” Newtonian theory and Darwinian theory suggest to some people that there is no God. However, this is not what these theories say; it is a philosophical interpretation of those theories, one whose justification requires additional premises. Molière's Monsieur Jourdain was astonished to learn that he had been speaking in prose for so many years. We should not be astonished, when we discuss science, to find that we are actually doing philosophy.
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    This postscript continues the discussion of several themes that were introduced earlier. The ideas examined here are more technical than the ones explored in previous chapters, and the focus is on contemporary evolutionary theory, not on Darwin. The sections of this postscript do not form a coherent whole; they are three short essays on three different topics. In chapter 1, I described how Darwin used information about “collateral descendants” to make inferences about the adaptations that evolve in “lineal ancestors.” He did not use the word “parsimony,” but his reasoning can be reconstructed in those terms. In the first section of this postscript, I consider whether, or in what circumstances, this use of parsimony can be justified. And if we set parsimony aside, how can common ancestry help us test hypotheses about adaptation? In the second section of this postscript, I take up two further questions about the units of selection problem discussed in chapter 2. Is the problem of the units of selection factual and biological, or is it all a matter of perspective—something to be settled by adopting a convenient convention? And even if we grant that groups are sometimes units of selection, should we deny that groups are units of adaptation? In chapter 4, I discussed the idea that evolutionary theory is a probabilistic theory that is causally incomplete. In the last section of this postscript, I'll explore whether the probabilities used in evolutionary theory should be interpreted objectively.



    5.1. SECOND THOUGHTS ABOUT CLADISTIC PARSIMONY AND THE TEST OF ADAPTIVE HYPOTHESES


    Darwin's Principle says that adaptive similarities provide little or no evidence of common ancestry, but that nonadaptive similarities provide substantial evidence. In §1.3 and §1.4, I assessed this epistemological claim from the point of view of the Law of Likelihood. My conclusion was that the principle is not always true; there are cases in which adaptive similarities provide substantial evidence of common ancestry and cases in which nonadaptive similarities fail to do so. This does not mean that Darwin's Principle should be rejected wholesale. Rather, the conclusion is that the principle is often true, but not universally so. We need to be careful. In this section I take a similar approach to the question of why cladistic parsimony should be used to make inferences about evolution. Again, I'll look at this epistemological question through the lens of the Law of Likelihood. And again, my conclusion will be that the epistemological principle makes sense in certain circumstances, but that it is not correct unrestrictedly.


    Cladistic parsimony has two main uses in contemporary evolutionary biology. The first involves comparative judgments about propinquity of descent. Which species are more closely related to each other and which are related only more distantly? An example would be the question of what the genealogical relationship is of humans, chimps, and gorillas. On the assumption that they share a common ancestor and that phylogeny is a bifurcating process, the question is which two of them are more closely related to each other than either is to the third. Let (HC)G represent the hypothesis that humans and chimps are more closely related to each other than either is to gorillas; the other two possibilities are H(CG) and (HG)C. The principle of cladistic parsimony is put to work here by asking which of these phylogenies requires the smallest number of changes in character state to explain the traits one finds among these three tip species. The principle says that the one that requires the smallest number of changes is the “best.” If “best” is interpreted in terms of the Law of Likelihood, the question is whether, or in what circumstances, the most parsimonious tree is also the one that confers the highest probability on the observations.


    Although the use of parsimony to infer phylogenetic relationships is the more common use of parsimony in evolutionary biology,1 it is not the one I want to explore here. Rather, I will discuss how cladistic parsimony is used to infer the character states of the ancestors that are represented by the interior nodes in the tree. In this type of problem, one assumes that a given phylogeny is true; the inference problem concerns the nodes in the tree's interior. I discussed this use of parsimony in §1.6 in connection with a “chronological test” of hypotheses about natural selection. Recall, for example, Darwin's (1859, 197) contention that the skull sutures in mammal fetuses did not evolve to help facilitate live birth; he cites as evidence for this the fact that skull sutures, but not live birth, are present in reptiles and birds. Darwin's argument can be reconstructed in terms of parsimony. By finding the most parsimonious reconstruction of ancestral character states, one can infer that the lineage leading to present-day mammals had sutures before live birth evolved. This argument sounds reasonable, but does it have a deeper justification? More specifically, under what circumstances does parsimony identify the best hypothesis about the character states of ancestors in a phylogenetic tree, where “best” means most likely?


    Let's begin with the simplest instance of this problem, which is depicted in figure 5.1. We consider a dichotomous character (whose two states we code as 0 and 1), and a star phylogeny (so named because it resembles a star burst) in which an ancestor (A) simultaneously gives birth to n descendants (D1 D2,…, Dn). If the descendants are all in state 1, what is the best estimate of the character state of the ancestor? Parsimony favors the hypothesis that A was in state 1. Is this conclusion endorsed by the Law of Likelihood? The question is whether the following inequality is true:


    [image: img]


    [image: img]


    If the states of descendants are independent of each other, conditional on the state of the ancestor, this likelihood inequality will be true if the following one is, which pertains to each of the lineages taken separately:


     


    (BI) Pr(Di = 1 | A= 1) > Pr(Di =1 | A =0), for each i.


    I call this proposition “the backwards inequality” (Sober 1988a) for reasons I'll explain. It is nothing other than the claim that ancestors and descendants are positively correlated; this is Darwin's strong principle of inheritance (§2.5).


    According to standard probability models of how traits evolve in lineages, the proposition (BI) is always true. These models of character evolution in a lineage are called Markov models; they begin with the idea of “instantaneous” probabilities of change. Let u be the probability that a lineage in state 0 changes to state 1 in a brief period of time; let v be the possibly different probability that a lineage in state 1 changes to state 0 in that brief moment. We assume that u and v are both small (at least, that they are less than 0.5). The next step is to use these instantaneous transition probabilities to model what happens in a branch that has some number of these instants as its duration. A Markov model describes the values of probabilities that have the form Prt(i → j), which means the probability that a lineage will end in state j, given that it begins in state i and has a duration of t units of time. The four probabilities we need to consider have the following values:
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    The first two probabilities sum to one, as do the third and fourth. In each equation, the first addend fails to mention the amount of time t between the lineage's start and finish. The second addend does mention time, and the addend shrinks towards zero as t increases. This means that the first addend describes the probability that obtains when there is an infinite amount of time in the lineage. When time is short, the value of these transition probabilities is mainly determined by the lineage's initial state; if the lineage begins in a given state, it will almost certainly end in that same state. For example, if t = 0, Prt(1 → 1) = Prt(0 → 0) = 1 and Prt(1 → 0) = Prt(0 → 1) = 0. As the duration of the lineage is increased, the process plays a progressively larger role in determining the probability of the final state, and the initial condition of the lineage is steadily forgotten. For example if u = v, the first addend in each of the four equations equals 1/2, to which the second addend adds or subtracts a quantity that shrinks as the duration of the lineage is increased.


    The Markov model entails that the “backwards inequality” (BI) is true; regardless of the values of u, v, and t, Prt(j→ j) > Prt(i → j). Compare the first and fourth equations above (and also the second and third). The Markov model says that if a descendant is in a given state, the most likely hypothesis about its ancestor is that the ancestor was in the same state. Don't confuse this with the “forwards inequality” Prt(j → j) > Prt(j → i); the Markov model leaves open whether stasis is more probable than change in a lineage.


    This framework can be used to describe the difference between selection and drift. Pure drift gets represented by the idea that u = v and selection for character state 1 by the idea that u > v. These constraints on the instantaneous probabilities of change have implications concerning how different branch transition probabilities will be related. If the traits are subject just to drift, then Prt(0 → 0) = Prt(1 → 1) and Prt(0 → 1) = Prt(1 → 0). If there is selection for state 1, then Prt(0 →1) > Prt(1 → 0) and Prt(1 → 1) > Prt(0 → 0). Selection furnishes a case in which the forwards inequality is false; see figure 5.2.


    All this is good news for parsimony as a tool for solving the inference problem depicted in figure 5.1. The most parsimonious reconstruction of the ancestral character state in a star phylogeny in which all tips are in the same state of a dichotomous character is also the reconstruction that is best supported by the evidence in the sense of the Law of Likelihood. What the Markov model says here is no surprise; it merely codifies what common sense already suggests. If all extant birds have wings, this is evidence that their most recent common ancestor had wings as well. And if all extant copies of a text include a particular sentence, this is evidence that the urtext from which these copies descend had that sentence in place as well. What may be a bit surprising is that the evidence tilts in favor of one reconstruction of the ancestor and against the other even if the process of transmission does not have a high degree of fidelity; for example, the backwards inequality is true in the Markov model even when the branch transition probability Prt(1 → 1) is small, though if it is small, Prt(0 → 1) must be still smaller, which entails that Prt(0 → 0) is large.
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    Having just considered the case in which the tips of a star phylogeny are “unanimous” in the testimony they provide concerning the state of their most recent common ancestor, let us now consider the opposite extreme, in which there is a “deadlock”—of the n tips, half are in state 1 and half are in state 0. In this case, the two assignments to the ancestor, A = 0 and A = 1, are equally parsimonious. When are these two assignments equal in likelihood? Let us consider the case in which all branches in the star phylogeny have the same transition probabilities. The likelihoods of the two assignments are
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    The backwards inequality says that a > b. So the equality just stated is true precisely when a + b =1. This is always true when there is drift but never true when there is selection for character state 1; see figure 5.2. In this simple problem, parsimony and likelihood coincide when there is drift, but not when there is selection.


    What if the 1s and 0s at the tips in a star phylogeny are neither 50/50 nor 100/0? Parsimony tells you to assign to their most recent common ancestor the character state that is in the majority at the tips. This parsimonious assignment can fail to be the assignment of maximum likelihood when there is selection; however, when the same drift process governs each branch, parsimony and likelihood must go hand in hand. This pattern, in which the process at work in lineages (selection or drift) makes a difference to the relation of parsimony and likelihood, surfaces in yet another problem—in a star phylogeny all of whose tips are in the same state of a quantitative character (Sober 2008b, 208).


    A star phylogeny is the simplest topology a genealogy can have. What happens if we complicate the problem by considering a phylogeny with two or more bifurcations? Do parsimony and likelihood always agree here? Unfortunately, the answer is no, and not solely for the reason we have just considered—that it matters whether selection or drift is the process at work. In a branching tree, likelihood can fail to coincide with parsimony because likelihood concerns only the reconstruction of “superficial” ancestors, but says nothing about ancestors that are “deeper.” To see what this means, consider figure 5.3. Parsimony favors assigning character state 1 to the three ancestors. However, the usual assumption in modeling how traits evolve in phylogenetic trees is that assignments to A2 and A3 screen-off an assignment to A1 from the character states of the four descendants:
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    The first triplet of assignments to the ancestors has the same likelihood as the second, though they differ in parsimony. Given that likelihood is insensitive to character state assignments to “deep” ancestors, we need a means for assessing parsimony that goes beyond the Law of Likelihood. A natural way to proceed is to think of an assignment of character states to ancestors as having a certain probability of arising and of generating the character states observed at the tips. Let us call this quantity the probability of a scenario. To assess the assignment A1 = 1 & A2 = 1 & A3 = 1 in figure 5.3, one asks the following three questions: Given the process at work in the lineage leading to A1, what is the probability that A1 = 1? If A1 = 1, what is the probability that A2 = 1 & A3 = 1? And if A2 = 1 & A3 = 1, what is the probability that D1 = 1 & … & D4 = 1? Our question about parsimony and likelihood can now be reconfigured: when is the most parsimonious assignment of character states to ancestors also the assignment that represents the most probable scenario (Maddison 1991)? The answer is not always. The example I discuss in Sober (2008b, 256–58), in which the tips are not all in the same character state, turns out to have a property that is by now familiar: when branches have long durations, parsimony and probability coincide if there is drift, but this can fail to be true if there is selection.
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    The lesson I extract from these examples is that parsimony is not a neutral tool that can be used to infer the character states of ancestors. Rather, its use requires assumptions about the evolutionary processes at work in branches. That is fine if we already know what those processes were. But if we want to test various process hypotheses, we presumably don't know this in advance. In this context, it would be better to avoid using parsimony to reconstruct ancestral character states. Consider, in this connection, Darwin's argument that skull sutures in mammals are not adaptations to facilitate live birth, since the sutures, but not the live birth, are found in reptiles and birds. Can Darwin's argument be understood without appeal to parsimony?


    I think it can be, and the Law of Likelihood sheds light on why. First, let's formulate the two hypotheses we want to consider, which disagree about the chronological order in which sutures and live birth evolved in the lineage leading to mammals:



    (S before L) In the lineage leading to current mammals, first sutures evolved and then live birth evolved, where the sutures were part of the reason that there was selection for live birth.



    (L before S) In the lineage leading to current mammals, first live birth evolved and then sutures evolved, where live birth was part of the reason that there was selection for sutures.


    These two hypotheses agree that the lineage leading to modern mammals began with organisms that didn't have live birth or sutures and ended with organisms that have both. They make different claims about what happened in between. The first says that there were organisms that had sutures but no live birth; the second says that there were organisms that had live birth but no sutures. These are claims about organisms that are ancestral to current mammals. They make different predictions about what we should find in the collateral descendants—that is, among current organisms that are not mammals. Darwin is claiming that the observed features of reptiles and birds favor one of these hypotheses over the other:


     


    Pr(reptiles and birds have sutures but no live birth | S before L)


    > Pr(reptiles and birds have sutures but no live birth | L before S).2


    The backwards inequality (BI) underwrites this likelihood inequality. The first hypothesis says that there were ancestors of modern mammals that had sutures but not live birth; the second hypothesis denies that there were such ancestors. This argument assesses hypotheses about adaptation without using parsimony to reconstruct ancestral character states (Sober 2008b, 259–61).



    5.2. MORE ON UNITS OF SELECTION


    One of the main conceptual questions that has exercised philosophers writing about the units of selection problem is realism versus conventionalism. The realist view of the evolution of a trait is that it is a factual question whether the trait's evolution is influenced by selection at each of several levels—group, individual, and genic. Conventionalists (Cassidy 1978; Sterelny and Kitcher 1988; Kitcher, Sterelny, and Waters 1990; Waters 1991; Sterelny and Griffiths 1999; Kitcher's comments in Gasper 2004; Waters 2005) argue that the biological facts do not settle the matter. For them, the relevant question concerns which type of explanation is most useful.3 Conventionalists grant that it is sometimes true that a trait evolves because of group or individual selection, but then they claim that the same process can also be correctly described as occurring because of genic selection. The converse, however, does not hold; some cases of genic selection cannot be correctly described as cases of individual or group selection. So, for conventionalists, there is a pragmatic point in favor of the genic account—its generality. Conventionalism is not the position promoted by early foes of group selection such as Williams (1966), Maynard Smith (1964), and Dawkins (1976), who argued that group selection hypotheses are factually mistaken claims about nature. According to conventionalists, the battle concerning group selection that began in the 1960s was one big confusion. Biologists were wasting their time thinking that there is a substantive empirical issue here.
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    I describe the alternative to realism as conventionalism, not pluralism, because realism about units of selection and pluralism about explanation are compatible. Or, at least, I hope they are, because I embrace them both. The explanatory pluralism that I endorse holds that, for any event, there are different true stories that explain why the event occurred. Some describe more proximate causes while others describe causes that are more distal; some describe macrocauses while others describe causes that are more micro (Jackson and Pettit 1992; Sober 1984, 1999). I doubt that there is an objective sense in which one of these is best; some are more useful than others, depending on our interests. For example, consider the evolution of altruism and selfishness in groups of size two (the choice of n = 2 is for convenience only) where the fitnesses of the two traits are the ones shown in figure 5.4. If selection leads altruism to increase, the following explanations are both correct (Sober 1993, 114):


     


    (1) There is group selection favoring altruism and individual selection favoring selfishness, and the former cause is stronger than the latter.4


    (2) Pr(partner is A | individual is A) – Pr(partner is A | individual is S) > c/b.5


    This pluralism about explanation is perfectly compatible with the realism I prefer in connection with units of selection. As noted in §2.4, I define group selection as variation in fitness among groups and individual selection as fitness variation among organisms in the same group. A natural definition of genic selection is that it occurs precisely when there is fitness variation among genes in the same organism.6 These are the definitions used by multilevel selection (MLS) theory.7 According to MLS theory, a given trait may evolve because any or all of these processes is under way. The units of selection problem is as real as the question of how fitnesses vary.


    Conventionalists argue for their position by pointing to the fact that group properties supervene on the properties of individuals. This means that the properties of a group at a given time are determined by the properties of the individuals in the group at that time.8 For example, in standard models of the evolution of altruism, the trait that is relevant to a group's fitness is the percentage of altruistic individuals it contains; this property of the group is fixed once you specify, for each individual in the group, whether it is altruistic or selfish. The supervenience argument for conventionalism goes as follows:


    (a) Group properties supervene on properties of individuals.


          ____________________


    (b) Therefore, anything that group properties explain also can be explained in terms of properties of individuals.


          ____________________


    (c) Therefore, whenever group selection explains a trait's evolution, individual selection does too.


          ___________________


    (d) Therefore, it is a matter of convention, not fact, whether a trait evolves by group or individual selection.


    I grant, for the sake of argument, that (b) follows from (a).9 However, I deny that (c) follows from (b), as does Okasha (2006, 105–107). Why do  conventionalists think that (c) is a consequence of (b)? Everything depends on how they define group and individual selection. If the groups in the metapopulation vary in fitness because they have different frequencies of altruism and selfishness, and the frequencies of the traits change for that reason, then it must also be true that altruistic and selfish individuals in the metapopulation vary in fitness. Conventionalists then define individual selection as variation in fitness among individuals in the metapopulation and declare a victory. Their concept of individual selection differs from the one used by MLS theory, according to which individual selection means variation in fitness within groups, not in the global metapopulation. A similar ambiguity attaches to the concept of “genic selection.” When selection causes gene frequencies in the metapopulation to change, conventionalists define genic selection to mean variation in the fitness of genes in that global population; it then follows that all changes wrought by selection (even by group selection) are instances of genic selection. MLS theory, on the other hand, restricts the term genic selection to variation in fitness that occurs within individual organisms; it occurs when there is meiotic drive or intragenomic conflict, but not universally. Figure 5.5 provides a translation manual for MLS theory and conventionalism. The key difference is that the former defines group, individual, and genic selection so that they are logically independent, while the latter defines them so that they are linked by entailment relations.
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    At first glance, conventionalism about units of selection seems to resemble conventionalism about space-time theories in physics (Sterelny and Kitcher 1988, 359) in that both claim that there is “no fact of the matter” as to which of several hypotheses is true. However, there is an important difference. Conventionalists and realists who debate the geometry of physical space discuss the same alternatives—Euclidean and non-Euclidean geometries. In contrast, when conventionalists discuss individual and genic selection, they mean something different from what MLS theorists mean when they use the same words. Conventionalism and realism about geometry are incompatible philosophies, but conventionalism and realism about units of selection apparently are not, once the ambiguities are recognized.10 This polysemy is exasperating, but does it hold out the hope that we can all be friends? Well, I am happy to be a conventionalist about the descriptors that conventionalists use. What I don't see is why conventionalists are entitled to take a conventionalist view of the distinctions that realists want to draw.


    Kitcher says that “one can tell all the facts about how genotype and phenotype frequencies change across the generations—including the causal explanations of the changes—without any commitment to a definite level at which selection acts” (Gasper 2004, 89). Notice that Kitcher does not reject the factuality of causal talk in general; his scruples are more specific, in that he thinks that causal explanations can be given without invoking a uniquely correct “level.” Consider how Kitcher's position applies to propositions (1) and (2). It is true that the evolution of altruism can be explained by citing proposition (2), which does not mention opposing selection processes that occur at different levels. But that does not address the question of why the claim made by proposition (1) is nonfactual. Nor does it address the more general question of why the distinctions described in figure 5.5 that MLS theory draws are nonfactual. Sterelny and Griffiths (1999, 169) present an argument for conventionalism that makes the same mistake. They discuss two possible explanations for why beavers build dams. The first invokes group selection while the second describes why dam-building beavers are, on average, fitter than nonbuilders. Waters's (2005) argument that “it makes no sense to say true causes are at higher levels and not lower levels” likewise ignores how MLS theorists define levels of selection. Pluralism about explanation does not entail conventionalism about units of selection, at least not when the units of selection question is understood in the way that MLS theory proposes.


    I began this section by describing what realism and conventionalism each say about the evolution of a given trait. Does this mean that we have the option of being realists about the evolution of some traits and conventionalists about the evolution of others? On its face, picking and choosing in this way seems wrong. Realism and conventionalism are supposed to be general theses, so perhaps we are obliged to be realists about all traits, or about none. I don't think so; I am a realist 99.44 percent of the time. The exceptions I see have nothing to do with the pluralism about explanation on which conventionalists have rested their case. Rather, the exceptions involve special features of the evolution of sterile workers (§2.5) and sex ratio (§3.7). I'll discuss sex ratio here; the same points apply to the evolution of sterility. Suppose each nest in a species of social insect is founded by a single fertilized female who controls the sex ratio of her progeny and that nests with female-biased sex ratios are more productive than nests with even sex ratios. Is this group selection on nests for having a female-biased sex ratio or individual selection on foundresses for producing one mix of sons and daughters rather than another? I see no need to choose (Sober 1984, 348).11 This example is enough to show that the distinction between group and individual selection is sometimes a matter of convention. But that is a far cry from conventionalism, which holds that it is always a matter of convention whether group selection has occurred.12


    Unlike the conventionalist philosophers whose views I just discussed, the biologists I now want to consider (West, Griffin, and Gardner 2006; Gardner and Grafen 2009; Wild, Gardner, and West 2009—whom I'll call GGGWW) do not deny that it is a factual question whether groups are ever units of selection. They agree with the viewpoint described in chapter 2, that group selection means fitness variation among groups and individual selection means fitness variation within groups, and that it is a factual question what the pattern of fitness variation is in a given case. Instead, GGGWW argue that units of selection must be distinguished from units of adaptation and that multilevel selection theorists fail to recognize this distinction, which leads them to fall into a “logical error” (Gardner and Grafen 2009, 666).


    GGGWW point out that multilevel selection models of the evolution of selfishness and altruism that separately represent the contributions of individual and group selection are predictively equivalent with models of kin selection that describe the inclusive fitnesses of the two traits; these kin selection models do not separate individual from group selection (see, for example, Gardner and Grafen 2009, 660). To make precise the sense in which this claim of equivalence is true, let's consider what inclusive fitness means. Given the model described in figure 5.4, the usual representation of the old-fashioned Darwinian fitnesses of altruism (A) and selfishness (S) in groups of size 2 is as follows:


     


    (3) w(A) > W(S) if and only if Pr(partner is A | individual is A) – Pr(partner is A | individual is S) > c/b.


     


    The inclusive fitnesses of the two traits are


     


    I(S) = x and I(A) = x – c + rb,


    from which it follows that


    (4) I(A) > I(S) if and only if r > c/b.


    The quantity r is the coefficient of relatedness and the right-hand side of (4) is Hamilton's inequality. Propositions (3) and (4) each describe what it takes for altruism to have a higher fitness than selfishness; the one is stated in terms of Darwinian fitness, the other in terms of inclusive fitness. In each case, the fitness ordering is taken to predict which trait will increase in frequency. It is in this sense that propositions (3) and (4) make predictions. The two criteria will be predictively equivalent precisely when


    (5) r = Pr(partner is A | individual is A) – Pr(partner is A | individual is S).


     


    Under what circumstances is proposition (5) true? The coefficient of relatedness r describes the probability that a gene found in an individual will be identical by descent with a gene found in the individual's partner. The right-hand side of (5) says nothing about genes or identity by descent; rather, it describes how the phenotypes of the two individuals in a pair are probabilistically related. Let us explore the two sides of proposition (5) in the context of a simple example. Suppose the individuals in each pair are full sibs whose parents are not genealogically related to each other, and suppose further that there is a dominant gene for altruism.
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    If the individuals in each pair are full siblings and their parents are unrelated, r = 0.5.13 To see why, consider figure 5.6. The coefficient of relatedness does not represent how probable it is that the genotypes of two siblings will be similar. For example, in a population in which a given gene is close to 100 percent, two full sibs will almost certainly have the same genotype at the locus in question, but r is still equal to 0.5 if the parents are unrelated. Identity by descent (IBD) isn't about similarity (which geneticists call identity by state); rather, for full sibs whose parents are unrelated, the question is whether genes in the two siblings trace back to the same (token) genes in their parents. In figure 5.6,  I numbered the four genes that Mom and Dad have at the locus in question (ignoring whether they are in the same state). There are four possible gene pairs that an offspring might have; with fair meiosis, they are equiprobable. There therefore are sixteen possible pairings of a gene pair in the first offspring with a gene pair in the second. In some pairings, all the genes in the two offspring are IBD. In other pairings, half the genes are IBD. And in still others, none of the genes are IBD. The average value, (4/16)(100%) + (8/16)(50%) + (4/16)(0%), is 0.5. That's why r =0.5 for full siblings whose parents are unrelated.
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    Now let's consider the right-hand side of proposition (5), which says nothing about identity by descent of genes. Still assuming that the individuals in each pair are full sibs, our task is to ascertain when the right-hand side equals 0.5. This will be true when altruism is caused by a dominant gene and the gene is rare; in this case, Pr(partner is A | individual is A ) – Pr(partner is A | individual is S) = 0.5. However, this difference in the two probabilities changes value as the gene changes frequency. When the gene for altruism is common, Pr(partner is A | individual is A ) – Pr(partner is A | individual is S) = 0.25. These numbers are explained in figure 5.7. So proposition (5) is sometimes true, but sometimes it isn't; the criterion for when altruism will evolve, stated in terms of old-fashioned Darwinian fitness, doesn't always coincide with the one stated in terms of inclusive fitness.14


    Hamilton (1964) developed his theory of inclusive fitness by considering a special case in which proposition (5) is true. By the time he wrote his 1975 paper, he had come to see that identity by descent isn't what is essential for altruism to evolve; he realized that the key is that altruists tend to interact with other altruists, whether or not the interacting individuals happen to be closely related genealogically. This point led Hamilton and his successors to give the coefficient of relatedness r a wider interpretation than the one I just described. Instead of defining r in terms of identity by descent, the idea is to let proposition (5) define what r means. If r is interpreted in this way, propositions (3) and (4) are predictively equivalent; kin selection theory (stated in terms of inclusive fitness) is predictively equivalent with a multilevel selection theory (stated in terms of Darwinian fitness) in which group and individual selection are represented as separate processes. This wider interpretation of r, I take it, is what GGGWW intend. I have no objection to this, though it needs to be remembered that the predictive equivalence of kin selection with individual + group selection means that the “kin” in kin selection don't need to be genealogical relatives.


    Both the group and the individual are said to be “units of selection” in the evolution of a given trait if group and individual selection each influence its evolution. The term unit of selection therefore characterizes the processes that govern trait evolution. When the metapopulation evolves to some stable trait configuration, how should we describe that end result? It is here that the term adaptation may apply. When should that end result be called a group adaptation and when should it be called an individual adaptation? The fact that group selection influences a trait's evolution (however weakly) is obviously not enough to say that the product of that process is a group adaptation. For example, suppose group selection occurs but is so weak that it is overwhelmed by the much stronger influence of individual selection, with the result that altruism is driven to zero. It would be absurd to call the result (100 percent selfishness) a group adaptation just because group selection was one of the processes that influenced what happened. The following definition of adaptation explains why. Suppose trait X becomes common in a lineage. When is X an adaptation, and what is X an adaptation for?


    X is an adaptation for task T in a lineage if and only if X became prevalent in the lineage because there was selection for X, and the selective advantage of X was due to the fact that X helped perform task T. (Sober 1984, 208; Sober 1993, 85)15


    When selfishness becomes common, this is not because the trait provides a group advantage; it therefore would be wrong to regard 100 percent selfishness as an adaptation for helping the group. So it is not a group adaptation.


    More generally, group and individual adaptation may be defined by identifying the group optimum and the individual optimum. The group optimum is the trait frequency that is predicted to evolve if group selection, but no individual selection, is at work; this is why the group optimum is 100 percent altruism. Symmetrically, the individual optimum is the frequency that is predicted when individual selection, but no group selection, is at work; this is why the individual optimum is 100 percent selfishness.16 If altruism evolves to fixation or nearly so, the result is a group adaptation (not an individual adaptation). If selfishness evolves to fixation or nearly so, the result is an individual adaptation (not a group adaptation). And if the metapopulation settles down around 50/50, the result is a compromise (Sober and Wilson 1998, 10–12, 101–107).17 Obviously, the boundary between an “extreme” trait frequency and one that is “intermediate” is vague, but there is no helping that.


    Gardner and Grafen (2009) complain that multilevel selectionists have never characterized what it takes for the individual or the group to be a “unit of adaptation,” and proclaim that they are the first to take this important step. They are wrong about the history, but, more importantly, the way they address this question goes awry. GGGWW agree with what I just said concerning group adaptation; if the model they describe (which separately represents group and individual selection via the Price equation) predicts that the metapopulation should evolve to 100 percent altruism or nearly so, and this is what we observe, then the group is a unit of adaptation; and if the model predicts that the system will evolve to 100 percent selfishness or nearly so, and this is what we observe, then the group is not a unit of adaptation. However, when it comes to defining when the individual is a unit of adaptation, GGGWW say that this is always true, provided that the metapopulation exhibits the predicted trait frequency. This has a peculiar consequence. Suppose the metapopulation is predicted to evolve to 100 percent altruism and this is what happens; the GGGWW proposal concludes that the individual is a unit of adaptation in this case. Why do they think that any mix of group and individual selection is compatible with the individual's being a unit of adaptation? The reason is something I mentioned before—the predictive equivalence of a multilevel selection model with one stated in terms of inclusive fitness. Regardless of what the mix is of individual and group selection, individuals are predicted to maximize their inclusive fitness.


    GGGWW's permissive view concerning the individual as unit of adaptation violates one of Williams's (1966) most important insights concerning the concept of adaptation, that adaptation at a level requires selection at that level; group adaptation requires group selection, and individual adaptation requires individual selection (§2.1). Consider the evolution of selfishness and altruism in a metapopulation in which groups are internally homogeneous (and so there is no individual selection), with the result that the metapopulation evolves to 100 percent altruism. In this case, it still is true that the trait with the higher inclusive fitness evolves; the GGGWW proposal concludes from this that the individual is a unit of adaptation—never mind the fact that no individual selection has occurred.18


    If an inclusive fitness model predicts the same outcomes as a multilevel selection model that explicitly recognizes the roles of group and individual selection, why should the fact that an outcome is correctly predicted by group + individual selection be taken to show that the individual is always a unit of adaptation, but that the group is a unit of adaptation only in special circumstances? A motivation for this curious asymmetry can be found in a certain intuitive idea. Before inclusive fitness came along, it was natural to think about individual selection by imagining that individuals “try” to maximize their Darwinian fitness. Although “trying” can't be taken literally, the as-if quality of this thought is often heuristically useful; we often can predict which traits will evolve by imagining rational agents who are trying to get what they want.19 Inclusive fitness seems like a natural generalization of this idea—individuals are “trying” to maximize the representation of their genes in future generations, where it is recognized that an individual's genes can be found in her genetic relatives as well as in her own offspring. The idea can be broadened further, by taking account of the fact that nonrelatives sometimes have copies of one's genes;20 this means that helping nonrelatives can also be a way to get one's genes represented in future generations. The net result is that any helping behavior that evolves gets viewed as a form of genetic self-interest. This may seem like a pleasing consequence until it is realized that “self-interest” has now become an all-encompassing category. When altruism evolves, this is consistent with the heuristic idea of self-interest, since altruists are getting their altruistic genes into the next generation by helping other altruists. The idea that altruism is good for the group but bad for the individual has been lost. The way to recovery is to set aside the metaphor of “trying” and focus on the fact that there can be conflicts of interest between different levels of organization. What is good for the individual can conflict with what is good for the group. Our concept of adaptation should reflect this fact. Rather than use “individual adaptation” as an all-encompassing label that is defined so that it applies to all adaptations regardless of whether they evolve by group or individual selection, I think it more useful to use “group adaptation” to name traits that evolve when group selection dominates the selection process and “individual adaptation” to name traits that evolve when individual selection is in the driver's seat. Why have two labels if one of them applies no matter what?21


    Griffiths and Grafen (2009, 659) start their paper by quoting, apparently with approval, a remark of Dawkins's:



    I have characterized inclusive fitness as “that property of an individual organism which will appear to be maximized when what is really being maximized is gene survival”…. One might generalize this principle to other “vehicles.” A group selectionist might define his own version of inclusive fitness as “that property of a group which will appear to be maximized when what is really being maximized is gene survival”! (Dawkins 1982, 187)


    Individual selection and group selection both involve “gene survival.” In a haploid metapopulation, if altruists have gene a and selfish individuals have gene s, the evolution of altruism means that gene a outsurvives gene s and the evolution of selfishness means that s outsurvives a. If inclusive fitness is really about gene survival, it provides no basis for saying that individuals, rather than groups, are units of adaptation.


    As mentioned earlier, Gardner and Grafen (2009, 666) think that multilevel selection theorists have failed to recognize the difference between unit of selection and unit of adaptation and therefore have fallen into a “logical error.” The logical error they have in mind, allegedly committed by Sober and Wilson (1998), is “the view that multilevel selection (including within-group selection) leads to the emergence of group adaptation.” Their phrasing is ambiguous—is the error supposed to be the idea that multilevel selection that includes a within-group component sometimes causes group adaptation, or is the error supposed to be the claim that multilevel selection always has this outcome? The latter is an error, but it is not one that we have committed; the former is not an error at all. Altruism can evolve to near fixation even when there is some individual selection; it isn't essential that there be zero. This point is illustrated by the example examined earlier in which groups are sibships of size two and there is a dominant gene for altruism; in this case, altruism evolves to near fixation when the cost/benefit ratio is small enough. This example includes mixed groups, and so, as GGGWW agree, it follows that individual selection is part of the process.22


    There is a world of difference between the philosophers and biologists I have discussed in this section. The philosophers are conventionalists about units of selection, but the biologists are not; the biologists discuss what a unit of adaptation is, but this is not a topic that the conventionalist philosophers address. In spite of these differences, there is something the philosophers and biologists have in common. Both indulge in semantic stretching. The conventionalist philosophers define “genic selection” so that it applies to all of natural selection (even to pure group selection). GGGWW define “individual adaptation” so that it applies to all adaptations that evolve by any mix of group and individual selection (even to the evolution of 100 percent altruism by pure group selection). Semantic stretching has an older pedigree in this subject. Dawkins (1976) calls a gene that evolves because of natural selection “selfish” even when it cooperates with other genes in the same body and even when it causes the organism in which it lives to help other organisms by an act of suicidal self-sacrifice. If this is selfishness, “selfishness” is not an antonym for cooperation and altruism. You don't need to be a friend of group selection to think that something fishy is going on here. The group selection problem began as an empirical question. Is there selection among groups, just as there is selection among the individuals who live in the same group? Does group selection change evolutionary outcomes, just as individual selection does? Are there adaptations that evolved because they helped groups, just as there are adaptations that evolved because they helped individuals? Although each of these questions can be answered with a simple yes or no, it is better to take one's options to be often, sometimes, rarely, and never. And besides these global questions that encompass the whole of nature, there also are local questions about specific traits in specific populations. Of course, a set of definitions, by itself, never suffices to answer questions that are genuinely empirical. But definitions can clarify empirical questions, which then can be answered by making observations. Do the inclusive definitions just mentioned of “genic selection,” “individual adaptation,” and “selfish gene” help clarify these questions? If all selection is genic selection, if all adaptations are individual adaptations, and if all genes are selfish, it may seem to follow that group selection, group adaptation, and altruistic genes are all myths. In fact, none of these conclusions follows if we use the definitions that conventionalist philosophers, GGGWW, and Dawkins respectively deploy. The illusion that these conclusions do follow has allowed pseudosolutions to pass for genuine solutions to biological problems.


    I'll conclude this section with an analogy and a puzzle. Here's the analogy: suppose that an electron's trajectory is affected by a gravitational force and an electrical force. One way to model this situation is to describe each of these forces as components and then compute the resultant net force by vector addition. A second way to model what is going on is to set this decomposition aside and simply describe the net force. These two models are not in conflict. However, confusion is bound to arise if we announce that the net force described in the second model is “really” a kind of gravitational force. It is the inclusive gravitational force, which reflects both the old-fashioned gravitational force and the electrical force as well. This may tempt one to conclude that gravitational force is the real cause of the particle's acceleration, even though we began by granting that both forces are at work. And now for the puzzle: If individual + group selection = kin selection and kin selection is really just a kind of individual selection, should we conclude that individual + group selection is really just a kind of individual selection? If so, we also should be happy to conclude that a bag of apples and oranges is really just a bag of apples. Neither the analogy nor the puzzle is aimed at GGGWW, who know that kin selection is not an argument against group selection. Unfortunately, many foes of group selection seem not to have heard the news.



    5.3. EVOLUTIONARY THEORY AND THE REALITY OF MACROPROBABILITIES


    Modern evolutionary theory is awash with probabilities. For example, natural selection occurs when there is variation in fitness, and fitness is standardly decomposed into two components, viability and fertility, each of which is understood probabilistically. With respect to viability, a fertilized egg is said to have a certain chance of surviving to reproductive age; with respect to fertility, an adult is said to have an expected number of offspring.23 There is more to evolutionary theory than the theory of natural selection, and here, too, one finds probabilistic concepts aplenty. When there is no selection, the theory of neutral evolution says that a gene's chance of eventually reaching fixation is 1/(2N), where N is the number of organisms in the generation of the diploid population to which the gene belongs. The evolutionary consequences of mutation are likewise conceptualized in terms of the probability per unit time a gene has of changing from one state to another (§4.3). The probabilities just mentioned are all “forward directed”; they describe the probability of later events, conditional on earlier events. However, evolutionary theory also uses probabilities that are “backwards directed”; these describe the probability of a cause conditional on its effects; for example, coalescence theory allows one to calculate the expected number of generations in the past that genes in the present generation find their most recent common ancestor.24


    If evolutionary theory is inundated with probabilities, is the same true of the processes that evolutionary theory seeks to characterize? A straightforward realist interpretation of the theory yields an affirmative answer to this question. The realist will say that if the theory truly describes what happens in nature and the theory describes nature probabilistically, then the probabilities it postulates are real. In spite of the simplicity of this interpretation, there have been dissenters. Barbara Horan (1994) and Alexander Rosenberg (1994) argue that the probabilities used in evolutionary theory should not be interpreted realistically—they are not objective quantities—because they are mere excuses for our ignorance of detail. Their view is that “evolutionary phenomena are … deterministic, or at least as deterministic as underlying quantum indeterminism will allow” (Rosenberg 1994, 82). The probabilities that evolutionary phenomena really have differ from the probabilities that evolutionary theory assigns to those phenomena; this is why Rosenberg refers to “instrumental biology” in the title of his book (see also Graves et al. 1999).


    Although Horan and Rosenberg's thesis is about evolutionary theory, their reasons for holding it are general enough to apply to any theory that uses probabilities. And because the motivation for their position is so general, it is no surprise that it was described long before evolutionary theory was mathematized in the twentieth century. The thesis traces back to Laplace:



    Given for one instant an intelligence which could comprehend all the forces by which nature is animated and the respective situation of the beings who compose it—an intelligence sufficiently vast to submit these data to analysis—it would embrace in the same formula the movements of the greatest bodies of the universe and those of the lightest atom; for it, nothing would be uncertain and the future, and the past, would be present to its eyes. (Laplace 1814, 4)


    The idea suggested by Laplace's metaphor is that probability talk reflects our ignorance, not objective features of the world. In the Origin, Darwin (1859, 131) gives voice to this thought when he explains what he means by saying that variation is “due to chance. This, of course, is a wholly incorrect expression, but it serves to acknowledge plainly our ignorance of the cause of each particular variation.”


    Laplace was thinking about Newtonian theory when he described his demon. He reasoned that the probabilities we use to describe nature must be mere confessions of ignorance since the theory is deterministic and makes no use of probabilities.25 Horan and Rosenberg are Laplaceans, but their position involves no commitment to determinism. They concede that if determinism is false, then it isn't true that the only reason we use probabilities to describe nature is that we are ignorant of relevant details. But there is a Laplacean thesis that survives the death of determinism; this is the idea that the only objective probability an event has is the one assigned to it by a complete description of the relevant microparticles.26 Suppose that material objects are composed of parts and those parts have parts, but that at some point we hit rock bottom. These smallest parts are what I'll call the microparticles. If Newtonian theory is the true theory of microparticles, then no probabilities (other than zero and one) are objective. If quantum mechanics is the true theory of microparticles, then the only objective probabilities are the ones assigned by a complete quantum mechanical description. Either way, the probabilities assigned by evolutionary theory are not to be interpreted realistically if they differ in value from the ones assigned by whatever the true microtheory turns out to be. That's the Laplacean position.


    It is interesting that Laplace says that his demon would find nothing uncertain; this goes beyond the more modest claim that the demon would have no uncertainty about the mass, velocity, acceleration, and other properties described by Newtonian theory. Laplace's stronger claim suggests the thought that the properties discussed in Newtonian theory provide a synchronic supervenience base for all the properties that macro-objects have. And this thought, in turn, can be generalized further, so that there is no reliance on Newtonian theory or on the truth of determinism:


    (MS) A complete specification of the properties that all particles have at a given time uniquely determines all the properties that all macro-objects have at that same time.


    This is the idea of mereological (part/whole) supervenience. If two objects and the environments they occupy are particle-for-particle physical copies of each other, they must also be identical in terms of their psychological and biological properties.27


    Although the principle of mereological supervenience (MS) says that micro determines macro, it is silent on the converse question of whether macro determines micro. I will assume in what follows that it does not; that is, I'll assume that a given macrostate is multiply realizable at the microlevel. The relation of micro to macro is many-to-one. For example, an ideal chamber of gas can have a given temperature (its mean kinetic energy) by many different assignments of kinetic energy values to its constituent molecules.


    [image: img]


    The Laplacean picture of a deterministic universe is represented in figure 5.8. The MS principle says that a system's microstate at one time fixes its macrostate at that time; A at t1 makes it the case that X at t1 and B at t2 makes it the case that Y at t2. This is the meaning of the vertical arrows in the figure. The microstate evolves by deterministic Newtonian rules (represented by the arrow from A at t1 to B at t2), so the (complete) microstate at one time fixes the microstate at all later times. Since diachronic determination and synchronic supervenience are both necessitation relations, A at t1 ensures that Y at t2, by transitivity. If we use probabilities to describe whether macrostate Y will occur at time t2, given the fact that the system was in macrostate X at t1 we do so only because of our ignorance. The demon has no need of these probabilities. When the demon predicts the macrostate Y at t2 from the microstate A at t1 we may imagine that it first predicts the microstate B at t2 and then figures out that B suffices for the macrostate Y. Laplace's idea thus requires that the demon's knowledge extend beyond Newtonian matters; the demon also needs to be savvy about how micro facts connect to facts described in the vocabularies of other sciences—for example, in biology and psychology.
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    Given this Newtonian description of Laplace's demon, what would the corresponding picture be for a Laplacean who accepts indeterminism as a fact about the physical microlevel? Consider figure 5.9, which represents two diachronic condtional probabilities. I call Pr(Y at t2| X at t1) = p a macroprobability, since it conditionalizes on the macrostate of the system; Pr(B1 or B2 or … or Bn at t2 | A at t1) = q is a microprobability because it conditionalizes on the microstate. How will the demon decide how probable it is that Y will occur at t2, given the state of the system at t1? If the microtheory in question is indeterministic, the system's microstate at t1 confers probabilities on the different microstates that might obtain at t2. Some of these possible microstates at t2 may be supervenience bases for the macroproperty Y; others may not be. Suppose there are n disjoint microstates (B1, B2,…, Bn) that are possible supervenience bases for the macrostate Y and that Pr(B at t2| A at t1) = q. The demon, who can instantly see which microstate obtains at t1, will compute the value of the microprobability Pr( Y at t2| A at t1). We may imagine that the demon does this by taking into account the fact that Y is equivalent to the disjunction (B1 or B2 or … or Bn) and then computing the value of Pr(B1 or B2 or … or Bn at t2 | A at t1) = q1 + q2 + … + qn = q. We mere mortals, who are aware only of the macrostate X that obtains at time t1, must decide how probable it is that Y will obtain at t2 by computing the value of the macro-probability p = Pr( Y at t2 | X at t1). The value of the microprobability q may differ from the value of the macroprobability p. Although Laplace's demon in an indeterministic universe will need to use probabilities to predict what will happen, it will use probabilities that may differ in value from the ones we less-informed human beings are forced to employ. Were it not for our ignorance, we should do what the demon does, or so the Laplacean claims.28


    The Laplacean position, then, does not depend on whether determinism is true. The first part of the position is a thesis about prediction:


    (L1) Suppose you want to predict whether the system will be in state Y at time t2 and you know the system's macrostate (X) at t1 and the value of the macroprobability Pr(Y at t2 | X at t1). You should not base your prediction about t2 on this information about t1 if you also know the system's microstate (A) at t1 and the value of the microprobability Pr(Y at t2| A at t1), and the micro- and macroprobabilities differ in value.


    Read contrapositively, this means that



    If you are entitled to base your prediction about t2 on your knowing the system's macrostate (X) at t1 and the value of the macroprobability Pr(Y at t2 | X at t1), this is because you don't know the value of Pr( Y at t2 | A at t1), or you don't know that A is the microstate of the system at t1, or you know both of these and also that Pr( Y at t2 | X at t1) = Pr( Y at t2 | A at t1).


    This contrapositive brings out the fact that Laplaceans think that there are two possible justifications for using a macroprobability to make a prediction. One involves lack of knowledge; the other involves knowing that a probabilistic equality is true.


    The Laplacean principle (L1) describes the probabilities you should use in making predictions but does not connect that issue with the question of which probabilities are objective. This further element in the Laplacean position can be formulated as follows:


    (L2) If the only justification you have (or could have) for using the macroprobability Pr( Y at t2 | X at t1) to predict whether Y will be true at t2 is that you don't know that A is the microstate at t1 or you don't know the value of the microprobability Pr( Y at t2 | A at t1), then the macroprobability Pr( Y at t2 | X at t1) is not objective.


    Whereas L1 says that there are two possible reasons for using a macro-probability to make a prediction, L2 says that one of those reasons (lack of knowledge) should lead you to attach a subjective interpretation to the macroprobability. Together, these two principles entail the Laplacean thesis that the only way the macroprobability Pr(Y at t2 | X at t1) can be objective is for it to have the same value as the microprobability Pr(Y at t2 | A at t1). If these two probabilities differ in value, the macroprobability should not be taken to describe an objective matter of fact.


    Of the two Laplacean principles, I have no quarrel with L1, which follows from the principle of synchronic mereological supervenience (MS) and the principle of total evidence. The principle of total evidence does not explicitly comment on micro and macro; rather, it tells you to conditionalize on all the information at your disposal when you are trying to predict whether an event Y will occur. In particular, if you know both Φ and ψ, and Φ entails ψ, and you know the values of Pr(Y | Φ) and Pr(Y | ψ), then using Pr(Y |  ψ) will be a mistake if Pr(Y | Φ) ≠ Pr(Y | ψ). Applied to the problem at hand, the principle of total evidence says that if your microdescription (A) of the state of the system at time t1 entails your macrodescription (X) of the system at that same time, but not conversely, and the two descriptions confer different probabilities on the system's occupying state Y at time t2, then you should use the former.29 The principle of synchronic mereological supervenience completes the argument for L1 by affirming the antecedent; it asserts that A at t1 entails X at t1, if A is a complete description of the system's microstate at t1. Notice that this justification of  L1 does not assert that every true microdescription is preferable to every true macrodescription as a basis for prediction. If the microdescription is incomplete, it may or may not entail the macrodescription in question.


    What about L2 ? Before I state my objections to this second Laplacean principle, I want to consider an objection that I think doesn't work. This objection challenges the assumption in L2 that prediction is the only relevant consideration for assessing whether a macroprobability should be interpreted realistically. The thought is that you need macroprobabilities to explain various facts, because microprobabilities either aren't explanatory or are inferior in their explanatory power, and the explanatory power of macroprobabilities suffices to show that they should be interpreted realistically. Putnam (1975) defends the thesis that macrodescriptions are explanatory while microdescriptions are not in his well-known example of the peg and the board. He describes a board that contains two holes; one is round and is 1 inch in diameter; the other is square and is a little more than 1 inch on each side. The peg is square and is 1 inch on a side. The peg fits through the square hole but not the round one. Why? Putnam contends that the correct explanation is given by the macrodimensions just cited. He further claims that a microdescription of the many molecules in the peg and board is either not an explanation, or is a terrible explanation, because the  microstory involves a lot of irrelevant detail. Putnam concludes from this that reductionism is false (where reductionism is the thesis that everything that a macrostory can explain can be explained (or can be explained better) by a microstory.


    Why does Putnam say that the microdetails are “explanatorily irrelevant?” He does not explain what this means, but his example suggests the following interpretation. Once you know the macro properties of the peg and board, further information about the configuration of the constituent molecules doesn't affect the probability that the peg will pass through the one hole but not the other. That is, it seems true in this example that the macrodescription of the system at t1 screens-off the microdescription of the system at t1 from the fact we wish to explain, namely, that the proposition p (that the peg passes through the one hole but not the other) is true at time t2:



    Pr(p at t2 | macro properties of the system at t1) = Pr(p at t2 | macro properties of the system at t1 and micro properties of the system at t1).


    Why think that this screening-off thesis is correct? It will be, if the probability on the left-hand side of this equality has a value of 1.0. If the macro properties at t1 determine what will happen at t2, then further information about the micro details will not budge that probability from a value of one. This is because the probability values 1 and 0 are sticky; if Pr(A | B) = 1 or 0, then Pr(A | B & C) must have the same value, for any proposition C, so long as the latter probability is well defined. So when you have macrodeterminism, macro does screen off micro.30 But macro rarely (if ever) screens off micro when the macro property confers a nonextreme probability on the explanandum. The macro property is a disjunction of micro properties, and these micro properties almost always fail to confer exactly the same probability on the explanandum. To revert to an example discussed in §4.3, even if Pr(the coin lands heads at t2 | the coin is tossed at t2) = 0.5, you can bet your bottom dollar that there are some microdetails about how you might toss the coin at time t1 that confer on heads at t2 a probability different from 0.5.


    Putnam thinks there are objective standards of good explanation that entail that the macrostory about the peg and board is the right  explanation and that the microstory is either not an explanation at all, or is a terrible explanation. I prefer a more pluralistic view of explanation, according to which micro- and macrostories are both explanatory, and which one we should use depends on our interests (Jackson and Pettit 1992; Sober 1984, 1999). The macrostory is more general, in that it applies to more real-world systems than the microstory.31  On the other hand, the microstory provides more details. Sometimes we value generality and at other times we value details, and both are legitimate concerns.32 In any event, I think that the objectivity of macroprobabilities is not to be secured by a claim about what our goals are in explanation. Here I want to make a point that echoes one that Plato made in the Euthyphro. Our including a probability in an explanation is not what makes the probability objective. Rather, if we want an explanation to contain only propositions that are objectively true, then the objectivity of the probability is part of what accounts for our mentioning it in our explanation. The thesis that macroprobabilities are objective because we cite them in our explanations has things backwards.


    I turn now to my two objections to the Laplacean principle L2. The first is that it confuses pragmatic and semantic issues about probabilities. The principle begins by discussing why we might use a macro-probability to make a prediction and ends by describing whether the probability represents an objective or a subjective state of affairs. However, facts about us and our uses of probabilities don't settle the question of objectivity. To see this, consider the actual relative frequency interpretation of probability. This interpretation says that “Pr(Y occurs | X occurs) = p” just means that when X occurs, Y occurs with frequency p. I don't mention this interpretation in order to defend it;33 rather, my point is that this is an objective interpretation of probability. The frequency with which Y occurs when X does is an objective feature of the world. Yet, it remains true that our use of information about actual frequencies to make predictions is subject to the principle of total evidence. The fact that we should decline to use a probability in making a prediction does not deprive that probability of its objectivity.
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    The other objection I have to the Laplacean principle L2 is that it is inconsistent with the Laplacean position about the reality of microprobabilities. Macroprobabilities are derivable from microprobabilities. This means that if the latter are objective, so, too, are the former. Consider the diachronic macroprobability p = Pr(Y at t2 | X at t1) depicted in figure 5.10. Recall that I term this a macroprobability because the conditioning proposition (X at t1) has n possible microrealizations (A1, A2,…,An). There therefore are n microprobabilities (q1, q2, …, qn), each of the form qi= Pr(Y at t2 | Ai at t1). The macroprobability is an average over these n microprobabilities:
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    The first product term on the right, Pr(Y|Ai), is a microprobability, so the Laplacean says that it is objective. What of the second, Pr(Ai|X)? Each of the n probabilities that has this form is a macroprobability, since it conditionalizes on the macroproperty X. What gives each of these macroprobabilities its value? We can think of it as deriving from a set of microprobabilities, each involving a microstate at t0 that is a common cause of both Ai and X:
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    Notice that all the probabilities to the right of the second equality sign are conditional microprobabilities or unconditional probabilities of the microproperty Cj . A Laplacean who believes in the reality of microprobabilities can see from this how synchronic macroprobabilities of the form Pr(Ai at t1| X at t1) arise. This completes the argument that the reality of microprobabilities entails the reality of diachronic macroprobabilities.
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    I. Did Darwin Write the Origin Backwards?


    1. In chapter 8 of the Origin, Darwin says that hybrid sterility is neither necessary nor sufficient for two populations to be classified as distinct species. Darwin did not accept what later came to be called the biological species concept (Mayr 2000).


    2. Darwin proposed to his publisher, John Murray, that his book be called “An Abstract of an Essay on the Origin of Species and Varieties through Natural Selection”; Murray urged Darwin to compress (Browne 2006, 82).


    3. See Richards (2009) for a dissenting assessment.


    4. It is a separate question whether Darwin thought that selection is “progressive,” on which see Sober (1994), Radick (2000), and the essays in Nitecki (1988).


    5. It was an avid Darwinian, August Weismann, who later opposed Lamarckian inheritance, and the consensus now is that Weisman was right and Lamarck was wrong. It is an anachronism to read this modern view about heredity back into Darwin himself.


    6. The position that Darwin most often criticizes in the Origin is the thesis of special creation—that God made each species separately. This should not lead us to assume that separate ancestry is essentially a creationist doctrine. See Rupke (2005) for discussion of a “third way” that was highly developed among nineteenth-century German biologists before the Origin appeared, according to which the diversity we observe is due to numerous start-ups of life from nonliving materials that never meld together.


    7. A related point bears on the existence of rampant lateral gene transfer in early life (Woese 1998; Doolittle 2000); this does not rule out the existence of a universal common ancestor that came earlier (Sober 2008b).


    8. Creationists committed to flood geology need lots of speciation to occur—enough to produce all the species we now observe from the much smaller number of ancestral forms that were on Noah's ark; see Numbers (2004) for discussion. These creationists still believe in walls, but far fewer than do those creationists who are committed to the fixity of species.


    9. If there are 100 draws and all are green, Pr(O| H1) = (0.8)100 and Pr(O| H2) = (0.1)100; both are very close to zero, so the difference between them is tiny. If just one ball is drawn and it is green, Pr(O | H1) = 0.8 and Pr(O | H2) = 0.1, so the likelihood difference is 0.7.


    10. Since (0.8/0.1)100 >> 0.8/0.1.


    11. For more details on how the Law of Likelihood applies to the comparison of common and separate ancestry hypotheses, see Sober (2008b, §4.4). I there identify a set of assumptions that suffice for the common ancestry hypothesis to have the higher likelihood. Although these assumptions are not necessary conditions for the likelihood inequality, it remains true that assumptions of some sort are needed to deduce a difference in likelihoods.


    12. Ghiselin (1969) argues that hypothetico-deductivism is Darwin's key methodological innovation.


    13. Perfect independence isn't essential here; the weight of evidence grows if the separate traits have some degree of conditional independence.


    14. This also is true of the frequency-dependent case depicted in figure 1.6. A plot of the average fitness of the organisms in the population has two peaks, and selection will drive a population to ascend one or the other of them, depending on its starting frequency.


    15. Just as was true for figure 1.6, this claim about figure 1.7 requires that there be a probability distribution over the possible initial conditions a lineage might occupy.


    16. Inferring that several species have a common ancestor, and inferring what the phylogenetic tree is that connects them on the assumption that they share a common ancestor, are different problems, but Darwin's point about evidence applies to both. How does contemporary phylogenetic inference relate to Darwin's principle? Cladists use maximum parsimony to infer phylogenetic trees, a method that pays no attention to the difference between adaptive and nonadaptive similarities. Statistical methods that use maximum likelihood or a Bayesian approach recognize that phylogenetic inference requires that one use a model of character evolution. However, the models used almost always assume that a drift process of one sort or another is at work. For example, the model of Jukes and Cantor (1969) and the no-common-mechanism model of Tuffley and Steel (1997) both have this character; both assume that selection is not occurring. These methods are usually applied to gene sequence data for which one has no prior assurance that the right model is drift rather than selection. Statistically grounded phylogenetic inference needs to expand its horizons in this respect (Sober 2008b).


    17. This is also the order of exposition in Darwin (1844). My thanks to Niles Eldredge for pointing this out to me.


    18. Darwin's grandfather, Erasmus Darwin, proposed an evolutionary theory in his Zoonomia (E. Darwin 1794–1796), which includes the idea of common ancestry. Here is a telling passage:



    Would it be too bold to imagine, that in the great length of time since the earth began to exist, perhaps millions of ages before the commencement of the history of mankind, would it be too bold to imagine, that all warm-blooded animals have arisen from one living filament, which the great First Cause endued with animality, with the power of acquiring new parts, attended with new propensities, directed by irritations, sensations, volitions and associations, and thus possessing the faculty of continuing to improve by its own inherent activity, and of delivering down these improvements by generation to its posterity, world without end (King-Hele 2003, p. 115)!


    I am grateful to Michael Antonin for calling this to my attention.


    19. The two relations discussed here, causal priority and evidential priority, have different relata, if evidence is a relation between propositions and causality a relation between events.


    20. The principle “if any tip taxa with T fail to X, this is evidence against the claim that T evolved because it promoted X” works fine (if we use parsimony) in figure 1.8, but not in figure 1.9. What makes these two examples different? Notice that the tip taxa that have T but lack X form a monophyletic group in the second figure, but not in the first.


    21. Fisher (1930, 47) notes that the Malthusian assumptions suffice to produce natural selection, but they are not necessary. The superfecundity of nature is a consequence of natural selection, not a precondition. An apple tree produces thousands of apples, most of which fail to produce daughter apple trees, because selection has favored this reproductive strategy.


    22. Hodge and Radick (2009, 246–47) note that Mayr's views about population thinking and essentialism resemble those of Dewey (1909).


    23. And so does the historical claim that essentialism had a powerful grip on pre-Darwinian biology (Winsor 2003).


    24. Tree thinking does not require biologists always to assume, in the circumscribed problems they address, that all current life and fossils trace back to one or a few original progenitors. Rather, what often suffices is that the organisms that the biologist is thinking about should trace back to a single common ancestor. For example, a phylogenetic treatment of eye designs is possible if all organisms that have eyes and some organisms without eyes are part of a single tree, as shown in figure 1.7.


    25. There is very little about natural selection affecting human traits in Darwin's Expression of the Emotions in Man and Animals (1872). This has puzzled several commentators, who apparently have equated Darwin's theory with his theory of natural selection. But if Darwin's is the theory of common ancestry plus natural selection, and if the evidence for common ancestry is understood in terms of Darwin's Principle, the omission isn't odd at all, given that one of Darwin's principal projects in the book is to argue for the unity of the human species—that we all are genealogically related (Radick 2010).


    


    26. According to Winsor (2009), Darwin's argument that common ancestry explains the taxonomic hierarchy did not depend on his hypothesis of natural selection.



    2. Darwin and Group Selection


    1. Recall Darwin's idea that the distinction between different species is a matter of convention (§1.1). He felt the same way about the division of a single species into varieties (or “races”).


    2. Biologists use the terms altruistic and selfish to describe the effects of a trait on an individual's fitness. Altruists confer fitness benefits on others at a fitness cost to self. Selfish individuals do not provide such benefits. Mindless organisms can be altruistic and selfish in this sense.


    3. A third faction should be mentioned, which holds that the units of selection problem has no factual answer; rather, it is a matter of convenience, not fact, that dictates whether we say that a trait evolved by group or individual or genic selection. I'll discuss this conventionalist position in §5.2. This position differs from the view that the units of selection question, though factual, isn't interesting, or that answering this question isn't the most insightful strategy for solving biological problems. In reply to this last point of view, I'll just note that those who think that the question is interesting don't need to maintain that it is the only interesting question, nor that it is the key to solving all biological problems.


    4. For example, suppose that altruism is genetically dominant; individuals with the aa or as genotypes are altruistic, while those with ss are selfish. If a nest is founded by a single fertilized female, half the individuals in the nest in the next generation will be altruistic if the parents are as X ss and all of them will be altruistic if the parents are as X aa, or aa X aa.


    5. For another interpretation of Williams's parsimony argument against group selection, see Sober (1990).


    6. When meiosis is fair, an Aa heterozygote produces 50 percent A-bearing gametes and 50 percent a. The t-allele in the house mouse distorts the segregation ratio; when the t-allele occurs in a heterozygote, upwards of 90 percent of the gametes produced are t-bearing. The t-allele gives rise to a process called meiotic drive. It is a great example of a selfish gene, in that it subverts the ability of other genes in the same body to leverage themselves into the next generation. The gene does other mischief as well; homozygosity for t is lethal or causes sterility in males. These two parts of the process governing the evolution of the t-allele (segregation distortion and the harm done to homozygote males) were not enough to explain the observed frequency of the allele. It was here that Lewontin and Dunn introduced group selection; when all the males in a group are homozygotes, the group goes extinct, and this further reduces the frequency of the t-allele, since females in the group will have copies of the allele as well.


    7. Given Williams's endorsement of Lewontin and Dunn's (1960) argument, it is odd that he says some pages earlier that “unless there are such things as biotic [= group] adaptations, there is no need for the theory of group selection” (Williams 1966, 103). I assume that Williams did not regard the t-allele as a group-level adaptation. After all, the gene did not increase in frequency because it was good for the group. Quite the contrary—it increased in spite of the fact that it was deleterious for the group. Lewontin and Dunn's argument is that we need the hypothesis of group selection to explain the gene's intermediate frequency, not that the trait is a group adaptation. I discuss the concept of group adaptation in §5.2.


    8. It follows from this definition of altruism that some helping behaviors are not altruistic. Consider parental care. It isn't altruistic if parents enhance their fitness by caring for their offspring. Matters change if parents reduce their lifetime reproductive output by “excessive” parental care for one offspring at the expense of others. And one parent may be acting altruistically toward its partner when it shoulders the lion's share of parental care.


    9. This assumes that the traits in question are heritable.


    10. In this example, I have, for convenience, taken fitness to represent actual numbers of offspring, not expected numbers of offspring. The latter understanding is preferable. The point about Simpson's paradox and predicted changes in trait frequencies would then be expressed in terms of expected values.


    11. Williams (1966, 98–101) gives a nice hypothetical example of Simpson's paradox in connection with units of selection, though he does not affix that label. He describes how there can be an increase in the size of horses when one averages over lineages, though size declines within almost every lineage; he didn't need to say “almost.”


    12. If groups are defined in this way, then pure individual selection can occur in a population that does not constitute a “group.” Consider the fitness functions depicted in figure 2.1; a zebra's fitness is not affected by whether the other zebras in the herd are fast or slow, so the herd is not a group (with respect to the trait of running speed).


    13. In §5.2, I'll consider critics of group selection hypotheses who do not maintain that they are false; rather, these critics argue that the hypotheses aren't needed. These critics define kin selection so that kin selection does not require genealogical relatedness and endorse the equivalence of kin selection and group + individual selection.


    14. Separate from the issue of how kin selection and group selection are related, there is disagreement about the thesis that group selection requires variation in fitness among groups. Although this requirement is a consequence of the widely used Price (1970) equation approach to separating group and individual selection, it is rejected by Goodnight et al. (1992) in their contextual analysis approach, which I won't discuss here; see Okasha (2006) and Sober (2010c).


    15. Notice that Darwin here invokes the inheritance of acquired characteristics.


    16. If nonreciprocators are punished sufficiently, reciprocation can evolve without group selection, but how is punishment to be explained? Punishing nonreciprocators can be costly to the punisher and it benefits nonpunishers in the same group. Punishing nonreciprocators is altruistic, not to the individual being punished, but to third parties (Sober and Wilson 1998, 142–49; Boyd et al. 2003).


    17. Darwin did not hesitate to make normative judgments about the cultural variation he described, his advice to himself to “never say higher or lower” (Di Gregorio 1990, 164) notwithstanding; see, for example, Darwin (1871, 100).


    18. Although Darwin does not pause here to speculate about why individuals are motivated by praise and blame to perform actions that reduce their own fitness while benefiting the group, group selection is the hypothesis most in keeping with what he says about the evolution of morality.


    19. Cronin (1991, 299) and Dixon (2009, 143) argue that Darwin thought his theory was challenged by the morphological differences between sterile and fertile individuals, not by the fact of sterility itself. I do not read the passages in this way; my view is that the morphological differences were a challenge precisely because they separate sterile and fertile individuals. How selection can produce sterile castes is the heart of the matter.


    20. Darwin (1959, 414–15) never modified this formulation in subsequent editions, except that in the fifth edition he slightly changes the last phrase to read “no especial difficulty in this having been effected through natural selection.”


    21. Notice that in the passage about the honeybee's stinger that I quoted in §2.3, Darwin says that the stinger causes the death “of some few individuals.” I take it he means that not all bees with stingers sting, and so not all of them eviscerate themselves.


    22. It is standard to disambiguate the technical concept of heritability; narrow sense and broad sense heritability are different (Falconer and MacKay 1996). The former is the one that is relevant to selection's producing evolution. The latter is related to the idea of genetic determination. Consider, for example, the system of sex determination in mammals; XX individuals are female and XYs are male, with offspring inheriting an X chromosome from their mothers and either an X or a Y from their fathers. So sex is genetically determined. However, it is not narrow-sense heritable, since every individual, regardless of its sex, has one father and one mother. Still, sex does have broad-sense heritability; if all females are XX and all males are XY, then 100 percent of the total variance is genetic.


    23. Geneticists will now point out that sterility can't evolve by selection if the genes that cause sterility are found only in sterile individuals. What is needed is for the genes to be conditionally expressed; it must be possible to have the genes and not be sterile (beanbag genetics must be wrong here). Though Darwin wrote without aid of Mendel, his theory of pangenesis (Darwin 1868) was built to make sense of reversion—to explain, for example, how a man can inherit his maternal grandfather's beard (Endersby 2003). The man and his grandfather have the beard while the man's mother does not, even though she has some of her father's beard gemmules.


    24. This three-generation timeframe also is crucial to understanding the evolution of sex ratio, which I discuss in the next chapter.


    25. Gayon (1998, 72–73) thinks these passages show that Darwin is an individual selectionist about the evolution of sterility, as does Ruse (1980, 619). Gould (1980a; 2002, 132–36) sees Darwin as an individual selectionist through and through.


    26. This is not a case of overdetermination, wherein two independent causes bring about a single outcome.


    27. Darwin was aware that some ant colonies have multiple queens (Richards 1987, 151).


    28. See the discussion in §1.6 of how parsimony can be used to infer the chronological order in which different traits evolved in a lineage.


    29. Those who accept Mayr's (2000) biological species concept won't see that there is anything to explain in the fact that organisms from different species often fail to produce viable, fertile offspring. If species are defined via the concept of reproductive isolation, Darwin's starting point is true by definition. However, as mentioned in §1.1, Darwin did not think of species in this way.


    30. The distinction between selection of and selection for is relevant here (Sober 1984).


    31. Prisoners' dilemmas can arise in multispecies communities, just as they can within the confines of a single species.


    32. Maynard Smith was a passionate foe of group selection from the 1960s on, but at the end of his career he coauthored a book about major transitions (Maynard Smith and Szathmary 1998) in which community selection is sometimes the process at work. Just as it is puzzling why Darwin accepts group selection but (in the passage quoted) rejects community selection, Maynard Smith's mirror image is puzzling as well.


    33. This difference concerning what one counts (organisms or groups) in conceptualizing what group productivity means in a multilevel selection process is discussed in Arnold and Fristrup (1982), Sober (1984), and in Damuth and Heisler (1988); the last of these papers introduces the labels “MLS1” and “MLS2” (MLS = multilevel selection) to mark the distinction.


    34. From the point of view of modern evolutionary theory, the idea that sexual selection isn't a kind of natural selection seems odd. Just as the abiotic environment (e.g., the weather) can set a process of natural selection in motion by inducing variation in fitness in a population, so features of the population itself (e.g., male combat and female choice) can have the same effect.


    35. The idea of multiple stable equilibria is central to Boyd and Richerson's (1985) theory of cultural group selection.


    36. The fitness functions in figure 2.5b characterize the competition between Tit-for-Tat (TFT) and Always Defect (ALLD) in a single population (made of many pairs of individuals) in which the individuals in a pair play an iterated prisoners' dilemma that lasts sufficiently many rounds (Sober 1993, 119). Each strategy is evolutionarily stable, but populations that are 100 percent TFT are fitter than populations that are 100 percent ALLD. Population-level selection then can lead TFT to increase in frequency in the metapopulation. Axelrod (1980) does not mention this, perhaps because of his antipathy towards group selection. Instead, he discusses the circumstances under which a single population that is 100 percent TFT or 100 percent ALLD can be successfully invaded by a cluster of individuals who have the other trait. Whether there should be more TFT invaders than ALLD invaders coming from other populations is not discussed. I owe this point to Ernst's (2001) discussion of Skyrms (1996). In his endnotes for a new edition of The Selfish Gene, Dawkins (1989, 321) says that the case of multiple stable equilibria “can be developed into an argument in favor of a kind of group selection that, unlike most theories of group selection, might actually work.” Though Dawkins cannot be said to “embrace” group selection in this passage, it is interesting that he is not dismissive.


    37. My thanks to Alexander Rosenberg for drawing this passage to my attention.



    3. Sex Ratio Theory—Darwin, Before, and After


    1. For example, Newton says, in a letter to Bentley, that the fact that the planets all orbit in the same direction and in the same plane “could not spring from any natural cause alone, but were impressed by an intelligent Agent” (David and Edwards 2001, 8). He repeats this argument in the second edition of the Opticks, as does Bentley in his inaugural Boyle lectures.


    2. Beattie (1967, 341–42) shows that Arbuthnot got his data and conclusion from John Graunt's 1662 Natural and Political Observations, Mentioned in a following Index and made upon the Bills of Mortality, though Beattie concedes that Arbuthnot's method of reasoning was original.


    3. Proposition (B) provides an additional reason to regard probabilistic modus tollens as invalid. The fact that Pr(Data | H1) is tiny does not settle whether Pr(Data | H2) is even smaller, nor does it settle how the prior probabilities of the two hypotheses are related. This means that probabilistic modus tollens can lead one to reject H1 and to not reject H2, even though H1 has the higher posterior probability. It also means that this form of inference can lead one to reject each of an exhaustive set of hypotheses, if each says that the observations are very improbable. Frequentists should not dismiss these objections on the grounds that they are Bayesian. Frequentists ought to grant that prior probabilities have an objective basis in some situations (even if not in all), and that is enough to lend weight to these criticisms.


    4. The earliest source I have been able to find for the monkeys-and-typewriters analogy is Borel (1913): “Concevons qu'on ait dressé un million de singes à frapper au hasard sur les touches d'une machine à écrire et que, sous la surveillance de contremaîtres illettrés, ces singes dactylographes travaillent avec ardeur dix heures par jour avec un million de machines à écrire de types variés. Les contremaîtres illettrés rassembleraient les feuilles noircies et les relieraient en volumes. Et au bout d'un an, ces volumes se trouveraient renfermer la copie exacte des livres de toute nature et de toutes langues conservés dans les plus riches bibliothèques du monde. Telle est la probabilité pour qu'il se produise pendant un instant très court, dans un espace de quelque étendue, un écart notable de ce que la mécanique statistique considère comme le phénomène le plus probable.” Eddington (1928, 72) had the same thought when he said that “if an army of monkeys were strumming on typewriters they might write all the books in the British Museum.” The analogy is sometimes said to have been used by Thomas Henry Huxley, in his 1860 debate with Wilberforce about Darwin's new theory, but there is no real evidence for this, as far as I know.


    5. Richard Bentley also constructed an argument from “linguistic combinatorics” to deride the atheistic Epicurean hypothesis. In his inaugural Boyle lectures of 1692, he asks what the probability would be that a male and a female of the same species should each arise by chance. He answers by proposing an analogy, derived from Cicero's Natura Deorum, between the gigantic number of sequences that can be constructed from the Latin alphabet of 24 letters and the still greater number of arrangements there can be of the 1,000 or more parts that comprise the human body (Shoesmith 1987, 136).


    6. Arbuthnot's favored hypothesis is not that an intelligent designer intervenes directly in each birth; rather, he says that “there seems no more probable cause to be assigned in physicks for this equality of births, than that in our first Parents seed there were at first formed an equal number of both sexes.” Arbuthnot's preformationism is interesting here; his reference to “equality” seems to be a slip.


    7. A further indication that this is not a group selection argument is Darwin's comment that equalizing the numbers of males and females “would in many cases be far from an advantage” to the species.


    8. Of course, Düsing's claim that selection leads to the evolution of an even sex ratio at reproductive age will be a consequence of Fisher's model if we assume that the costs of sons and daughters while they are being reared are the same and that there is zero time between independence and reproductive age.


    9. The strong hypothesis that selection of the sort depicted in figure 3.5 has been omnipotent entails that f1 = f4 = 1 and that f2 = f3 = 0. The more modest hypothesis that selection of this sort has occurred entails only that various inequalities are probable.


    10. For example, the fact that species share common ancestors means that the observations are not probabilistically independent (Felsenstein 1985; Orzack and Sober 2001; Sober 2008b, 243–53). Also, it is important to separate the a priori mathematics from the empirical elements in these models (Sober 1984, 1993).


    11. The models of sex ratio evolution canvassed here do not describe the proximate mechanisms (§3.3) that permit a mating pair to control the mix of sons and daughters that it produces. For example, in the case of human sex ratio, one needs to consider the chromosomal system of sex determination (XX/XY), facts about meiotic division, properties of X- and Y-bearing sperm, and properties of the egg and the uterine environment that influence the conception of male and female zygotes. Why did this constellation of features evolve? Different species will be different; for example, there are several systems of chromosomal sex determination in nature, and some organisms don't have sex chromosomes at all. The models of Darwin, Düsing, Fisher, and Hamilton abstract away from these details, thereby achieving greater generality, but at the cost of ignoring relevant detail. The explanatory trade-off involved here, between generality and detail, will be discussed in §5.3.


    12. We will see in the next chapter that those who call themselves “intelligent-design theorists” usually maintain that intelligent design is required to explain “complex adaptations.” They may perhaps suggest that sex ratio is not a complex adaptation. Whether or not they take this view, my general point remains—the claim that an intelligent designer made X does not make any predictions about what features X should have (though the claim of course does entail that X exists). ID theorists have done nothing to build a substantive theory that corrects this sorry state of affairs.


    13. Was Fisher thinking of Arbuthnot here? Arbuthnot held that an even sex ratio at the age of marriage is good for each human being and also is good for the species, “that it shall not perish.”


    14. The same conclusion would follow if the Biased trait produced any other unequal mix of sons and daughters. Furthermore, in a competition between two strategies that show different degrees of bias, the one that is closer to producing an even mix of sons and daughters will be favored at the within-group (individual) level.



    4. Darwin and Naturalism


    1. In addition to Lamarck and Epicurus, there was Darwin's grandfather Erasmus, whose Zoonomia was mentioned in §1.5. When grandson Charles began his Notebook B in 1837, he used the same title. The reference to the laws of life is telling, as I'll explain; see also Hodge (1983).


    2. Topham (2009) argues that other authors of Bridgewater Treatises besides Whewell allied natural theology with the idea that God creates by forging general laws, rather than by piecemeal interventions into nature. This was an influential tradition, distinct from the one we now associate with Paley.


    3. It is curious that Darwin's reasoning about imperfect adaptation ignores the fact that creationists often think that Satan exists. Darwin loved Milton's Paradise Lost, so the idea that creationists have a ready explanation for imperfection and evil could hardly have been unfamiliar to him. Nor are twentieth-century creationists shy about invoking Satan in their explanations (Numbers 2006).


    4. This may be what Darwin was getting at in the passage I quoted earlier about creationism's rendering the existence of imperfect adaptations “inexplicable”; it isn't that creationism says that imperfect adaptations probably won't occur, but that it simply says nothing about them, one way or the other.


    5. When Darwin (1859, 490) describes “the production of the higher animals” as “the most exalted object which we are capable of conceiving,” is he suggesting that God is a being of whom we are incapable of forming a clear conception?


    6. This is letter 5307, to M. E. Boole, http://www.darwinproject.ac.uk/home; emphasis mine. My thanks to John Hedley Brooke for directing me to this letter.


    7. The contrastive character of evidence is a feature of Bayesianism, of likelihoodism, of the Neyman Pearson theory of hypothesis testing, and of model selection criteria such as the Akaike Information Criterion (Sober 2008b). The exception is probabilistic modus tollens (see §3.3).


    8. Darwin does consider naturalistic alternatives to his own theory. For example, in arguing for the importance of common ancestry in explaining biogeographical distribution, he considers the hypothesis that species are perfectly adapted to their local environments (Darwin 1859, 398–99; see Sober 2008, 324–32 for discussion). And his discussion of sterile workers in the social insects (§2.6) also includes the comment that this pattern counts against the theory of Lamarck (Darwin 1859, 242).


    9. I'll try to avoid saying that supernatural entities are “outside” of nature, as this suggests that nature is a box and that supernatural things have a spatial location—they are outside or above the box. Nor is it part of what I mean by “supernatural” that supernatural beings are better than natural ones.


    10. Here I am using the term creationism in a very inclusive sense. It includes young-earth creationists, old-earth creationists, and those who prefer to call themselves “intelligent-design theorists.” See Numbers (2006) for discussion of the differences among these groups.


    11. The kind of creationism depicted in figure 4.1 is a composite; it does not correspond exactly to the details of what many creationists assert. For example, it does not say that the earth is young and that God created the fundamental kinds of organism that survived a worldwide flood by being on Noah's ark. For creationists of this persuasion, the thing that evolutionary theory cannot explain is the existence of the fundamental kinds of organisms; they concede that “microevolution” (evolution within the fundamental kinds) is a fact but reject “macroevolution.” Nor does figure 4.1 capture exactly what intelligent-design theorists want to say. They do maintain that evolutionary theory can't explain complex adaptations, but they often insist that their theory asserts merely that one or more intelligent designers gave organisms these features; the designing may have been done by God himself, or by extraterrestrials, or by earth scientists of the future who have beamed back to the past the complex adaptations we now observe (Behe 1996, 249). Most ID theorists concede that it is their personal opinion that God is the designer in question, but they think it important that their theory leaves this open. There is a political reason why this is important—omitting the G-word makes it easier for ID theorists to argue that their theory is science, not religion. In Sober (2007a), I argue that ID theory entails that there are supernatural designers; the theory is not as neutral on this question as its proponents have maintained. I should note that the fact that the creationism portrayed in figure 4.1 fails to reflect these details doesn't matter for the purpose at hand, which is to contrast the three theistic positions described there.


    12. The term deism has changed meaning since the eighteenth and nineteenth centuries. It sometimes meant that we can know nothing of the properties that God has; at other times it meant something more modest—that we should not believe that Bible stories about divine intervention are authoritative. My usage in this chapter is that deism is not an epistemological thesis but is a metaphysical claim about God's relation to nature. See Mossner (1967) for discussion.


    13. For example, Russell's (2008) NIODA (noninterventionist objective divine action) uses the term in this way. My proposition (S) and his NIODA have much in common, despite this difference in terminology.


    14. I therefore disagree with Pennock's (1999, 195) statement that “to say that some power is supernatural is, by definition, to say that it can violate natural laws.” The ability to violate natural laws might be a defining property of an omnipotent deity, but it isn't part of the definition of a supernatural power.


    15. The Kolmogorov definition of conditional probability, wherein Pr(A | B) is defined as Pr(A & B)/Pr(B), says that conditional probability is relational, though the relata are the unconditional probabilities of two propositions. This definition entails that Pr(A| B) is undefined when Pr(B) = 0. Yet, there seem to be a variety of cases in which the conditional probability has a clear value even though Pr(B) = 0. This suggests that the Kolmogorov definition is not a definition but a specification of the value the conditional probability will have in a special case (Hajek 2003; Sober 2008b, 38–41).


    16. Asa Gray wanted Darwin to supplement his theory with the claim that mutations are directed by a deity. Gray (1888) advised Darwin that he should “assume, in the philosophy of his hypothesis, that variation has been led along certain beneficial lines.” I like the fact that Gray suggested that this addition be placed in the philosophy of the hypothesis, not in the hypothesis itself, though one must be cautious about taking Gray's use of the word “philosophy” to mean what we mean by it today. In any event, Darwin declined to make the suggested addition.


    17. The thesis that mutations are undirected in the sense described here is compatible with mutation rates increasing when organisms are stressed.


    18. The probabilistic character of evolutionary theory's modeling of mutations is one reason that the theory does not rule out hidden variables, but the theory is probabilistic in another way, and this provides a second context in which hidden variables are not precluded. Here I mean the fact that biological populations are finite, and so natural selection is represented as a probabilistic cause, with drift also playing a role.


    19. For example, according to Ruse (1982, 322), “miracles lie outside of science, which by definition deals only with the natural, the repeatable, that which is governed by law.”


    20. My “schmience” is what Plantinga (1997) calls “sience”; the argument I give against the definitional ploy is his.


    21. I defined an entity's being supernatural to mean that it lacks spatiotemporal location; it follows from this definition that numbers are supernatural entities, at least according to Platonism. But what if we adopt a different definition of “supernatural?” Draper (2004, 277), for example, says that a supernatural entity is one that can affect the natural world without being part of it. He then defines “nature” as the spatiotemporal universe of physical entities together with any entities that are ontologically or causally reducible to those entities. One disadvantage of this definition is that it conflates naturalism and reductionism, which I think should be kept separate. Notice also that if numbers aren't causes of what happens in nature and aren't physical or reducible to physics, then Draper's definitions entail that numbers are neither natural nor supernatural. In any event, the question I am addressing does not depend on whether you use Draper's definition of “supernatural” or mine: why is methodological naturalism right to counsel silence with respect to supernatural deities if science is entitled to construct theories that entail the existence of mathematical objects?


    22. Suppose Smith and Jones are looking at the Muller-Lyer illusion. Smith says “the lines differ in length.” Jones says “the lines look like they differ in length, but in fact they do not.” This doesn't show that Smith and Jones assign different meanings to the sentence “the lines differ in length.”


    23. The account of testability that I develop in Sober (2008b) takes account of an idea that philosophers call Duhem's thesis, which says that scientific theories rarely make predictions on their own but need to be supplemented by auxiliary propositions to do so. Perhaps “God exists” does not, all by itself, make predictions, but that is not enough to show that it can't make predictions when suitably supplemented.


    24. Consider the following two adjacent claims from Pennock (1999, 195): “supernatural hypotheses remain immune from disconfirmation” and “creation-science does include supernatural views at its core that are not testable.” The latter does not entail the former.


    25. Although Popper is famous for holding that scientific statements must be falsifiable, there is a passage in which he denies this. Popper (1977, 1038) says that “whenever a pure existential statement, by being empirically ‘confirmed,’ appears to belong to empirical science, it will in fact do so not on its own account, but by virtue of being a consequence of a corroborated falsifiable theory;” he adds a page later that the falsifiable theory should not be the result of “ad hoc strengthening.” The existence claims that Popper has in mind here are ones that he sees are not falsifiable. Popper is denying in this footnote that a scientific statement must be falsifiable; he is describing a second route by which a statement may be deemed scientific. I thank David Miller for drawing my attention to this passage.


    26. Popper (1959) regarded methodological rules, like the requirement of falsifiability, as conventions. But given his methodology, a genuinely scientific statement must be falsifiable.


    27. See Sober (2010a) for a simple explanation within a Bayesian framework of why the Special Consequence Condition is mistaken.


    28. The label for this argument is from Plantinga (1996); the argument is advanced in Pennock (1999, 292) and in Miller (2007).


    29. Huxley (1892, 35) says that his “scientific naturalism … leads not to the denial of the existence of any Supernature; but simply to the denial of the validity of the evidence adduced in favour of this, or of that, extant form of Supernaturalism.” He took his naturalism to follow from two more general commitments that he had. The first is to evidentialism; here Huxley and W. K. Clifford (1872) are on the same page—that we should never believe anything “upon insufficient evidence.” The second is the thesis that all real evidence is scientific evidence; this entails that there is just one legitimate concept of evidence and that it is the right one to use on all topics (Huxley 1866). With respect to evidentialism, Huxley (1892, 360) recognizes that there are some propositions that we are incapable of not believing: “It is quite true that the ground of every one of our actions, and the validity of all our reasonings, rests upon the great act of faith, which leads us to take the experience of the past as a safe guide in our dealings with the present and the future.” Huxley's nod to Hume means that evidentialism must be tempered by an ought-implies-can principle.


    Turner (1974, 16) says that “the naturalistic publicists sought to expand the influence of scientific ideas for the purpose of secularizing society rather than for the goal of advancing science internally. Secularism was their goal; science was their weapon.” Turner's point concerns the purpose that Huxley had in defending naturalism, but it does not describe what the content is of that philosophy.


    30. The testability theory of meaning asserts that all meaningful sentences are either true or false in virtue of the meanings of the terms they contain (i.e., they are analytic), or they are empirically testable. Whereas Huxley (1889) defended agnosticism (and coined the term) with respect to the statement that God exists, the positivists denied that the statement “God exists” is meaningful; for them, there is no real question here about which one could suspend judgment.


    31. These criticisms are misguided, but that is another matter. See Sober (2008b) for discussion of the criticism of evolutionary theory that is based on the idea of irreducible complexity.


    32. Hitchcock and Sober (2004) discuss the epistemological difference between prediction and accommodation.


    33. I thank Glenn Branch for suggesting this comparison to me.


    34. The observation claims involved in science need not be absolutely theory neutral; that is, they need not be neutral with respect to all theories (as if that were possible). Rather, they need to be relatively neutral; what counts as an observation in the context of testing one theory against another must be knowable independently of one's commitments with respect to the theories in contention (Sober 2008a).


    5. Postcript


    1. I discuss this use of cladistic parsimony in Sober (1988a) and in Sober (2008b).


    2. Modern biologists now recognize that the reptiles do not constitute a monophyletic group, though reptiles + birds do.


    3. Dawkins defends a position that resembles conventionalism in his second book, The Extended Phenotype, where he modifies what he said in The Selfish Gene. Dawkins (1976) says that group selection is false and that genic selection is true; Dawkins (1982) retains the thesis that group selection is factually mistaken but says that the choice between individual and genic selection is a matter of convenience.


    4. Price's (1970) equation decomposes the change in a trait's frequency produced by natural selection into the change due to group selection and the change due to individual selection. This is the device that is usually used to compare the magnitudes of the two processes, though contextual analysis (Goodnight et al. 1992) offers a rival approach. For comparison of these two quantitative formats, see Okasha (2006) and Sober (2010c).


    5. Proposition (2) can be derived from the fitnesses given in figure 5.4. We need to compute the fitnesses w(A) and w(S) of altruism and selfishness. Each is an average. Altruists sometimes live with other altruists and sometimes they live with selfish individuals. The fitness of the trait is an average over the fitnesses it has in these two contexts, and the same is true of the fitness of selfishness:


    w(A) = Pr(partner is A | individual is A)(x -c + b) + Pr(partner is S| individual is A)(x -c)


    w(S) = Pr(partner is A| individual is S)(x + b) + Pr(partner is S| individual is S)(x).


    Let p = Pr(partner is A| individual is A) and let q = Pr(partner is A| | individual is S). Then w(A) > w(S) precisely when


    p(x – c + b) + (1 – p)(x – c) > q(x + b) + (1 – q)x


    A little rearranging of this inequality yields proposition (2).


    6. This definition of “genic selection” is not the one used in Sober and Lewontin (1982) or in Sober (1984), which I abandoned as from Sober and Wilson (1994).


    7. As noted in §2.4, the contextualist approach to units of selection denies that group selection requires fitness variation among groups, though it grants that this requirement is satisfied in virtually all examples. The exception is the case of “soft selection.” See Okasha (2006) and Sober (2010c) for discussion.


    8. The fitness of a group of course depends on its environment, and so do the fitnesses of the individuals in it. The supervenience thesis does not deny this point.


    9. Granting this contradicts an influential argument against reductionism due to Putnam (1975), which I'll discuss in the next section.


    10. There is a further disanalogy between the two conventionalisms. Conventionalists about units of selection grant that it is true that some populations have experienced group selection and true that some have experienced individual selection (if they deny this, I don't know what they mean by group and individual selection). Conventionalists about the geometry of physical space do not grant that Euclidean geometry is true, nor that non-Euclidean geometry is true. Notice that if conventionalism is merely the thesis that it is a matter of convenience which true explanations one uses, then it is nothing other than explanatory pluralism, and this is compatible with the realism advocated by MLS theory (Sober and Wilson 1998, 330–31).


    11. With more than one foundress, the ambiguity disappears, as explained in §2.5 and in the appendix of chapter 3.


    12. I think that most concepts have cases of indeterminacy. For example, how physiologically independent must two trees in a grove of aspens be to count as two organisms rather than one? Even if there is a gray area here, that hardly justifies the general conclusion that the existence of organisms is a matter of convention. See the comment about vagueness in §1.1.


    13. If the parents of two full sibs are themselves full sibs, the r value for their offspring will be greater than 0.5 (Hartl and Clark 1997, 258–59).


    14. Here's another example that shows why proposition (5) can be false. Suppose there are 20 unrelated individuals in a metapopulation, 10 altruists and 10 selfish, and that like pairs with like, yielding 5 pairs of altruists and 5 of selfish individuals. Since the individuals in each pair are genealogically unrelated, r =0. However, the difference in the two conditional probabilities on the right-hand side of proposition (5) equals 1.


    15. This definition could be generalized to cover the evolution of a stable polymorphism.


    16. Notice that when selfishness evolves to fixation in a single group (and so there is no group selection), the individuals in the group are less fit at the end of the process than they were at the start (figure 2.2). Selfishness still may be said to be “optimal” for the individual, if this means merely that it is better for an individual to be selfish than altruistic.


    17. One possibility is to describe such compromises as embodying both group and individual adaptations; another is to say that it involves neither; a third is to say that the upshot is an individual adaptation if the final frequency of the trait is closer to the individual optimum, and to say that it is a group adaptation if the final frequency is closer to the group optimum. This choice won't be relevant to my argument in what follows.


    18. Gardner and Grafen (2009, 666) endorse the part of Williams's thesis that concerns group adaptation when they say that “a character that has not been selected according to this principle [i.e., the “principle of group-fitness maximization”], but which incidentally improves group reproductive success, can be described in terms of ‘group optimality,’ but does not constitute a group adaptation.”


    19. I argue in Sober (1998) that this heuristic sometimes yields the wrong answer.


    20. In the narrower case of one's genes also being present in kin, these genes will (with some probability) be identical by descent; in the broader case in which kin and nonkin alike are said to have copies of “one's genes,” the genealogical idea is discarded, and one is simply talking about genes that are of the same type. This corresponds to the narrower and broader definitions of r, the coefficient of relatedness, discussed earlier.


    21. There is one remark that Gardner and Grafen (2009, 666) make that seems to me to be at odds with the position they take in the rest of their paper. They say that “a character that has evolved according to the principle of group optimization, but which does not achieve optimality (for example, owing to insufficient time), is nevertheless a group adaptation.” This seems to mean that if pure individual selection over a considerable period of time leads the metapopulation to evolve to 99.9 percent selfishness, and group selection then occurs for a brief moment, with the result that the metapopulation exhibits 99.8 percent selfishness, that this configuration is a group adaptation.


    22. Although GGGWW emphasize the importance of not confusing the process of group selection with group adaptation, which is a possible product of that process, Gardner and Grafen's (2009) discussion of policing and punishment in superorganisms runs afoul of that distinction. They say that they have established that “mechanisms of conflict resolution such as policing cannot be regarded as group adaptations (668).” What is their argument for this conclusion? A page earlier Gardner and Grafen assert that “the superorganism comes into existence after these mechanisms [policing, punishing, etc.] are already established” and claim that this point “suggests that phenomena, such as punishment, policing, and high genetic relatedness cannot be understood as group adaptations.” Their shift from “suggesting” to “establishing” is worth noting. In any event, let's suppose that superorganisms, by definition, must police and punish defectors. This does not entail that policing cannot evolve by group selection. There is a difference between the existence of group selection and the existence of superorganisms. Superorganisms are a possible product of the group selection process, not a precondition for the process's occurring. Gardner and Grafen have done nothing to undermine the thesis that punishing defectors (where the punishing benefits the group though it imposes a cost on the punisher) is an altruistic act and requires group selection to evolve (Sober and Wilson 1998, 142–49; Boyd et al. 2003). If the behavior evolves to fixation or near fixation, it is a group adaptation.


    23. As discussed in §2.6 and §3.2, models of the evolution of sterility and sex ratio typically require one to think about fitness in terms of expected numbers of grandoffspring. Also, with finite population size and stochastic variation in number of offspring, fitness needs to reflect the variance as well as the mathematical expectation; see Sober (2001) for discussion.


    24. Coalesence theory is the mathematics one needs to quantify Darwin's conceptualization of common ancestry in terms of tracing back, rather than in terms of number of start-ups (§1.2).


    25. Earman (1986, 2005) and Butterfield (2005) argue that Newtonian mechanics is not deterministic and that indeterminism is not a settled matter in contemporary physics.


    26. This is the view embraced by the theory of single-case propensities developed by Giere (1973).


    27. (MS) can be modified to accommodate the idea that some macroproperties supervene on historical facts, so that a supervenience base for the macroproperties instantiated at time t needs to involve the state of particles in some temporal interval leading up to t.


    28. Why does figure 5.8 have an arrow going from B at t2 to Y at t2, while figure 5.9 has a double arrow between (B1 or B2 or … or Bn) at t2 and Y at t2? I drew figure 5.9 in this way because I wanted the demon to be able to derive a point value for Pr(Y at t2 | A at t1) from the fact that Pr(B1 or B2 or … or Bn at t2|A at t) = q. If the disjunction of the B1 at t2 simply sufficed for Y at t2, what would follow is just that Pr(Y at t2|A at t) ≥ q.


    29. I am construing the principle of total evidence as saying not just that you should use all of the evidence you have, but that using more of the evidence is better than using less.


    Why accept the principle of total evidence? Good (1967) constructs a decision-theoretic justification. He says that his argument applies to logical and subjective probabilities, but not to frequencies.


    30. Even when Pr(A | B) = Pr(A | B & C), this doesn't show that C isn't relevant to explaining A. For example, suppose that C causes B and that B causes A, where the proximate cause screens off the distal cause from its effect. Good explanations can be screened off from the fact they explain by other good explanations.


    31. This point about generality needs to be put carefully. What is true is that if we consider just the real-world systems that the explanandum p is true of, every system characterized by the microstory also will be characterized by the macrostory, but not conversely; this just follows from the fact that the microstory entails the macrostory, but not conversely. But now consider the question of generality from another angle. Does the macrostory explain more explananda (other than the proposition p) than the microstory does? This isn't inevitable. The virtue of generality that is claimed for the macrostory depends on a particular understanding of what generality means (Sober 1999).


    32. Putnam's argument against reductionism is usefully compared with the conventionalist argument about units of selection discussed in §5.1. The supervenience argument for conventionalism that I there discussed has as one of its premises the thesis that if group selection explains a trait's evolution, there is always a good explanation of that event that can be stated in terms of genes. Gasper (2004), in his interview with Kitcher, suggests that this premise in the conventionalist argument about units of selection is incompatible with Putnam's argument against reductionism. Kitcher disagrees; he endorses both conventionalism about units of selection and Putnam-style antireductionism.


    33. The objections to this interpretation are well known; for example, consider the fact that a fair coin can be tossed zero or an odd number of times and then destroyed.


    34. This decomposition of Pr (Ai | X) does not require that the common cause render the two effects conditionally independent of each other.
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Figure 1.10; A hypothetical example llustrating the concept of secondory foss.
Inthe lineage represented by the dashed line, parsimony leads to the conclusion
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Figure 2.5: Two examples in which group selection affects evolutionary
outcomes, neither involving an altruistic trait. In (a), group and individual
selection both favor the evolution of trait X. In (b), individual selection
drives each group to either 100% X or to 100% ¥, depending on ts starting
frequency; group selection then favors groups that have achieved the

former equilibrium.
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Figure 5.1: A star phylogeny in which all of the tip species (D,, D,, ., 0, are in
character state 1. Parsimony says that the best estimate of the character state
of their most recent common ancestor (4) is that A was o in state 1
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Figure 3.4: Hamilton’s model of sex ratio evolution postulates a
metapopulation in which each group is founded by i fertilized females. As the
number of foundresses increases, the equilibrium sex ratio toward which
selection drives the metapopulation approaches unity.
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Figure 4.2: Coins in black regions of parameter space land heads; coins in white
regions land tails from Diaconis 1998).
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Figure 3.1: Arbuthnot’s 1710 data on male and female births in London.
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Figure 3.3: Bernouli offered a proximate explanation of Arbuthnot’s sex ratio data, while
DeMoivre offered  more distal explanation.
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Figure 2.3: If nests are founded by two fertilized females and a female is either
an ALLF (.e., has 10 fertile offspring) or a MIXER (i.e., has 8 fertile and 2 sterile
offspring], then there are three different types of nest. Each offspring in a nest is

either fertile (F) o sterile (5).
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| |
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Figure 1.6: When two populations each exhibit 100% X, this isn't strong
evidence that they have a common ancestor f the fitness function is the one
shownin (a}; the evidence for common ancestry can be stronger f the fitness
function s the one shown in (o).
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Figure 3.2: Plate 5 of Swift's Gulliver’s Travels shows a device used in the
Kingdom of Lagado to “improve speculative knowledge by practical and
mechanical operations.”
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Figure 5.3: The character states of the ancestors A, and A, affect the
probabilty of the character states observed at the tips. But given an assignment
of character states to A, and A,, the character state of A, has no impact on the.
probability of the observations.
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Figure 1.1: Arandom walk on a line with 100 locations. Unless the marker is at
the left-most or the right-most location, it moves one space to the right if the
tossed coin lands heads and one space to the left i the coin lands tals
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Figure 2.2: An individual’s fitness depends on whether it s selfsh (5] or
altruisti (4) and also on thefrequency of selfishness in the group it inhabits
Groups have higher fitnesses (w), the hgher ther frequency o alrusts.
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Figure 3.6: Suppose a group is founded by two fertilized females; one is.
Even (she produces § sons and 5 daughters) while the other is Biased (she
produces 1 son and 9 daughters). If there is random mating within the
offspring generation, what pedigrees should we expect the individuals in the
grandoffspring generation to have? The four cells in the table show the
percentage of individuals in the third generation who can be expected to
trace back to just one foundress, or just to the other, or to both.
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Figure 5.9: In an indeterministic universe, Laplace’s demon uses
the fact that A is true at t, to compute the probability (q) that ¥ will
occur at t,. The demon does not need to use the macro-probability

pto predict what will happen at t,.
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Figure 5.10: How the diachronic macro-probability Pr( at t; | X at t,) can arise.

from micro-probabilites.
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Figure 1.2: A large number of lineages arises independently from nonliving
materials, and each evolves by natural selection. This is not in conformity with
Darwin's theory.
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Figure 1.9: Parsimony can be used to reconstruct the character states of
ancestorsin the lineage leading to Malaysian traiing bamboo (represented by
the dashed line). Assuming the phylogeny shown and the character states (H =
hooks and C = climbing) a the tips, the inference is that hooks evolved before

climbing, -

" 4 H " not noth
e e notc notc
/ / //

notH & notC.
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Pr(offspring is a MIXER | parent is a MIXER)>
Pr(offspring is a MIXER | parent is ALLF).
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Pr(offspring is sterile| parent is sterile) >
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Figure 1.3: The only diagram in the Origin.
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Figure 1.4: Suppose that fe has three start-ups (5,5, 5,) and that all current
1ife (€,, C, .., ) traces back to a single common ancestor. This does not
require that two of the start-ups must fail o have descendants that exist now.
Reticulation leading to  bottleneck (8) s the reason why.
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Figure 5.2: If there is drift, Pr,(0-50) = Pr, (1>1) and Pr, (01) = Pr(10), for all
values of t. When there is selection for state 1, these four probabilities almost
always differ. Notice that the forward inequality Pr,(0->0) > Pr,(0->1) is always
true when thereis drift, but it is false when there is selection for state 1 and tis

large enough.
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igure 4.1: Three theistic positions. (C) i a version of creationism that holds that
complex adaptive traits cannot arise from the evolutionary process, and that
these are solely the result of God's direct intervention. (D) is a version of deism
that holds that God starts the evolutionary process and never intervenes. (5)
holds that God sometimes intervenes in nature, supplementing the processes
described in evolutionary theory.

(0) God > evalutionary process ——}—» complex adaptive trais

(D) God ———— evolutionary process ——— complex adaptive traits

(5) God > evolutionary process ———» complex adaptive traits
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Figure 3.5:

e four cells in this table represent the frequencies of sex ratios.

conditional on mating schemes. Darwin's hypothesis predicts that monogamous.
species will have even sex ratios more often than polygynous species will {f, > )
and that polygynous species will have female-biased sex ratios more often than

monogamous species will (f; > f).
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Figure 4.3: The frequencies with which blue organisms mutate to red or to
green in two different environments.
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Figure 1.7: The trait values of a quantitative character differ in thei ftness.
There are three adaptive peaks.

it value
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Figure 2.4: The number of grandoffspring produced by a group depends on
whether the group is founded by zero, one, or two MIXERS. Group productivity
g0es up, the more MIXER foundresses there are, if b > 10,

foundresses [ number of grandoffspring

2ALLFs [200

1ALLF and 1 MIXER :mno +(2b/18)]
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Pr (offspring has 7" | parent has T°) >
Pr (offspring has T | parent lacks T).
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Figure 2.1: When Fost is itter than Slow and the fitnesses of the two traits
are independent of their frequencies, ndividual selection wil cause the
population to evolve to 100% Fast. In the process, the fitness of the group,
represented by the average fitness of the individuals in the group (w),
improves. This is  fortuitous group benefit, not a group adaptation.

Fast

Fitness
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Figure 5.4: An individual's fitness depends on its own phenotype and
on the phenotype of its partner.
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Figure 1.8: A simplified example in which the camera eye, the cup eye, and the
complete absence of an eye are distributed across the tis of a phylogenetic
tree. Parsimony considerations entail that the best reconstruction of ancestral
character states is that A, had no eyes, A, had a cup eye, and A, had a camera

eye.
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Figure 5.8: In a deterministic universe, Laplace’s demon uses the fact
that A is true at t; to predict that ¥ must be true at t,. The demon does
not need to use the macro-probability Pr(Y at t, | X at t;) to predict what

will happen at t,
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Figure 5.6: We number the two genes that Mom has at a locus (calling them
“1-2") and do the same for Dad (calling his gene pair “3-4"). There are four
possible gene pairs for each of their offspring. The percentage of genes that are
identical by descent between two such offspring depends on the genes
possessed by each. The average of these is 50%

Offspring #2
13 14 23 24

13 |100% S0% SO0% 0%
14 | 50% 100% 0% 50%
Offspring #1
23 | so% 0% 100% 50%

24 | 0% 50% 50% 100%
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Chapter 4
DARWIN AND NATURALISM

Any confusion between the ideas suggested by science and
science itself must be carefully avoided.
—Jacques Monod, Chance and Necessity, p. xiii.
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Figure 5.5: M is an evolving metapopulation that is divided into
groups, which contain organisms, which contain genes. MLS theory
and conventionalism assign different meanings to “individual
selection” and “genic selection.” They agree about what “group
selection” means.

ML theory

Conventionalism

Group Variation in the ftncsses of | Variation in the filesses of
selection groups in M. roups in M

Individual | Variation in the filnesses of | Variation in the finesses of
selection organisms within groups organisms in M

Genic Variation in the fitnesses of | Variation in the filnesses of
selection genes within organisms. genes in M
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