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O reason not the need! Our basest beggars
Are in the poorest thing superfl uous.
Allow not nature more than nature needs,
Man’s life is cheap as beast’s.

—Shakespeare, King Lear, Act 2, Scene 4

It’s a possibility that there’s something we just don’t
fundamentally understand, that it’s so different from
what  we’re thinking about that  we’re not thinking 
about it yet.

—Leonard Krugelyak, Nature 456.21 (2008)
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The structure of this book is simple. In this chapter I state 

a problem and outline what I think is its solution. The rest of the book 

consists of arguments and evidence that support this solution. The prob-

lem itself, though quite easy to state, has ramifi cations that will take us 

through the territories of a number of disciplines, including evolution-

ary biology, paleoanthropology, psychology, neurobiology, and linguis-

tics. Rest assured that everything will eventually lead us back to this 

same question, one of the most crucial anyone can ask: How did the 

human species acquire a mind that seems far more powerful than any-

thing humans could have needed to survive?

Since it is becoming a custom to name problems after people (Plato’s 

problem, Darwin’s problem, Orwell’s problem,  etc.), let us call this prob-

lem Wallace’s problem, since it was Alfred Russel Wallace, cofound er 

with Darwin of the theory of evolution through natural selection, who 

was the fi rst to state it clearly and unequivocally. In his own words, 

“Natural selection could only have endowed the savage with a brain a 

little superior to that of an ape whereas he possesses one very little 

inferior to that of an average member of our learned societies” (Wal-

lace 1869: 204). By “savage,” the customary expression of the time, 

Wallace meant only someone who had had what many nowadays would 

consider the good fortune to be born into a preliterate, pre- industrial 

society. His estimate of “savage” intellectual capacity was actually 

pretty enlightened for that time— decades would pass before anyone 

had the honesty to replace “very little inferior” with “equal.” And yet 

recognizing the universality of human intelligence gave Wallace only 

disquiet.

CHAPTER 1

Wallace’s Problem
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If evolution was a gradual pro cess, and natural selection responded 

only to the demands placed on animals by their environment, then 

humans should have had a brain “little superior to that of an ape.” A 

brain slightly better than an ape’s would have enabled them to out-

smart anything  else on two legs or four, to reach the top of the food 

chain. Early humans didn’t need to do math, build boats, compose mu-

sic, or have ideas about the nature of the universe in order to do all the 

things early humans did. That they should suddenly fi nd themselves 

endowed with brains that could potentially enable them to do all these 

things was remarkable enough. But more remarkable yet was the fact 

that those same brains would make it possible for their possessors to 

cover the entire world with their works, to plunge into the deepest depths 

of the ocean, to soar into the highest reaches of the atmosphere, and 

(less that half a century after Wallace’s death) to leave even the Earth 

itself behind.

Wallace  couldn’t bring himself to believe that natural selection alone 

could have done all this. There must have been some form of supernatu-

ral infl uence involved in the sudden and abrupt creation of the im-

mense gap between human mental abilities and those of any other spe-

cies. This gap seemed especially remarkable because nothing similar 

existed anywhere  else in nature. What appeared elsewhere was exactly 

what any theory of evolution through natural selection would have pre-

dicted: isolated islands of highly task- specifi c adaptation, backed by 

otherwise smooth gradations of cognitive capacity across the entire 

range of species, leaving only humans as remote and exotic outliers.

Many writers on the history of evolutionary theory have attributed 

Wallace’s views on human evolution to his conversion to spiritualism—

a good way of making his problem disappear. But regardless of what 

Wallace believed, his problem remains. The human mind is a profoundly 

unlikely evolutionary development, from any perspective, and we 

should honor Wallace’s honesty in facing this problem, regardless of 

how we feel about the solution he proposed.

Though Wallace was the fi rst to clearly articulate the problem, it is 

almost certainly something that earlier minds  were in some sense aware 

of. When Shakespeare wrote the lines that form the fi rst epigraph to 

this book, he was purportedly expressing no more than Lear’s anger at 

his daughter for limiting the number of his attendants. But with Shake-
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speare there is always layer upon layer of meaning beneath the lines (one 

reason he is the greatest of writers). Underlying these par tic u lar lines is 

his awareness that even the “basest” of humans had far more than was 

needed for purely material purposes and that the lives of “beasts” are, in 

comparison with ours, far more limited. How this could have come about 

without the intervention of any mysterious extra- evolutionary forces is 

the topic of this book.

Darwin’s Response

Darwin certainly realized what the problem was. He had “no doubt that 

the difference between the mind of the lowest man and that of the 

highest animal is im mense” (Darwin 1871: 100). He repeated Wallace’s 

estimate of “savages,” pointing out that the three natives of Tierra del 

Fuego who had accompanied him on the Bea gle “resembled us in dispo-

sition, and in most of our mental faculties.” However, at the same time 

he ingenuously disarmed the argument from the gap between ape and 

human by citing against it the continuous gradation of intellect across 

the “much wider interval in mental powers” between “the lower fi shes” 

and “the higher apes.” If there was a gradation in the one case, then 

there must, contrary to appearances, be a gradation in the other, since 

“there is no fundamental difference of this kind” (34).

This is sheer sleight of hand. The gradation of intellect between lam-

prey and chimpanzee is an argument not against the gap but for it. If 

there are countless species with abilities partway between those of lam-

prey and chimp, there should also be many species intermediate be-

tween chimps and humans. How is it that there are no animals with 

small or moderate amounts of self- consciousness, gradually increasing 

degrees of innovation and creativity, varying levels of artistic achieve-

ment (perhaps in only one or two of the arts), or at least a rudimentary 

language? The fl at assertion of “no fundamental difference” is not (and 

could not have been, even in Darwin’s time) a scientifi c statement. It 

was and is a pure declaration of faith.

Darwin sought to give empirical backing to this declaration by the 

same means he used to support his claims in The Origin of Species: by ac-

cumulating a large stock of mostly anecdotal reports of behavior in 

other animals. But what is valid where there is also objective evidence 
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in the physical forms of the various species involved is much less so 

when mental capacities are at issue. Since there is no unambiguous ob-

jective evidence to support these anecdotes, subjective interpretations, 

notoriously variable and unreliable, have to be unquestioningly relied 

on. A widespread human tendency to anthropomorphize puts its stamp 

on far too much of the evidence  here.

Yet even  here Darwin, ever a cautious thinker, hedges his bet. He 

continues to profess his faith that “the difference in mind between man 

and the higher animals, great as it is, is certainly one of degree and not 

of kind.” But the examples he cites in the same paragraph all involve 

emotions rather than cognitive pro cesses. He feels forced to immediately 

suggest a fall- back position: “If it be maintained that certain powers, 

such as abstraction, self- consciousness  etc., are peculiar to man, it may 

well be that these are the incidental results of other highly- advanced 

intellectual faculties; and these again are mainly the result of the con-

tinued use of a highly- developed language” (1871: 103).

This was a brilliant insight, but in Darwin’s day it could not have been 

more than a promissory note. Darwin did not and in the second half of 

the nineteenth century could not have cashed it out even in terms of 

hypothetical proposals, let alone plausible mechanisms backed by em-

pirical evidence. Besides, to him it was simply Plan B, something he 

confi dently believed he would never need. Future research, he must 

have thought, would surely spell out in detail the missing pieces, the 

discoveries that would show animal powers to be really only a little less 

than human.

And that, for a century, was that. No one attempted to solve Wallace’s 

problem. No one would even admit that there was such a thing, which 

saved them from the diffi cult if not impossible task of explaining why it 

 wasn’t a problem. Of course if you  were a creationist or believed in any 

form of spiritual intervention, there was no problem. God, or the Life 

Force, just did it. Nothing illustrates the intellectual incapacity of cre-

ationists and believers in intelligent design better than their almost total 

failure to exploit this issue. Repeatedly in their literature these groups 

claim as one of their strongest arguments against evolution the “fact” 

that no form intermediate between apes and humans has been found. 

Only a mouse- click away from them are a score of sites where they 

would learn that, far from an absence, there is an embarrassing number 
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of intermediate forms, providing endless fuel for paleontological 

argument— not about whether these are really intermediates but simply 

over issues like whether they are directly ancestral to humans or on a 

side branch, whether specimen X should be assigned to species A or B, 

or whether, for that matter, A and B shouldn’t be merged (except for 

those who maintain that B should be subdivided into species C and D). 

In other words, normal science in progress. But creationists and design-

ers alike have focused almost exclusively on physical form, where there 

is abundant evidence for evolutionary continuity, rather than on cogni-

tive behavior, where there is little or none.

Evolutionists should be properly grateful for this misdirection. The 

cognitive gap between humans and nonhumans is evolution’s Achilles’ 

heel. Wallace’s problem is real, and evolutionists have simply ignored it 

or tried to explain it away. The only author I know of who has restated 

it is David Premack (1986: 133), who noted that “human language is an 

embarrassment for evolutionary theory because it is vastly more power-

ful than one can account for in terms of selective forces.” Everyone  else 

has simply repeated, in one form or another, the mantra that humans 

are just “another unique species” (Foley 1987). Researchers have as-

sembled massive lists— this time based on much more than anecdotal 

evidence— of all the clever things that other animals can do (see, e.g., 

some of the commentaries on Penn et al. 2008).

In some quarters it has become po liti cally incorrect even to mention 

all the clever things that humans can do and animals  can’t. But there 

can be no question that such things exist. “Human animals— and no 

other— build fi res and wheels, diagnose each other’s illnesses, commu-

nicate using symbols, navigate with maps, risk their lives for ideals, col-

laborate with each other, explain the world in terms of hypothetical 

causes, punish strangers for breaking rules, imagine impossible scenar-

ios, and teach each other how to do all of the above” (Penn et al. 2008: 

109). If it is true that “for over 35 years, researchers have been demon-

strating through tests both in the fi eld and in the laboratory that the 

capacities of nonhuman animals to solve complex problems form a 

continuum with those of humans” (Pepperberg 2005: 469), how can 

this be? One’s initial reaction may well be that both statements  can’t be 

true. But they are. This is just one of the paradoxes that Wallace’s prob-

lem forces us, or should force us, to face.
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In practice it  doesn’t, because after Premack rudely resurrected the 

problem, silence followed. Even Noam Chomsky, who for many years 

had insisted that language at least was totally divorced from anything 

other animals did, fi nally entered the fold and accepted the conven-

tional wisdom that other animals have, among them or between them, 

all the bits and pieces required for language except perhaps one (Hauser 

et al. 2002; Chomsky 2007). But surely it  can’t be long before some cre-

ationist or believer in intelligent design catches on to the fact that Wal-

lace’s problem is the ideal place for inserting the “wedge” that creation-

ists are always talking about (Johnson 1997). If that happens, science 

will fi nd itself in a very embarrassing position, because as of now a sci-

entifi c solution to Wallace’s problem just  doesn’t exist.

The Key to the Problem

The key to the problem lies in Darwin’s Plan B, cited above: “It may well 

be that [abstraction, self- consciousness,  etc.] are the incidental results of 

other highly- advanced intellectual faculties; and these again are mainly 

the result of the continued use of a highly- developed language.”

This notion, if seriously advanced, is bound to meet with consumer 

re sis tance. For many people, language is merely “a means of communi-

cation.” Like the Morse code or semaphore fl ags, it is not in itself consti-

tutive of meaning but merely transmits meanings that have come from 

somewhere  else. First you must “have a thought,” which you then dress 

up in words, though exactly what a thought is and where it comes from 

is far less clear than what words are and where they come from. For such 

persons, Darwin had it backward. First human intelligence must have 

developed, and only after long development could anything like language 

have emerged.

“Intelligence” has proved extremely diffi cult to defi ne, and we would 

have a hard task on our hands if we  were asked to fi nd another species 

whose par tic u lar abilities derived from any kind of superior “general 

intelligence” that set them apart from other species. In most cases it’s 

the other way around. In other species, it’s glaringly obvious that cogni-

tive skills are geared to very specifi c behaviors: spider intelligence to 

web spinning, beaver intelligence to dam building, bat intelligence to 

echolocation, bee intelligence to pollen gathering, and so forth. In the 
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case of apes, there might seem to be a less narrowly focused intelligence 

than in the species I’ve mentioned. It’s as if social intelligence, notori-

ously their strong suit, had spilled over into other areas— a natural 

enough development, since social intelligence has to be more fl exible, 

able to cope with constantly changing roles and status levels, if it is to 

work at all. It is also true that apes, like dogs but even more so, can be 

trained by humans to do a few of the things that otherwise only hu-

mans do. But apes, left to themselves, have never innovated the kinds of 

thing they are taught, whereas humans, unless taught by space aliens, 

must have spontaneously produced innovations over and over again.

What all this means is that, in terms of evolution, any “increase in 

intelligence” that is not motivated by the specifi c demands of a par tic u-

lar species’ niche is highly unlikely, perhaps even an impossibility. 

What most often, perhaps always drives increase of intelligence is the 

development of some very specifi c ability that is required if the species 

is to solve an ecological problem, such as how to catch fast- moving and 

skillfully maneuvering fl ying insects during the hours of night. The way 

increases of intelligence arise forms only one aspect of an even more 

general evolutionary pro cess, covering every aspect of form and behav-

ior: “The diversity of species . . .  represents variation in design sugges-

tive of adaptation to specifi c tasks” (Weibel 1998: 1, emphasis added).

Normally, specialized intelligence  doesn’t spread to inform other areas 

precisely because it has to be focused on a very narrow range of behav-

iors. (Gardner [1983], with his “multiple intelligences,” and evolutionary 

psychology’s “Swiss army knife” approach to intelligence [e.g., Barkow 

et al. 1992] deal with similar issues from somewhat different perspec-

tives.) But in very rare cases an initially focused kind of intelligence 

may be able to spread.

What is still lacking is any understanding of how and why and under 

what set of circumstances a focused intelligence could spread, and espe-

cially how all this could have come about in the specifi c case of humans 

and only among humans. The kind of answer one gets is all too often 

along the lines of this: “One possibility . . .  is that recursion in animals 

represents a modular system designed for a par tic u lar function (e.g. 

navigation) and impenetrable with respect to other systems. During evo-

lution, [this system] may have become penetrable and domain- general. . . .  

This change from domain- specifi c to domain- general may have been 
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guided by par tic u lar selective pressures, unique to our evolutionary past, 

or as a consequence (by- product) of other kinds of neural re- organization” 

(Hauser et al. 2002: 1578, emphasis added). Such pronouncements 

merely restate the problem in a more complicated way without shedding 

any light on it.

We will have to do a lot better than that. Having identifi ed the key 

source of human intelligence, we will have to show how that par tic u lar 

source was able to create the thoroughly convincing illusion that hu-

man “higher powers” spring from possession of some overarching, all- 

purpose intelligence.

But if, following Darwin, that key source is identifi ed as language, we 

face serious obstacles. Language is a clear candidate, of course, because 

it is a very specifi c and specialized form of behavior and because the 

mechanisms through which it operates are clearly identifi able and well- 

studied (especially as compared with things like abstraction, conscious-

ness, foresight, or imagination). Thus it fi ts the normal evolutionary 

profi le of how increases in intelligence come about. However, it seems 

to yield no clues as to how that intelligence could have generalized 

across the entire spectrum of behaviors. Thus either Darwin’s Plan B is 

wrong, or we do not yet have any adequate understanding of what lan-

guage is and does. I would opt for the second of these choices.

This claim may seem both arrogant and misguided, given the existence 

of a  whole slew of linguistic theories worked out by dedicated profession-

als. It would indeed be so but for one fact: theories of language, without 

exception, have been worked out on the basis of synchronic linguistic 

evidence, without paying any attention to language as an outcome of 

evolutionary pro cesses. All theories of language fall into one of only two 

classes. One class holds that there are few if any biological adaptations 

(and those mostly confi ned to speech) that are devoted exclusively to 

language, which consequently had to arise as a result of more general 

cognitive developments. The other class holds that, apart from periph-

eral elements, language (and in par tic u lar, syntax) is determined by 

highly task- specifi c (if yet to be specifi ed) biological mechanisms.

In terms of evolutionary biology, both approaches are equally implau-

sible. On the one hand, any theory that denies or minimizes the role of 

a task- specifi c ge ne tic infrastructure for language ignores the fact that 

no other signifi cant species- specifi c trait in the  whole of nature lacks 



Wallace’s Problem  9

such infrastructure. On the other hand, any theory that exaggerates the 

size and/or specifi city of linguistic infrastructure ignores the fact that 

for no other signifi cant species- specifi c trait does the ge ne tic infrastruc-

ture spell out not just the basic pro cesses required by that trait but all 

possible variations in those pro cesses. Yet that is exactly what is required 

by a Chomskyan Language Acquisition Device (LAD; Chomsky 1965). 

Such a device must be even- handed. It cannot favor one kind of lan-

guage over another; it must make equally possible the learning of each 

of earth’s several thousand languages.

Instead of these alternatives, any biologist who came to the study of 

language with no philosophic or linguistic preconceptions would pre-

dict a ge ne tic component that provided the minimum basic mechanisms 

necessary for language and left subsequent variation to environmental 

factors. Only an approach along these lines can explain both why hu-

mans, but no other species, have language and why languages, while 

following the same Bauplan, vary unpredictably from one another in 

structural details. Only such an approach can integrate the evolution of 

language into an overall account of human evolution. And only by tak-

ing such an approach— one that no current theory of language has 

taken— can we show how nature could have provided our species with 

powers so far in excess of their needs.

But to fully understand the common birth of language and human 

cognition we have fi rst to get language evolution right. If we don’t know 

how language evolved we don’t really know what it is, or what its real 

properties are, or why it should have those properties and not others.

Finding out how language evolved has been called “the hardest prob-

lem in science” (Christiansen and Kirby, 2003). This is an extreme state-

ment but does not seem an unreasonable one, given that attempted solu-

tions go back for centuries and comprise countless theories, hypotheses, 

and sheer conjectures. If the statement is incorrect, as it is, that is not 

the fault of Christiansen and Kirby. For why language evolution isn’t the 

hardest problem in science is not because it isn’t hard. It’s because it isn’t 

a problem. It’s three problems.

This is the single most important point to grasp about the  whole issue 

of language evolution. It is also the point in which this book differs most 

sharply from all previous work in the fi eld, as well as being what made 

the problem look so hard in the fi rst place. Once we see that its diffi culty 
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came from mixing apples with oranges, compounding three totally dif-

ferent pro cesses under the rubric of “language evolution,” the picture 

changes radically. Now instead of the “hardest problem”—“the insoluble 

problem,” we should have called it— we now fi nd ourselves faced with 

three problems, each of which, once it has been distinguished from the 

others, is relatively easy to solve. What is more, adopting a trio of differ-

ent solutions not only makes for an explanation of language evolution 

that aligns it more closely with evolutionary developments in other spe-

cies; it also takes us beyond the sterile and seemingly unending argu-

ments of empiricists and nativists alike.

The very per sis tence of those arguments should have told us some-

thing. Scientifi c debates seldom last so long unless the issues have not 

yet been correctly formulated, so that the wrong questions are being 

asked. Language itself, too, seemed to be telling us that no single view-

point would suffi ce to give a full account of it. Its Janus- faced nature 

was succinctly expressed by Deacon (2010: 9005): “Language is too 

complex and systematic, and our capacity to acquire it is too facile, to be 

adequately explained by cultural use and general learning alone. But 

the pro cess of evolution is too convoluted and adventitious to have pro-

duced this complex phenomenon by lucky mutation or the ge ne tic in-

ternalization of language behavior.” Unfortunately, he too persisted 

with a single factor— relaxed selection— in trying to explain how lan-

guage evolved.

Instead, the pro cess must be broken into three pro cesses, each of 

which requires separate questions and separate answers. The fi rst pro-

cess is escape from the prison of animal communication, and the ques-

tion is how and why this escape was accomplished and what  were the 

factors involved. The second pro cess is the acquisition of very basic 

structures for dealing with the output of the fi rst pro cess, and again we 

must ask how and why and with what agency this structure- building 

was executed. The third pro cess is the creation of the kind of language 

we know today; once more the question is one of how and why when 

true language emerged it took the form it did, and what (or who) made 

it take that form

Proposing answers to these questions enables us to see why language 

should have the dual aspect characterized by Deacon. We can also see 

why the nativist- empiricist debate has persisted for so long. Recall the 
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blind men of Hindustan who, having touched different parts of an ele-

phant, decided it was a variety of things— a snake, a spear, a tree- trunk 

and so on. In just the same way, most language evolutionists had their 

hands on different parts of the elephant, and drew from it wrong con-

clusions about the nature of the beast, mistaking part for  whole.

All had grasped a part of the truth. Natural selection, internal devel-

opment, and culture have all played roles in the evolution of language. 

It’s just that they  haven’t played them at the same time or in the same 

pro cess. In the fi rst pro cess, natural selection played the most promi-

nent role. In the second, it was internal development. In the third, it 

was culture.

The Or ga ni za tion of This Book

To provide the reader with a compass for the rest of the book, I briefl y 

outline what I think are the reasons for the three pro cesses and the 

means by which they  were realized. The fi rst was driven mainly by 

external evolutionary factors. Like web- spinning, echolocation, dam- 

building and all the other behavioral innovations we know of, it arose 

not through unmotivated ge ne tic changes but as a direct result of a 

specifi c ecological problem that the species concerned— one ancestral to 

humans, around two million years ago— had to face. As often happens, 

response to an ecological problem involved constructing a new ecologi-

cal niche (Odling- Smee et al. 2003), one that mandated referential dis-

placement (the capacity to transfer information about entities and events 

that lay outside the immediate sensory range of the animals concerned) 

in order to develop and fully exploit the niche. What resulted from dis-

placement was no more than an enhanced form of animal communica-

tion. Human ancestors had acquired brains only a little better than 

those of apes; Wallace would have been happy with that.

In ants or bees, that would have been the  whole story. In a species 

with brains orders of magnitude larger than those of ants and bees, the 

story  couldn’t stop there. In such a species, the continued use of dis-

placed reference had to extend to areas outside the immediate foraging 

function of the enhanced communication. The more they  were used, 

for the more purposes, the more these displaced units—proto- words, 

we might as well call them— would approximate more closely to fully 
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symbolic units, and the neural repre sen ta tion of each unit would be 

linked with a (presumably pre- existing) concept. This opened the path 

for a quite separate series of developments, one that Wallace did not 

know and could not have known about, because the necessary under-

standing of how brains operate still lay a hundred years in the future.

The presence in the brain of repre sen ta tions of symbolic units set the 

second pro cess in motion. Brains have been self- organizing and self- 

reorganizing for hundreds of millions of years, in order to deal with in-

formation streams coming from the outside world through the various 

senses. However, in the case of human ancestors the brain also had to 

respond to a growing store of words and their associated concepts, and 

the information streams that these phenomena created. To respond, the 

brain had to re- organize its resources, just as brains had had to do every 

time an animal developed a new sense. Brain restructuring is driven 

not by selective pressures from the environment but from the brain’s 

own need to economize energy and function with a minimal amount of 

wiring. It had to allot or re- allocate spaces for storage of proto- words. It 

had to redraw its wiring diagram so as to link words with their appro-

priate concepts and with one another and with the motor controls for 

speech. Since its own ers made blundering efforts to string both proto- 

words and concepts together for its utterances and thoughts respec-

tively, it was obliged to develop simple ste reo typical and fully automated 

routines to reduce the effort of assembling them each time on the fl y. It 

had done no less for other repeated behaviors: throwing, picking up, 

striking,  etc.

The syntactic engine that was thus developed knew nothing of 

thoughts or sentences. That distinction, vital to humans, is immaterial 

to the brain. The brain knows only cell- complexes that store informa-

tion and neural impulses that link the information and can create larger 

units from it. Those units may not travel outside the brain; they are then 

thoughts. Or they may be externalized via the motor organs of speech, 

after another round of grammatical pro cessing, in which case they be-

come sentences. Originally there was no further round of grammatical 

pro cessing. How one came to be is the story of the third pro cess.

The automated algorithms that assembled both words and thoughts 

 were perfectly adequate for thinking with. In both thought and language 

you need to know the precise relations between the things you’re talking 
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or thinking about— who (or what) did what to who (or what), for whom 

(or what), with what, how, when, where and very often why. If you don’t 

get those relations right, all you’ve got is word- salad or thought- salad. 

But if what you’re doing is thinking, you yourself already know those 

relations; they don’t have to be spelled out. And if you’re talking, the 

same applies. But if you’re talking, someone is usually listening, and that 

someone  doesn’t know and  can’t know unless such relations are overtly 

spelled out. That’s a problem for humans. It’s not in any way a problem 

for brains.

Imagine you are a human brain. What would you care whether the 

lumbering life- support system that carries you around can easily de-

code the ingenious product you had made for it? That life- support sys-

tem had made life hard for you by inventing thousands of words you 

 were expected to store for it and by insisting on stringing those words 

together and pushing them out of its mouth. You had loyally stored the 

words so that they  were instantly accessible and created algorithms that 

automatically gave shape to the word/thought salads that  were all the 

clumsy brute could manage on its own. Now it says it  can’t pro cess the 

stuff? Enough already!

So the brain played no active role in the third pro cess. Humans, left to 

their own devices, initiated it. We need not suppose that there was any-

thing conscious or intentional about this. Doubtless at fi rst they got 

along as best they could with the (very) bare original syntax. But every-

thing varies and consequently changes, and every now and then some 

accidental feature would be found to help in disambiguating structure. 

Such features might then take on a life of their own, as it  were, some-

times with a runaway effect leading to such phenomena as Finnish or 

Hungarian cases, Chinese noun- classifi ers, or (in some Bantu languages) 

a single morpheme you have to attach to every word in a clause. Note 

that the behavior of what one might call low- level syntactic phenomena 

is strongly lineage- dependent (Dunn et al. 2011); a fact inexplicable by 

any theory of universals, whether Chomskyan or Greenbergian, though 

it follows directly from what is proposed  here.

As noted above, viewing the evolution of language as three quite 

separate pro cesses renders moot the sterile debates over empiricist ver-

sus nativist theories and internalist versus externalist explanations. But 

it also superannuates equally sterile debates over the relations between 
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language and thought, such as whether a “language of thought” exists 

or is even possible. Previously, the latter debate was vitiated by the no-

tion that “thinking in language” could only mean thinking in one of 

the several thousand actual languages that are known. Once it is real-

ized that “thinking in language” means thinking with the bare output 

of the syntactic engine, something lacking in all the features that make 

one language different from another, the debate simply evaporates.

Not only does it evaporate, but we can also appreciate the reason for a 

seldom noticed but indisputable fact. On the surface at least, languages 

differ widely. Nobody speaks alike, but apart from some minor differ-

ences in a few quite limited semantic areas, everybody thinks alike. Lan-

guage in America is not at all like language in Zimbabwe, and neither one 

is like language in China. But Americans, Chinese, and Zimbabweans all 

use identical rational pro cesses and (if we subtract cultural differences, 

which nowadays are rapidly subtracting themselves, anyway) think sim-

ilar thoughts. This is a natural result, given a theory that regards syntac-

ticized language as neither fully innate nor fully learned, but rather 

compounded of a learned component and an innate component, with 

only the latter used in thinking.

However, we must keep priorities in mind. The ultimate goal of this 

book is to solve Wallace’s problem, to show how in a very few million 

years a not particularly distinguished primate could have so far ex-

ceeded the capacities of all other animals through normal evolutionary 

pro cesses. But this goal is predicated on being able to cash out Darwin’s 

Plan B by showing how simple possession and use of language could have 

given humans their cognitive powers. To do that requires us to fi nd out 

how the kind of language capable of performing such a task could have 

evolved. So, inevitably, a great deal of this book has to be devoted to 

showing how language evolved.

Then some space has to be given to testing this account of language 

evolution. We  can’t (yet, at any rate) test it by examining prehistory, and 

can test it only indirectly by checking ancillary claims (e.g., in neurobiol-

ogy). However, there is one way in which it can be directly tested. If it is 

correct, it must be able to give an account of how children acquire lan-

guage that fi ts the facts of acquisition better than either nativist or empiri-

cist accounts. But once all these tasks are completed, Wallace’s problem, 

as Darwin’s insight suggests, requires relatively little effort to solve.
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The detailed or ga ni za tion of the book is as follows. Chapters 2 and 3 

are occupied with some ground- clearing exercises, in linguistic and evo-

lutionary theory respectively, since so much of what has been thought 

and written in these areas is misleading and if not attended to would 

simply get in the way of exposition. Chapters 4, 5, and 6 deal respectively 

and chronologically with each of the three pro cesses outlined above. 

Chapters 7 and 8 test the model derived from earlier chapters by looking 

at how language is acquired by children under normal (Chapter 7) and 

abnormal (Chapter 8) conditions. In Chapter 9, we return to Wallace’s 

problem and summarize its solution.
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The theory of language that has most consistently upheld 

a belief in the existence of an innate component of language (and in 

par tic u lar, of syntax) is, of course, Chomskyan generative theory. When 

generative theory emerged in the late 1950s, it energized a hitherto 

lackluster fi eld. Studies of syntax consisted of descriptions that  were 

little more than labeled lists of constructions. There was no explanation 

of why language was the way it was, why it worked as it did. The distinc-

tion proposed by Chomsky (1957) between deep and surface structures 

(to be jettisoned forty years later, however) seemed, for generations 

raised on theories of a psychological “unconscious,” to hint that linguis-

tics stood on the brink of profound discoveries about the human mind. 

The revelation that most previous grammars  were mere lists of excep-

tions and that the most interesting features of grammar might be the 

ones that grammars never mentioned (because they  were shared by all 

languages, hence taken for granted) looked to mid- twentieth- century 

eyes like a novelty, although as Chomsky (1966) himself was quick to 

point out, it had conceptual roots in much seventeenth- century thinking. 

An eager willingness to board the generative bus and  ride it to wherever 

it was going was, around 1960, perhaps the commonest reaction both 

among linguists and those in neighboring behavioral sciences, in par tic-

u lar psychology. Perhaps coincidentally and perhaps not, such feelings 

mirrored the prevailing optimism of those days, much as current cynicism 

and pessimism about the generative enterprise mirror the ominous fore-

bodings that characterize the second de cade of our current century.

Be that as it may, the generative bus did indeed travel fast and far. It is 

instructive to compare the bibliographies of generative writings in each 

CHAPTER 2

Generative Theory
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of the succeeding de cades. Hardly any names recur throughout; rela-

tively few names persist through more than a single de cade. As it went 

through its rapid but tortuous career, more and more travelers leaped 

from or  were fl ung off the bus, unable to deal with apparent changes in 

direction and unable to understand what was wrong with the paradigm 

that was now being left behind. Interested bystanders  were quick— much 

too quick— to assume that linguists simply  couldn’t make up their minds, 

that they  were fl oundering in confusion, with no map to steer by.

In reality the changes in generative theory  were simply the kinds of 

change you might expect to fi nd in any vigorous developing science. If 

there was no map, it was because new territory was constantly being 

explored. Those in the forefront of discovery could do no more than fol-

low their nose and make what seemed to be the best next move. More-

over there is no question that generative theory attracted some of the 

quickest and most incisive minds in science. It remains an indisputable 

if (for some) incon ve nient fact that by far the greater part of what we 

know about syntax was discovered in the course of developing genera-

tive theory.

If we are to understand why generative grammar ultimately failed 

as an explanatory theory for linguistics and what it would take for 

such a theory to succeed, we need to understand how generative theory 

evolved over the years, why it made the decisions that it did, and how 

things might have gone differently if other decisions had been made. 

Accordingly there follows a brief history of the movement.

The Three Phases of Generative Grammar

Generative grammar has passed through a number of separately named 

avatars, but in reality its history falls into three clearly defi ned phases. 

Each phase developed along similar line. Each began with assumptions 

that seemed stunningly simple and straightforward at the time. How-

ever, as the years went by, each yielded more and more complex results. 

Eventually a point was reached where complications became top- heavy, 

and another set of seemingly straightforward assumptions replaced the 

fi rst set.

While so brief a summary provides useful guideposts, detailed reality 

was much messier. For one thing, at each major shift some adherents of 
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the previous phase would apostatize, some privately, some very publicly, 

and would either continue to work within the old paradigm or branch 

off in a new direction. For another, analytic practices that  were not out-

right condemned by the new phase tended to persist into subsequent 

phases, whether or not they  were appropriate there (and in Phase 3 

even outright condemnation was not always enough to stop them). For 

a third, the transitions between phases  were protracted; if we  were to 

date the onset of Phase 2 from its earliest intimations, the transition 

between Phases 1 and 2 would become longer than Phase 1 itself. In 

what follows, dates are only approximate, and the end dates of phases 

are intended merely to mark the time by which the succeeding phase 

had become well- established.

Before beginning this account, however, one thing should be made 

clear: contra much criticism, apparent changes in the nature of genera-

tive grammar  were thoroughly motivated, aimed at the same ultimate 

goal, and led to an overall increase in our understanding and knowl-

edge of syntax. What appeared to many as missteps often arose, as New-

meyer (1993) pointed out, through the inevitable tension between 

 descriptive and explanatory adequacy.

An ideal grammar would be both descriptively and explanatorily ad-

equate; that is to say, it would combine full descriptive coverage of every 

syntactic structure in a given language with explanation (hopefully in 

terms of general principle rather than historical contingency) of why 

those structures  were as they  were and not otherwise. But this ideal 

may not be possible. In Sapir’s (1921: 38) dictum, “All grammars leak.” 

Grammars of different dialects of En glish would contradict each other. 

Even the grammars of individual speakers of the same dialect would 

often prove incompatible. A completely adequate descriptive grammar 

would be no more than a listing of all such discrepancies; like Borges’s 

(1975) mythical map of the world, it would be as large (and as uninfor-

mative) as what it described.

From the beginning, generativists have been (as all scientifi c inquir-

ers should be) more interested in explanation than description and have 

believed, in common with researchers in “harder” sciences, that expla-

nation involved the discovery of generalizations that extended over a 

wide variety of superfi cially different cases. In other words, they be-

lieved that language, like other phenomena, was lawful. (If one didn’t 
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believe in the lawfulness of nature, what would be the point of science?) 

But to start such a program meant focusing fi rst on what seemed most 

amenable to explanation and proceeding thereafter to tackle less trac-

table phenomena. Inevitably this involved at least temporarily losing 

empirical coverage of things that a more descriptive approach would 

have included. Many in linguistics and outside of it complained about 

this. But such critics simply showed that they didn’t know how science 

worked.

Standard Theory (1957– 1980)

Originally transformational- generative grammar (as it was fi rst named) 

took the form of phrase- structure (PS) rules and transformations. PS 

rules  were descriptions of basic single- clause structures in terms of 

abstract categories, such as S (sentence), VP (verb phrase), and NP (noun 

phrase). Normally these took the form of what  were called “rewrite 

rules.” For example, S—>NP VP meant that a sentence could be rewrit-

ten as (i.e., consisted of) a noun phrase followed by a verb phrase, and 

subsequent rules would similarly decompose NP and VP into their com-

ponent parts until one reached the level of individual words. Transfor-

mations  were pro cesses that took basic PS rules and changed simple 

structures into more complex ones by transposing and/or replacing 

symbols and/or merging two simple structures into a single, more com-

plex one. Thus there would be transformational rules for turning state-

ments into equivalent questions, active sentences (The police arrested 

Mary) into equivalent passives (Mary was arrested by the police), dative 

sentences (She gave the book to Bill) into double- object sentences (She gave 

Bill the book), and two sentences with a common member (The driver was 

Mary’s brother and The driver met you) into a single sentence with a rela-

tive clause (The driver who met you was Mary’s brother).

The most controversial of the innovations that the new grammar re-

quired was the notion of movement. For example, a question such as 

Who did Mary see? was claimed to result from movement. Who was said to 

have originated in the object (postverbal) position in an “underlying” 

sentence (one that is actually found, note, in a “surprise” question), Mary 

saw WHO? A normal question was then formed by moving who to the 

beginning of the sentence.
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People, even some linguists, took this literally. Of course it was a 

meta phor, a con ve nient shorthand for noting that the two possible posi-

tions of who  were closely related in some way. The sentence- initial posi-

tion was where (in En glish and many other, if far from all languages) 

question words must appear. But every nominal constituent of a sen-

tence has to have some relationship to the verb— has to refer to who 

performed the action of the verb, who experienced it, what was used to 

perform it, or for whose benefi t it was performed, and so on. Such rela-

tionships are called thematic roles (theta- roles for short) and include 

things like Agent (for the performer), Theme or Patient (for the per-

formed upon), Instrument (for the thing used), and so on. In the sen-

tence Who did Mary see?, who has a Theme/Patient role, and in En glish 

that role is always assigned to what ever noun or noun phrase immedi-

ately follows the verb. Moreover there  were some very subtle effects sug-

gesting that the “empty space” that “movement” supposedly left behind 

was in fact just as real as anything  else. Did it ever occur to you, for in-

stance, that while in casual speech it’s okay to reduce want to to wanna, 

you can do this in Who did you want to meet? but not in Who did you want 

to meet Bill?

Since this is probably already more syntax than many readers want, 

I’ll explain it in a postscript to the chapter. For now, the most important 

thing to note about the Standard Theory is that in its early years it was 

agnostic on issues of innateness. Its opening salvo, Syntactic Structures 

(Chomsky 1957), was hardly more than a how- to manual. However, the 

theory had obvious implications for how language was acquired and 

what might underlie it, implications explored in Chomsky (1965, as well 

as a number of subsequent works). The notion of an innate component 

crystallized well before the end of Phase 1, even though it remained 

short on detail.

The original impetus for hypothesizing an innate Universal Grammar 

sprang from the conjunction of two streams of thought, the  union be-

tween which is fi rst made fully explicit in Chomsky (1965). One stream 

goes back as far as Plato: the notion that experience cannot be the sole 

source of human knowledge. Another goes back at least to Humboldt: 

the rapidity with which children at an extremely early age master quite 

complex structures of human language. Plato’s insights had been devel-

oped in a long tradition of rationalist philosophy, of which Chomsky 
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perceived himself the heir. Humboldt’s insights, on the other hand, had 

been largely ignored.

The Platonic connection alone practically ensured that Chomsky’s 

 union of these two streams should be couched in mentalistic terms. But 

one may well ask what prevented him, at a time when Lorenz and Tin-

bergen  were developing complex theories of instinct (of which, inciden-

tally, he was well aware), from at least considering the possibility that 

language was simply some form of instinctive behavior, taking the form 

of actual operations by the brain, rather than some form of tacit knowl-

edge. In part Chomsky’s failure to even consider this possibility may 

have been caused by the very word behavior, which had acquired con-

notations of Skinnerian antirationalism. But I think also that there may 

be another factor involved, a case of an unintended consequence, stem-

ming from a mainly methodological decision that was made for what 

seemed, at the time, the best of reasons.

That decision was to make a sharp distinction between competence 

and per for mance. This distinction seems nowadays to have evaporated 

along with deep and surface structure and many other concepts that 

seemed for de cades to form indispensable parts of generative grammar. 

Certainly the massive and comprehensive MIT Encyclopedia of the Cogni-

tive Sciences (Wilson and Keil 2001) contains no entry on the distinction 

(although dozens of seemingly less salient aspects of generative gram-

mar get their own articles). But in determining generative methodol-

ogy, the competence- performance distinction played a crucial role.

If there was a single methodological innovation that made generative 

grammar possible, it was the realization that a serious grammar could 

not be created merely on the basis of sentences that had actually been 

uttered by native speakers. Previous treatments of sentence structure 

had assumed that such sentences formed the only evidence on which a 

grammar could be based. Leaving aside the more widely discussed issue 

of “per for mance error” (the fact that such evidence always contains sen-

tence fragments, interruptions, slips of the tongue, and other data that 

one would not want to include in a grammar), any grammar so written 

could be no more than a descriptive list of permissible construction types, 

hence could not hope to achieve the goal of explanatory adequacy.

To meet that goal, it had to be possible to describe not only what speak-

ers could say but also what they could not. Only by comparing sentences 
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that native speakers accepted as grammatical with apparently similar 

sentences that they regarded as ungrammatical (conventionally marked 

by a preceding asterisk) could one arrive at even a fi rst approximation of 

an answer to the why question. That answer was this: in creating sen-

tences, speakers  were following highly specifi c, albeit wholly implicit, 

rules. Such rules could best be understood by detailing the structures 

they could not generate as well as those they could and determining the 

factors, often quite subtle, that made them different. (See the postscript to 

this chapter.) When used for this purpose, the competence- performance 

distinction was a wholly benefi cial, indeed indispensable tool.

Note that the existence of such implicit rules, though it might not in 

itself prove the existence of an innate Universal Grammar (UG), was fully 

congruent with it. Indeed the notion of UG provided an explanation 

without which the source of such rules was baffl ing. But the most benefi -

cial distinctions can have unintended consequences. Chomsky had made 

competence rather than per for mance the major focus of  inquiry. Indeed a 

theory of per for mance could hardly exist before one knew exactly what 

was being performed. But since the theory of competence was constantly 

widening and deepening, any theory of performance— performance of 

any kind, in any sense— was constantly being postponed.

Postponing the study of per for mance meant that no one ever had to 

say exactly what was meant by it. Per for mance certainly extended over 

language use, the circumstances under which and the purposes for 

which actual sentences  were produced on actual occasions. Language 

use was excluded, very rightly, from consideration. But what about the 

series of actions the brain had to perform every time a sentence was ut-

tered? Was that per for mance? Given almost total ignorance of how the 

brain produced language, there seemed little point in even considering 

such issues. Yet, as one generativist observed at the time, “the linguistic 

description and the procedures of sentence production and recognition 

must correspond to in de pen dent mechanisms in the brain” (Katz 1964: 133, 

emphasis added).

Unfortunately nobody seems to have thought to ask the follow- up 

question: If in de pen dent mechanisms recognize and produce sentences, 

what is the point of hypothesizing a higher layer of abstract knowledge? 

What would that layer do that was not already being done? Recall, how-

ever, that in the 1960s and 1970s focus was on psychological rather than 
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neurological reality, on the mind rather than on the brain, and on cog-

nitive rather than electrochemical operations (although it was begin-

ning to be realized that these pairs of names might be referring to dif-

ferent aspects of the same things). The reason for this was undoubtedly 

the contemporary state of brain- language studies, which can be fully 

appreciated only by reading a contemporaneous review article such as 

Brain (1961); there are long paragraphs on speech mechanisms and 

aphasia, but the only reference to syntax is a brief mention of “the dif-

fi cult problem of serial order” (437), with no attempt to solve or even 

state the problem. Before brain imaging, the idea of a neural fl owchart 

for real- time sentence construction was inconceivable; “psychological 

reality” was the only game in town.

The most serious attempt to link generative grammar with actual 

neural operations was the derivational theory of complexity (Miller 

1962). This theory made a simple and seemingly sensible initial pro-

posal. If grammatical transformations (the mainstay of the fi rst phase) 

represented actual operations that individuals had to carry out in pro-

ducing and comprehending sentences, surely sentences with more 

transformations should be more diffi cult to produce than sentences 

with fewer transformations. Hence, other things being equal, sentences 

with more transformations should take longer to pro cess and should ap-

pear later in acquisition. This was an eminently testable proposition. 

Unfortunately “tack[ing] a psychological tail to a syntactic kite” (Miller 

1975: 204) turned out to produce, at best, equivocal results (Fodor and 

Garrett 1967; Brown and Hanlon 1970)— hardly surprising in view of 

the fact that the transformations themselves would shortly be aban-

doned by generativists. But the failure of this approach helped to turn 

researchers away from any attempts at integration with neighboring dis-

ciplines. From then on, they would not “take account of any data other 

than primary linguistic intuitions” (Pylyshyn 1973: 437).

In the fi rst phase of generative grammar, the consequences of this self- 

denying ordinance  were not serious. It seemed reasonable enough to 

argue that what was known about the brain was too little and too con-

jectural to infl uence the nature of grammars. Moreover during a large 

part of that fi rst phase, the assumptions of grammarians and the struc-

tures of the grammars themselves  were changing too rapidly and too 

extensively for anyone to say exactly what kind of knowledge grammars 
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should represent. However, the ultimate nature of the innate compo-

nent seemed already to be clear. Chomsky (1968: 65) stated that “the 

real problem for tomorrow is that of discovering an assumption regard-

ing innate structure that is suffi ciently rich, not that of fi nding one that 

is simple or elementary enough to be ‘plausible.’ ” And again he left no 

doubt that in any neurological research, the neurologist must play sec-

ond fi ddle, unquestioningly accepting the guidance of the linguist: “The 

discoveries of the linguist- psychologist set the stage for further inquiry 

into underlying mechanisms, inquiry that must proceed blindly, with-

out knowing what it is looking for, in the absence of such understand-

ing, expressed at an abstract level” (Chomsky 1988: 7). The linguistic 

cart would pull the neurological  horse, even though, in real life, it was 

the  horse that was doing the real work, and language was just part of 

the work it did.

But even as all this was happening, the theory was in trouble. There 

had to be more rules than anyone had expected, dozens or even hun-

dreds just for En glish. Moreover these rules had to apply in a determinate 

order, since the output of rule X might have to form part of the input to 

rule Y. Unfortunately it often happened that there  were unimpeachable 

reasons for ordering X before Y, but equally unimpeachable reasons for 

ordering Y before X. And rule proliferation and “ordering paradoxes” 

 were only two of a number of problems that led to the eventual replace-

ment of the Standard Theory.

Principles and Pa ram e ters (1981– 1994)

The theory that fi nally emerged from the long transition between Phases 

1 and 2 formed a marked shift in the direction of putting explanatory 

adequacy above descriptive adequacy and had its birth in a seminal 

dissertation (Ross 1967) proposing a handful of general principles that 

would subsume many par tic u lar, construction- bound rules. After ago-

nizing birth pangs (described in Harris 1993) there eventually emerged 

a tightly meshed and comprehensive theory that divided syntax into a 

half- dozen subtheorems dealing with such things as Binding (deter-

mining the referents of items like pronouns that, unlike proper names, 

didn’t have reference built in) or Theta Theory (dealing with the the-

matic roles of sentence constituents: Agent, Theme or Patient, Instru-
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ment,  etc.). Principles of the subtheorems  were supposed to apply across 

the board (i.e.,  were exceptionless) and across all languages (i.e.,  were 

universal) and  were of an extremely abstract nature. For instance, the 

Empty Category Principle stated that all positions from which an item 

had been moved— such as that indicated by e in What does John want e, a 

sentence supposedly derived from John wants what— had to be properly 

governed. To understand what this means involves understanding 

what is meant by government, which in turn involves understanding a 

structural relation known as c-command. This will suggest the extent 

to which argumentation in syntactic studies had already become 

theory- internal—driven by developments in the theory itself rather 

than by details of empirical data. This is by no means necessarily a bad 

thing per se— what we fi nd in subatomic physics is far indeed from the 

“reality” we think we perceive— but it carries with it a number of dan-

gers, one of which is that assumptions may be based on assumptions 

based on yet other assumptions, one or more of which may rest on inad-

equate evidence.

Principles took care of supposedly universal features, but left many 

things that  were variable across languages. What was to be done about 

them? To understand the nature of the problem generativists faced at this 

stage, we need to look at a potential ambiguity in the word universal.

One obvious sense of universal grammar is a grammar that, because it 

is species- specifi c and hence presumably forms part of the human ge-

nome, is shared by all humans regardless of what ever language they 

may come to speak. But there is another potential sense of “universal” 

 here. If such a grammar is to be shared by speakers of all languages, and 

if indeed it is to be a means of acquiring language— without which, pre-

sumably, no language at all can be acquired— then UG has to be equally 

capable of generating any of the world’s thousands of languages. Conse-

quently UG would somehow have to account for the ways languages 

varied from each other, as well as ways they can be shown to be the 

same. It must be universal in the sense that it must account for any and 

all forms of grammar found in human language. There is a brief mention 

in the introduction to Chomsky (1981) of a distinction between “core” 

grammar (which UG must account for) and a “periphery” of idiosyn-

cratic constructions (which presumably it need not). But no such dis-

tinction has ever been formalized or even explicitly stated. For practical 
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purposes, constructions that varied cross- linguistically have generally 

been treated as if they formed part of core grammar.

The means chosen to deal with variable constructions consisted of what 

 were described as “parameters”— ranges of possible variation at par tic u lar 

points in the structure of sentences. Children could then set a given pa-

ram e ter on the basis of experience; in a best- case scenario, pa ram e ters, 

like light switches, would come with only two possible settings. Take 

the so- called Pro- Drop or Null- Subject pa ram e ter. In En glish and simi-

lar languages, subject pronouns  can’t be dropped; you have to put them 

in even if you  can’t think what they might refer to, like the it in It is rain-

ing. In Spanish you’d say just Llueve, literally “Rains.” If you put in a 

pronoun, *il llueve, any Spanish speaker would look at you as if you  were 

crazy, and indeed Spanish subject pronouns seldom appear anywhere 

unless they are required for emphasis or disambiguation. Sometimes 

the pa ram e ter would be a simple matter of directionality, such as the 

Head- Modifi er pa ram e ter, which determines whether a head (noun or 

verb, usually) precedes or follows its modifi er.

Concomitant with these developments, the transformational compo-

nent, which had loomed so large in the Standard Theory, had shrunk to 

a single rule, “Move alpha,” meaning move anything anywhere. But 

this apparent recipe for syntactic anarchy was in practice stringently 

constrained by the various principles in such a way that movement any-

where was strictly limited. In any case, conceptual leanness in the 

transformational component was more than offset by conceptual prolif-

eration in the other components. Overall, as compared with the Stan-

dard Theory, the innate component within principles and pa ram e ters 

(P&P) had grown enormously in size, in complexity, and in specifi city 

due to Chomsky’s (1986: 55) conviction that “the available devices must 

be rich and diverse enough to deal with the phenomena exhibited in the 

possible human languages.”

The notion of pa ram e ters and their role in syntax looked like a bo-

nanza to students of language acquisition, and one result was an ex-

plosion of acquisition studies within a P&P framework (e.g., Grimshaw 

1981; Valian 1981, 1986; White 1985; Hyams 1986). Researchers now 

had far more specifi c proposals to test, and they could test them from 

a comparative perspective in a variety of dissimilar languages. Indeed 

such was its attraction to acquisitionists that the principles- and- 
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parameters approach still persisted in acquisition studies more than a 

de cade and a half after the initial emergence of Phase 3, with its very 

different assumptions about language— assumptions that, on at least 

one view, should have rendered such studies illegitimate (Longa and 

Lorenzo 2008). Yet thirty years after P&P’s original formulation, there 

is still not even a tentative list of possible pa ram e ters, nor even any 

idea as to how many pa ram e ters there are. After twenty years Baker 

(2001) estimated “10 to 20.” Four years later Roberts and Holmberg 

(2005) put the probable fi gure at “50– 100,” an estimate they described 

as “conservative.”

With prescient insight, Newmeyer (1996: 64– 65) observed, “In the 

worst- case scenario, an investigation of the properties of hundreds of 

languages around the world deepens the amount of parametric varia-

tion postulated among languages, and the number of possible settings 

for each pa ram e ter could grow so large that the term ‘pa ram e ter’ could 

end up being nothing more than jargon for language- particular rule.” 

This is exactly what happened over the next de cade or so. Many already 

proposed pa ram e ters turned out to defy the limitation to binary set-

tings. In many languages, the position of heads relative to their modifi -

ers varied according to the word classes these belonged to; in En glish, to 

give just one example, adjectives precede nouns while noun- modifying 

prepositional phrases follow them. As more and more pa ram e ters had to 

be hypothesized, more settings had to be permitted, and more counter-

examples turned up. Even before Newmeyer’s prophecy, some of these 

 were apparent (Gilligan 1987); subsequently more and more emerged 

(among others, see Newmeyer 2004, 2005; Haspelmath 2008; McWhorter 

2008). In the past couple of years, the idea of pa ram e ters has been aban-

doned even by fi gures as central to generative grammar as Boeckx 

(2010).

But quite apart from any empirical shortcomings, the load being 

placed on UG was becoming extraordinarily heavy in kind as well as in 

quantity. For instance, one had to assume, as just one small part of that 

knowledge, “binding theory.” Binding theory involved the relationship 

between different types of pronouns and their referents and explained 

(among many similar things) why, if you said Susan washed her, her 

 couldn’t refer to Susan, but if you said Her sister washed Susan, it could, 

even though in Susan made her sister wash herself, herself  couldn’t refer to 
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Susan but must refer to her sister. According to its original formulation 

(Chomsky 1981: 184– 185), a constituent cannot be bound (that is, have 

its reference determined) outside its “governing category.” And to un-

derstand “governing category” you had to understand two more ab-

stractions, “minimal category” and “governor,” and all these abstrac-

tions had to be taken into consideration before one could even 

determine how any of the three “binding principles” applied in any 

given case. Knowledge of all these conditions, categories, and princi-

ples represented only one small part of what, under P&P, one had to 

attribute to the innate component and hence to the minds of prelin-

guistic children.

If anyone had asked Chomsky or any other generativist exactly how 

knowledge of this degree of abstraction and language specifi city could 

be instantiated in the mind/brain, his answer would presumably have 

been along the lines of Chomsky (1986: 26): “The steady state of knowl-

edge (I-language) attained and the initial state (S0) are real elements of 

par tic u lar mind/brains, aspects of the physical world, where we under-

stand mental states and repre sen ta tions to be physically encoded in some 

manner” (emphasis in original). In other words, they (somehow) must 

form part of brain operations, though exactly how was left for neurolo-

gists to fi gure out.

P&P made an excellent discovery procedure, revealing many things 

about language that any future theory would have to account for. Yet 

even as it fl ourished, Chomsky himself was about to reject many of the 

assumptions on which it was based.

The Minimalist Program (1995– Present)

It should be emphasized that, as Chomsky himself has repeatedly stated, 

the Minimalist Program (MP) is just that— a program, a way of ap-

proaching language, not an explicit theory— and that it might be real-

ized in a variety of different ways. Its motivating force was Chomsky’s 

(1995: 233) realization that the assumptions of earlier versions of gen-

erative grammar  were all too often “of roughly the order of complexity 

of what is to be explained.” The answer was to reduce grammar to “vir-

tual conceptual necessity,” the minimum number of elements that 

might suffi ce for the derivation of sentences. That number was spelled 
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out as “elements already present in the lexical items” selected for a given 

sentence, to which “no new objects are added . . .  apart from rearrange-

ment of lexical properties” (228).

But most of the underlying principles and pro cesses of the P&P frame-

work fell outside of these elements. Among these  were “D-Structure; 

S-Structure; government; the Projection Principle and the Theta Crite-

rion; other conditions held to apply at D- and S-Structure; the Empty 

Category Principle; X-bar theory generally; the operation Move Alpha; 

the Split- I hypothesis; and others” (Chomsky 1995: 10) as well as “Bind-

ing Theory, Case Theory, the Chain Condition, and so on. . . .  There 

should be no government, no stipulated properties of chains, no binding 

relations internal to language, no interactions of other kinds . . .  no 

phrasal categories or bar levels, hence no X-bar theory or other theory 

of phrase structure apart from bare phrase structure” (Chomsky 2007: 

4– 5). Properties that could not be deduced from “conceptually neces-

sary” ones would be eliminated altogether. All that remained of syntax 

proper consisted of only two components. One was Merge, a pro cess 

that takes any two syntactic objects (words, phrases, clauses,  etc.) and 

joins them to form a new syntactic object. All that stopped anything 

from merging with anything  else was the necessity for the output of the 

pro cess to be interpretable at the two “interfaces” with the other neces-

sary components of language: sound and meaning (or in Chomsky’s own 

terminology, SM, the Sensory- Motor system, and CI, the Conceptual- 

Intentional system, previously known as Logical Form). The only other 

component was Move (already discussed), and hopefully Move could be 

merged with Merge by treating it as Re- Merge, merging a copy of some-

thing that had already been merged once.

In terms of its conception, the MP was dazzling. In terms of its effects, 

it was bewildering. The license given by the fact that the MP was a pro-

gram that could in principle be developed in a variety of ways allowed 

syntacticians to retain features of P&P and earlier versions if these 

seemed indispensible. But while at least some syntactic analyses tried to 

adhere to the basic intentions of the MP, its impact on studies of acquisi-

tion and evolution was (no pun intended) minimal.

Generativists studying language acquisition have largely ignored the 

MP and continued to use a parameter- setting framework, even though 

pa ram e ters had no defi ned role to play in the new framework (Longa 
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and Lorenzo 2008). Conversely, while it has been suggested (Golumbia 

2010) that evolutionary concerns may have motivated the MP, the 

evolutionary proposals that issued from it (Hauser et al. 2002; Chom-

sky 2010) managed at the same time to alienate both linguists and 

biologists— linguists by an excessive focus on alingual species, biolo-

gists by making assumptions that few if any experts in evolutionary bi-

ology could accept. Even in syntax results have been equivocal. One 

linguist, who felt free to give in a course handout an opinion he might 

have hesitated to profess in a more public venue, confessed with rare 

candor, “Practically speaking, what happened was a change in the 

fundamental perspective on what is happening in syntax, but it turned 

out to have little effect on the day- to- day life of syntacticians” (Hag-

strom 2001).

It is therefore hardly surprising that the implications of the MP for the 

nature and content of UG have been largely ignored. But those implica-

tions are surely dramatic. All of the heavy baggage the component had 

to carry, such as the principles of binding mentioned earlier, has now 

disappeared. It is possible to reduce binding, for instance, to movement 

(Hornstein 2001), and movement may be reduced to Merge (Koster 

2007). And since Merge is hypothesized as possibly the only operation 

unique to language (Hauser et al. 2002)— that is, not developed for or 

utilized by other cognitive systems— it becomes potentially the sole con-

tent of the innate component for language.

So much for principles. What about pa ram e ters? In the previous sec-

tion we saw growing skepticism among generativists with regard to 

 pa ram e ters. But in any case, since Borer (1984) it has been widely as-

sumed that pa ram e ters are located in the lexicon, particularly in gram-

matical morphology (“function words” and affi xes). And morphology 

has to be learned, including the functions of the various grammatical 

morphemes. If you think this is straightforward, consider “simple” loca-

tive prepositions like in, at, on, and so forth and their “equivalents” in 

Spanish or Dutch (to go no farther than Eu rope); there are few if any 

pure matches, and the functions of an item in one language may be 

wholly or partially divided between two or more items in the other, or 

vice versa. That all such idiosyncratic properties of par tic u lar languages 

are somehow preprogrammed in the child seems inherently unlikely. 

At most there might be a semantic set of possible locations (above- 
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below, inside- outside,  etc.) that the child then has to match up with 

what ever set of locative prepositions the target language offers— an 

onerous task, but not one beyond the power of general learning tools.

In a decades- long battle against empiricism that began with his de mo-

li tion of behaviorist linguistics (Chomsky 1959), Chomsky had long in-

sisted that the innate equipment for language must be task- specifi c and 

wholly distinct from the general- purpose mechanisms that, according 

to empiricists,  were what enabled children to learn language. Now, 

without any explicit admission, he seemed to have abandoned most of 

these claims. Could it be that there was now nothing (apart from Merge) 

to distinguish generativism from empiricism?

Minimalism and Empiricism

Although the MP has been around for a couple of de cades, the cognitive 

science community has yet to grapple with some of its broader implica-

tions. I have found only three discussions of the relationship between 

the MP and empiricism, all quite recent, one by a longtime generative 

linguist (Hornstein 2009), the other two by relatively little- known 

scholars (Collins 2010; Golumbia 2010).

Collins (2010: 2) cites Chomsky (1965: 58) as saying, “The empiricist 

effort to show how the assumptions about a language acquisition device 

can be reduced to a conceptual minimum is quite misplaced” (Collins’s em-

phasis). Since “reducing” the language acquisition device (which is equiv-

alent to UG or the innate component) “to a conceptual minimum” is the 

main goal of the MP, Collins (2010: 5) concludes, “Bizarrely, on the face 

of it, minimalism is an empiricist agenda.”

Collins attempts to exonerate Chomsky from this charge by arguing 

that while the part of the innate component devoted exclusively to lan-

guage may have shrunk, language itself remains a complex and at least 

partially innate faculty. Moreover the “poverty of the stimulus”— the 

fact that linguistic data are inadequate for a child to arrive at a 

grammar— applies no matter whether the child’s equipment is richer or 

poorer, more or less specifi c to language. Similarly Hornstein (2009) 

claims that Chomsky’s goal was never to fulfi ll some nativist agenda but 

rather to seek a solution to “Plato’s problem”— the inadequacy of experi-

ence to account for all knowledge— wherever one might be found, and 
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let the chips fall where they may. Even if most or even all of language in 

its broad sense was derived from faculties that had evolved for other 

purposes, these faculties  were still innate, and the mind/brain was any-

thing but the tabula rasa that empiricists supposed.

But these arguments miss the point. It was specifi cally the complexity 

and the innateness of task- specifi c mechanisms for language, and the 

dissociation of these from other cognitive faculties, that had both formed 

the substance of Chomsky’s discourse for de cades and served as the 

main target for empiricist attacks on him. Indeed years after the MP had 

emerged, Chomsky (2002: 85– 86) was continuing to claim, “It is hard 

to avoid the conclusion that a part of the human biological endowment 

is a specialized ‘language organ,’ the faculty of language (FL). Its initial 

state is an expression of the genes, comparable to the initial state of the 

human visual system. . . .  As discussion of language acquisition becomes 

more substantive, it moves to assumptions about the language organ 

that are more rich and domain- specifi c, without exception to my knowl-

edge” (emphasis added). This suggests a disconnect between Chomsky’s 

syntactic practices and his metatheoretical assumptions that has been 

neither resolved nor explained.

The other paper in question, Golumbia (2010), never mentions the 

e-word, accusing Chomsky of functionalism rather than empiricism. 

But this is clearly a mistake. Functionalists share with empiricists a dis-

taste for formal analysis and a strong skepticism about any kind of dedi-

cated innate machinery for language. But they have at least one belief 

that empiricists do not necessarily share and that Chomsky continues to 

strongly reject: they believe language evolved for communicative pur-

poses and is shaped throughout by communicative needs. The fact that 

Golumbia lists Putnam and Quine— two empiricists with no commit-

ment to functional linguistics— as two of the thinkers whose position 

Chomsky is now seen as approaching serves to further confi rm that 

empiricism rather than functionalism is what he too is really talking 

about. One can only conclude that, while Chomsky’s position is still 

some distance from full- on empiricism, he has (intentionally or other-

wise) substantially narrowed the gap between empiricism and nativism.
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Minimalism and Biology

Was the creation of the MP motivated, at least in part, by Chomsky’s 

realization that the complex P&P model of the innate component was 

fundamentally incompatible with evolutionary biology? Golumbia sug-

gests that this is the case. But he also makes an even more penetrating 

observation: “Under MP it seems misguided to call UG a ‘system.’ It is 

instead a set of operations” (Golumbia 2010: 40). In other words, and 

without any intention on Chomsky’s part, the MP has brought syntax 

measurably closer to the proposals argued for in this book.

Here the way UG is conceptualized is key. From the beginning, and as 

expressed in the title of one of his most infl uential books (Chomsky 

1986), Chomsky has conceived of UG as representing “knowledge.” This 

upset many phi los o phers for whom knowledge was something you 

knew you knew, and Chomsky (1980: 69) was obliged to coin the ugly 

neologism cognize to characterize the kind of knowing that gave rise to 

UG. However, “someone who cognizes cannot tell what he cognizes, 

cannot display the object of his cognizing, does not recognize what he 

cognizes when told, never forgets what he cognizes (but never remem-

bers it either), has never learned it, and could not teach it. Apart from 

that, cognizing is just like knowing!” (Bennett and Hackert 2007: 138).

A more perspicuous way of conceptualizing what UG is would indeed 

be “a set of operations.” After all, and regardless of whether or not the 

mechanisms involved are innate, the brain has to perform a series of 

operations in order to produce sentences. Consequently there is a redun-

dancy if the brain contains both autonomous neurological mechanisms 

for generating sentences and a layer of abstract “knowledge,” a grammar, 

with a content equivalent to that of those mechanisms One or the other 

is surely superfl uous, and since it is not possible to eliminate the physical 

operations, we should abandon the abstract knowledge. By so doing— by 

conceiving UG as the result of a set of operations, routines, or algorithms 

that the brain performs— we align language with a host of other pro-

cesses (e.g., digestion, circulation of blood, vision) of whose specifi c 

modes of operation we are subjectively just as unconscious.

It is worth taking a moment to see how Chomsky’s current assump-

tions about syntactic operations could indeed serve as an initial hypoth-

esis about how the brain actually constructs sentences.
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Minimalist Operations

We need fi rst to understand the difference between two different ap-

proaches to syntactic description: the repre sen ta tional and the deriva-

tional. Repre sen ta tional approaches are top- down approaches. All forms 

of generative grammar that preceded the MP  were repre sen ta tional. 

They began with fully fashioned sentences, broke them down into their 

component parts (phrases and clauses), and then broke these down into 

their component parts (word stems and bound morphemes, a morpheme 

being the smallest in de pen dent unit of meaning and a bound morpheme 

a suffi x or prefi x like un- or - ing that has to fi nd a word stem to attach 

to). Typically sentences  were displayed in terms of hierarchical tree 

structures; a complete structure had to be assembled before words could 

be inserted into it.

With the emergence of the MP came Bare Phrase Structure (Chom-

sky 1994), a bottom- up procedure that constituted a precise mirror 

image of the repre sen ta tional approach. Two words would be com-

bined via Merge, a third combined with the unit created by the fi rst 

Merge, and the pro cess would be repeated until the structure was 

complete. The repre sen ta tional (Brody 2002) and the derivational (Ep-

stein et al. 1998; Seely 2006) approaches still coexist, albeit uneasily, 

under the broad umbrella of the MP. Because of this mirror- image re-

lationship, and because the end product of a derivation by Merge is a 

hierarchical tree structure similar to those from which the repre sen ta-

tional approach starts, one might conclude that the two are simply 

notational variants and that it makes little practical difference which 

one chooses.

That is indeed the case if one’s sole concern is to express the content 

of some form of “knowledge.” If, on the other hand, the purpose is to 

characterize operations that a brain might actually carry out, then start-

ing from the bottom up provides a far more helpful model than trying to 

start from the fi nished product. Let us therefore go through the steps of 

a derivational repre sen ta tion and see how far the analogy will hold. The 

operation begins with the Numeration (Chomsky 1995: 225– 228), which 

assembles all the words to be used in the sentence, with the number of 

times each word is to be used. Clearly the brain must (in some sense) per-

form an essentially similar operation. In reality items are probably re-
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trieved over time rather than all at once, but  here the “idealization of 

instantaneity” is innocuous.

The pro cess proceeds by assembling words into structures: merging 

two words to form a phrase, then a third to enlarge that phrase, and so 

on. Clearly, although the ordering of each pairwise juncture will even-

tually correspond to that in the ultimate linear form of the sentence, a 

sentence will not be constructed sequentially in its fi nal linear ordering 

(The girl . . .  The girl watched . . .  The girl watched her . . .  The girl watched her 

dog). Spatial contiguity is not what determines the closeness of relation-

ships between words. Take a sentence like The letter I sent you should have 

answered that question. The words should and sent are both directly adja-

cent to you, and You should have answered that question is in itself a fully 

grammatical sentence, where you and should are indeed closely related. 

But this sentence has a meaning completely unrelated to that of the pre-

vious one. In the previous sentence, although you and should are equally 

adjacent, you has a close relationship with sent (it is the object of that 

verb) and only the most indirect relationship with should, whose subject 

is not you but the letter I sent you. In other words, what are fi rst merged 

are the words that are most closely related to one another, regardless of 

their ultimate linear sequence. Consequently, in our original sentence, 

her will fi rst merge with dog, then watched with her dog, then the with 

girl, and fi nally the girl with watched her dog.

The pro cesses just described may not always continue uninterrupted 

until the entire sentence has been constructed. Chomsky (1999) has hy-

pothesized that derivations proceed by “phases.” This article is so techni-

cal that an explanatory gloss on it, longer than the article itself, had to be 

written (Uriagereka 1999). Accordingly make the (extremely oversimpli-

fi ed) assumption that a phase is roughly equivalent to a clause. Chomsky 

suggests that phases, once complete, become impenetrable; no further 

syntactic pro cesses can apply to them (except, of course, mergers with 

other phases to yield complex, multiclausal sentences). This would help 

to account for the widespread “island effects” found generally in syntax, 

explaining, among other things, why (except under some highly spe-

cifi c circumstances) constituents in general cannot “move” outside of 

the island- like clauses into which they  were originally merged.

Again we fi nd similarity between a derivational approach to syntax 

and a pro cess that the brain itself quite likely uses. Chomsky never 
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discusses whether he sees phases as being produced sequentially or si-

multaneously, but there is no need to rule out simultaneous pro cessing 

and there are some good reasons for supposing it. It is widely accepted 

that the human brain is a massive parallel pro cessor (Ballard 1986; Al-

exander and Crutcher 1990; Wassle 2004), so simultaneous production 

of phases is certainly possible, and the speed of speech seems to render 

it likely. Speakers can maintain speeds of 150 to 180 words per minute 

in normal conversation. While there are no reliable estimates of average 

sentence lengths (something that probably varies widely across genres), 

an average of around fi fteen words is often suggested, though that fi g-

ure is surely less in casual conversation. But even a fi fteen- word average 

would yield a rate of ten to twelve sentences per minute, or only fi ve to 

six seconds per sentence. Given that this time period must include word 

retrieval and sentence assembly as well as utterance, it seems unlikely 

that the brain could maintain such rates if it did not assemble parts 

(phases?) of longer sentences simultaneously and in parallel.

In contrast with the derivational model, mechanisms similar to those 

of a repre sen ta tional syntax seem relatively unlikely to be used by the 

brain. If they existed, they would have to be capable of fi rst creating an 

abstract tree for every sentence, a large and complex one in many cases. 

Only once such a tree, with all its nodes and branches, had been con-

structed down to the level of terminal nodes would it be possible to re-

trieve and insert the necessary lexical items. This would amount to 

planning the structure of a sentence in detail before one even knew 

what one wanted to say. Such is our ignorance of the brain that we can-

not rule out such a procedure (or indeed virtually any procedure) en-

tirely, but it is hardly the fi rst possibility one would want to consider, 

especially given that a much more tractable one is available.

The similarities between a derivational version of the MP and puta-

tive workings of the brain are more likely coincidental than intentional. 

Chomsky expresses no awareness of any such connection and has never 

taken as an explicit goal the matching of known syntactic pro cesses 

with hypothetically possible neural ones. But even if the degree of simi-

larity is serendipitous, it is still there for more explicitly process- oriented 

proposals to build upon.
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Chomsky’s Problem

We have now surveyed a half- century of attempts to solve “Plato’s prob-

lem,” at least insofar as that problem affects language. We should now 

be able to get a better idea of “Chomsky’s problem,” which was how to 

produce a solution for Plato’s problem that would align the study of lan-

guage with other branches of scientifi c inquiry.

One cannot repeat too often that, despite all the criticisms (includ-

ing outright abuse) that have been heaped upon it, the generative 

movement has had profoundly benefi cial effects on our understanding 

of language. It is equally true that the shifts in generative theory do 

not represent any uncertainty about the goals it was pursuing but 

more closely resemble the behavior of some craftsman, a plumber, say, 

who in attempting to loosen a recalcitrant joint periodically shifts his 

grip on the pipe. As Hornstein (2009) and Boeckx (forthcoming) sug-

gest, the devious developmental course followed by generative theory 

may have been the only practicable way to uncover all the linguistic 

facts that a fi nal model of UG would have to account for. Yet for all the 

success it has achieved, generative linguistics remains curiously iso-

lated from other scientifi c fi elds. (Indeed many would even deny it the 

status of a science.)

In part this state of affairs is due to factors that are no one’s (or every-

one’s!) fault. The attempts of linguists to grapple with syntactic com-

plexities have given rise to an arcana of opacity, a plethora of technical 

terms guaranteed to turn off all but the most dedicated inquirer. While 

material fully as complex as that of linguistics is routinely taught in 

high school physics courses, few people have any real exposure to lin-

guistics outside of graduate school. Consequently nonlinguists have 

been reluctant to do the homework necessary for any meaningful dia-

logue with linguists. Naturally this in turn has encouraged a “take it or 

leave it” attitude among linguists that has colored attempts to remedy 

their isolation.

What Jenkins (2000) described as the “unifi cation problem” has al-

ways been clear to Chomsky (1991: 6), who framed it thus: “How can we 

integrate answers to these questions [what “knowledge of language” is, 

how it evolved and is acquired, used and instantiated in the brain] within 

the existing natural sciences, perhaps by modifying them?” (emphasis 
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added). But far from modifying linguistic answers, or even discussing 

how they might best be integrated with the fi ndings of other sciences, 

Jenkins (2000: 3) indignantly rejects any talk of the “psychological re-

ality” or “neurological reality” of linguistic hypotheses, declaring that 

“linguistics could now suggest core internal properties of the language 

faculty, that in turn posed important questions for biology,” and that 

“the syntactic computations of the language faculty are the biological 

evidence” (emphasis added).

The standard argument in favor of this approach is concisely summa-

rized by Smith (2000: viii): “The assertion that the physical or the physi-

ological has some kind of priority is misconceived: theories in linguistics 

are as rich and make as specifi c predictions across a wide domain as do 

theories of chemistry or biology. Trying to reduce linguistics to neurol-

ogy in the current state of our understanding is then unlikely to be 

productive.” But this argument misses the point. No one is even sug-

gesting that “the physical or the physiological” should have priority over 

linguistic theories, merely that the latter should not proceed as if the 

former didn’t exist. We may not know much about the brain, but we 

know that when it comes to the structure of sentences, a derivational 

model is much closer to the kind of thing brains routinely do than is a 

repre sen ta tional model. We may not have a perfect understanding of 

evolution, but we know that if there is any kind of UG, it must have 

evolved, and we know that much of what has been proposed for UG is 

extremely unlikely to have been produced by evolution.

With the wisdom of hindsight it can be seen where generativists went 

wrong. From early in its career, generative grammar suffered from a 

deep internal incompatibility between its novel and its traditional ele-

ments. On the side of novelty, the faculty of language was conceived of 

as a “language organ,” something like lungs, heart, or stomach, that 

operated, like those other bodily organs, at a level opaque to the ratio-

nal, conscious mind. Language in the individual was described as “de-

veloping” or “growing,” like pubic hair or wisdom teeth, rather than 

“being learned” or “being acquired.” Yet on the other hand, language 

had traditionally been regarded as part of “human cognition,” and gen-

erativists persisted in so treating it, hence in characterizing the content 

of UG as “knowledge of language.” Curiously this incompatibility 

seems rarely if ever to have been noticed by generativists themselves. 
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Certainly its implications have never been fully discussed or analyzed 

at length.

Language has always been central in what came to be known as cog-

nitive science. Perhaps we should consider whether language, at least as 

far as its basic syntactic structure is concerned, lies outside of cognition, 

which it unquestionably enables but of which it does not, in and of it-

self, constitute a part. Language would then have two clearly dissociable 

aspects: an inbuilt, task- specifi c mechanism for producing basic syntac-

tic structures and a task- general mechanism (or mechanisms) for learn-

ing words and the lower- level syntactic pro cesses for assembling them 

(not limited to those involving linear order) in ways that would en-

hance the value of language as a means of communication.

Abstract as such a hypothesis might seem, it can be easily tested. If it 

is correct, it should be possible to develop a theory of language that will 

achieve two distinct goals. The fi rst goal is to produce a model of lan-

guage that will be plausible in terms of biology, neurobiology, and the 

behavioral sciences in general. The second is to produce a model that 

will have explanatory power when applied to the various dynamic pro-

cesses that language has undergone or continues to undergo. In other 

words, it will predict and necessitate features of language evolution, 

language acquisition, creolization, and linguistic change that might pre-

viously have been regarded as arbitrary or as produced by diverse causes. 

To advance such a theory is the main purpose of this book.

The logic of the MP has forced generative grammar in the direction of 

the model proposed in this book. In a striking anticipation of its general 

outline, Boeckx (2010: 26) wrote, “Once UG is seen to be much more 

underspecifi ed than we thought, the very existence of variation receives 

a straightforward rationale: there is variation precisely because the ge-

nome does not fi x all the details of Universal Grammar. . . .  A Minimal-

ist view of language makes variation inevitable.” In the pages that fol-

low, this model will be made explicit; Chapter 5 will describe the content 

of the “underspecifi ed” UG, and Chapter 6 will describe the variation 

that this underspecifi cation imposes on language.

But the model represents more than the logical goal of the generative 

enterprise. It is also the model of language that is most consistent with 

all we understand so far about evolutionary biology. The next two chap-

ters show why this is so.
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Postscript

I promised that at the end of this chapter I would further discuss why 

we cannot reduce want to to wanna in sentences with certain properties. 

Consider the following sentences:

1. Who do you want to (wanna) meet?

2. I want to (wanna) meet Mary.

3. Who do you want to (*wanna) meet Mary?

4. I want John to meet Mary.

(2) is a grammatical (if long- winded) answer to (1), and (4) is a similar 

answer to (3). Note that in (4), want to cannot be reduced to wanna be-

cause John intervenes between want and to. But in (3) there does not 

appear to be anything between them. However, that intervening posi-

tion is exactly where who would have occurred in the “surprise” or 

“confi rmation” question (5).

5. You want who to meet Mary?

This is the position that would normally be occupied by the subject of 

the subordinate clause SUBJECT to meet Mary. Merge must fi rst of all lo-

cate all constituents in their “home” clauses; only subsequently can they 

actually appear at the beginning of the sentence. If we adopt what has 

been termed “the copy theory of movement” (another feature that 

seems to bring theory closer to what a brain might actually do), then a 

copy of the original who is what appears in sentences like (1) or (3). 

Since who is the subject of meet it must originally merge in the same 

clause as that verb. Since who is also something that is being questioned, 

it must (at least in En glish) appear in initial position. So the brain fi rst 

assembles (3) with who in the position it occupies in (5), then merges the 

copy, so that what the brain constructs is actually (6):

6. Who do you want who to meet Mary.

The second occurrence of who is simply not pronounced, since there are 

restrictions (too complex for discussion  here) that in certain circum-

stances prohibit the reoccurrence of par tic u lar constituents. But be-

cause something isn’t pronounced  doesn’t mean that it isn’t there, in 

some form substantial enough to block the wanna contraction. Empiri-
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cists who fi nd this distasteful should think of the zero plural form for 

sheep, which allows us to say one sheep is . . .  but not two sheep is . . .  In 

general, it is the failure of empiricists to take account of linguistic facts 

as specifi c and subtle as those of wanna contraction that has prevented 

generativists from taking empiricist arguments seriously.
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The model of language proposed  here is evolvable, and 

alternative models are not. That is a very strong claim, but strong claims 

are invariably better than weak ones. To refute a weak claim  doesn’t 

take you very far into the subject. To refute a strong claim involves dig-

ging much deeper, which is what the fi eld badly needs. Too many unsup-

ported assumptions have been made, and too many misunderstandings 

have been allowed to pass unchallenged. None of these misunderstand-

ings carries more danger than those that involve the relations between 

humans and other animals. Some of those who probably regard them-

selves as staunch supporters of evolutionary continuity between non-

humans and humans behave as if normal evolutionary assumptions 

and approaches do not apply when dealing with humans.

The one good thing about behaviorism was that it treated humans 

and other animals exactly alike. All  were subject to the same simple 

mechanisms of stimulus, response, and reinforcement. Unfortunately 

behaviorists ignored the fact that all animals are different, not in their 

rankings on some scale but in their distribution across an ecological 

landscape. No two species can occupy exactly the same space in that 

landscape; each species is constrained in what it can do by the exigen-

cies of its niche. Cognitivists  were ready to accept this. But even more 

important to them  were the interactions between behavior and mental 

pro cesses. And when it came to mental pro cesses humans seemed to be 

in a class of their own.

For many, perhaps most, cognition came to mean primarily the kinds 

of conscious, voluntary mental pro cessing that probably only humans 

can do. It is not altogether clear why this should be so. Mental pro cesses 

CHAPTER 3

The “Specialness” of Humans
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mainly involve the pro cessing of information, something that every 

animal with a brain does on a daily basis. A bat hunting insects at night, 

for instance, carries out complex computations over a rapid and con-

stantly varying stream of information. Moreover this is not a stream 

in de pen dent of the bat. The bat deliberately produces the stream by gen-

erating sound impulses that can reach rates as high as 200 per second. 

Complex neural devices are required to decipher and interpret the 

echoes that these impulses create (Griffi n and Galambos 1941; Griffi n 

1959). Griffi n and Galambos fi rst reported on their fi ndings at a time 

when human sonar and radar research  were still highly classifi ed mili-

tary secrets, and the initial reaction of the academic community was 

one of frank incredulity (Dawkins 1986: 35). If echolocation was some-

thing that required all the sophisticated ingenuity humans could mus-

ter, why should not this, just as much as language, be regarded as some 

form of cognition? Yet the phrase bat cognition is very seldom seen in 

work on bat behavior. (If you enter it in Google Scholar, the fi rst work 

that comes up is about baseball.)

Consider organisms of a different kind that also show a unique behav-

ior, but one that depends not on rapid pro cessing of information but on 

a form of activity that (like language) would seem to require some kind 

of internalized plan, a neural template fl exible enough to be adapted to 

current conditions. Take as an example the orb web– spinning spider, 

which fi rst makes a bridge between two branches (or other con ve nient 

objects), forms a V shape below that, converts the V into a Y, links the 

points of the Y to create a frame, lays a large number of radius threads 

linking the frame to the center of the web, fi lls the frame with a spiral 

fi gure, then uses that spiral as a reference to lay a second spiral of sticky 

thread, fi nishing with a signal line that will alert it if an insect becomes 

entangled in the web (Harris n.d.). This is not a case where all members 

of the same species blindly generate an identical pattern. To the contrary, 

there has been “long- standing and repeated documentation of substan-

tial intraspecifi c variation in at least gross web characters such as num-

ber of radii, spiral loops, spacing between loops, angle of web plane with 

vertical, web area, top- bottom asymmetry, and stabilimenta” (Eberhard 

1990: 342)— just the kind of intraspecifi c variation we see in language!

If this is the case, why do we hear nothing of “spider cognition”? Why 

might we not suppose that orb web– spinning spiders come equipped 
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with some kind of “universal grammar” of web construction, complete 

with angles and relative proportions of height and breadth, perhaps in-

corporating knowledge of things like the tensile strength of viscous 

substances, basic properties of geometrical fi gures, effects of wind veloc-

ity, temperature, humidity, and the like, modifi able by experience and 

the example of conspecifi cs, but also allowing for individual modifi ca-

tion, “idiolects” of web construction, one might say?

I think the answer is that bats and spiders perform their intricate 

operations via “instinct,” while humans perform such feats as a result 

of “learning.” The privileging of learning over instinct seems natural 

enough for a species in which learning plays as vital a role as it does in 

ours, but it is no less pernicious for that. Learning, along with cognition, 

culture, and consciousness, places the focus of inquiry on a single spe-

cies, so that other species become of interest chiefl y for the extent to 

which they foreshadow, albeit in crude and primitive forms, the achieve-

ments of humans. But the irony of this lies in the fact that language, the 

crowning glory of humans, and (according to Darwin; see Chapter 1) 

the likeliest cause of all our cognition, culture, consciousness, and hy-

perdeveloped learning powers, is largely instinctive.

Consider physical pro cesses that we would unhesitatingly describe 

as instinctive, below consciousness, beyond cognition. Compare, for 

instance, the way we digest food with the way we produce sentences. 

Food enters our mouth, and that’s the last thing we know about the 

pro cess of digestion. Words leave our mouth, and that’s the fi rst thing 

we know about the pro cess of sentence formation. We have some con-

trol over the content of our digestive pro cesses (we can choose what we 

eat) but no awareness, unless they go badly wrong, and no conscious or 

volitional control over the pro cesses themselves. We have some control 

over the content of our linguistic pro cesses (we can choose what we 

mean) but no awareness and no control, save for the power to volun-

tarily start and stop them, over the pro cesses themselves. We can no 

more decide “I’ll put a relative clause fi rst and an adverbial clause of 

purpose later” than we can decide “I’ll digest the ice cream fi rst and the 

hot dog later.” There was a time when we could consume only milk; 

then we  were weaned onto solid food and began gradually to ingest a 

wide variety of substances, but we don’t remember anything about this 

pro cess, least of all how it happened. There was a time when we could 
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utter only funny noises; then the noises took on regular shapes and be-

came words, and we began gradually to produce a wide range of sen-

tences, but we don’t remember anything about this pro cess, least of all 

how it happened. So which of these pro cesses is cognitive?

There’s too much work in cognition that focuses our attention not on 

the pro cessing of information per se but on information pro cessing that 

is conscious and intentional. Hence while some attention is paid to ani-

mal pro cessing, human information pro cessing usually occupies center 

stage. Of the six long area articles with which Wilson and Keil (1999) 

commences, half (“Philosophy,” “Computational Intelligence,” “Lin-

guistics and Language”) deal with areas that by defi nition involve only 

humans and human inventions, while the rest (“Psychology,” “Neuro-

sciences,” “Culture, Cognition and Evolution”) concentrate mainly on 

humans. When nonhuman behaviors are under consideration, their rel-

evance to human behaviors is of prime concern; typically “we are inter-

ested in the results [of experiments involving shock- induced inhibition 

of bar- pressing] only because we assume the rat is experiencing an emo-

tional state related to human fear” (Ristau 1999: 133). But if cognitive 

science deals with information pro cessing, it should be as concerned with 

how spiders know how to spin webs as it is with how humans know how 

to make sentences.

Humans are no more aware of what their brains are doing while they 

are speaking or listening to others than spiders are when they are spin-

ning webs or bats when they are hunting insects. The fact that humans 

have large brains with unusual computational capacities does not mean 

that their cognition must somehow be implicated in the evolved infra-

structure of language. If language is an evolutionary adaptation, the 

null hypothesis is that its infrastructure, as with spiders, bats, beavers, 

and all other species with complex behaviors, is purely instinctive, a 

blueprint for a set of algorithmic behavioral routines.

An “Instinct to Learn”?

But surely language differs from web spinning and bat echolocation in 

that the former contains a substantial learning component, while the 

latter  doesn’t? How we assemble words into sentences may be instinctive, 

but fi rst we have to learn the words, and the sounds we use to make 
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those words must be fi ne- tuned by experience. I don’t know if isolation 

experiments have ever been carried out on bats or spiders, but my guess 

is that if a bat or a spider was raised without ever seeing another bat or 

spider, it would still be able to echolocate or spin a web as well as other 

species members. In contrast, children for whom some accidental cir-

cumstance has drastically reduced or eliminated linguistic input may 

never speak, or if they do may fall far short of a full adult language ca-

pacity (Curtiss 1977; Newton 2002).

Language might therefore be seen as more comparable to other kinds 

of nonhuman faculty, for instance birdsong. There are species of song-

bird whose songs are as preprogrammed as bat echolocation, but there 

are many others whose songs are at least partially learned. It has been 

known since the eigh teenth century that cross- fostered members of 

some species can even acquire the song of the foster species (Barrington 

1773), just as cross- fostered human infants may acquire a language to-

tally different from that of their biological parents. More commonly, 

immature members of the species begin by producing fi rst what is re-

ferred to as “subsong” and later something that has been termed “plastic 

song” (Marler and Peters 1982; Marler and Nelson 1992; Nottebohm 

2005). Subsong has been compared to the babbling of human infants; 

plastic song represents the stages through which the young bird’s pro-

duction passes on the way to a full rendition of its species- specifi c song, 

comparable to the “two- word” and “telegraphic speech” stages in fi rst- 

language acquisition (see Chapter 6). The ability to develop song in such 

species has been described as “an instinct to learn” (Marler 1991), a 

concept hailed by Fitch (2010) as potentially resolving the long- standing 

confl ict between empiricists and nativists. Does this concept enable us 

to allow for the role of instinct in language yet still regard it as a cogni-

tive function— to have our cake and eat it?

Language obviously depends in part on learning, otherwise we would 

all speak Humanese rather than En glish, Chinese, Swahili, or what ever. 

But the nativist- empiricist confl ict won’t be resolved by the kind of 

compromise that an instinct to learn represents. Language clearly falls 

into two parts. One part consists of the ways in which one language dif-

fers from another, and this part has to be learned. The other part con-

sists of ways in which languages do not differ. It is this part of language 

that I am comparing to things like spiders’ web spinning and bat echo-
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location. It does no good to mix up these two, as the “instinct to learn” 

formula mixes them. Humans don’t have an “instinct to learn” the sec-

ond part, the part that is like web spinning, because no learning is in-

volved. They don’t have an “instinct to learn” the fi rst part, the part that 

results in language differences, because they don’t need any specialized 

kind of instinct in order merely to learn what has to be learned if they 

are to become fully socialized beings in the par tic u lar society where fate 

has placed them.

Fitch (2011) gives a clear but, I think, mistaken view of how imma-

ture birds develop song which agrees with the pop u lar picture of how 

immature humans develop language: “A young songbird, while still in 

the nest, eagerly listens to adults of its own species sing. Months later, 

having fl edged, it begins singing itself, and shapes its own initial sonic 

gropings to the template provided by those stored memories.” I strongly 

doubt whether young birds still in the nest are “eagerly listening” or 

doing anything much besides growing larger and making sure they get 

at least their fair share of incoming food. It seems much likelier that 

they are merely executing a biological plan and that later on, instead 

of adjusting “sonic gropings” to a template of “stored memories,” they 

are adjusting that plan to fi t the adult models they are simultaneously 

hearing.

Such a proceeding would seem to characterize both birdsong “learn-

ing” and language “acquisition.” Nottebohm (2005) comes closer to get-

ting both right when he suggests that “the variable mismatch between a 

model and the attempted imitation drives output modifi cation, so that 

patterns that had not occurred before now fi rst appear.” All that I would 

question in transferring his proposal to human language is his use of 

the expression “attempted imitation.” I would therefore rephrase the 

sentence as “The variable mismatch between the direct output of the 

biological program for language and data from a par tic u lar human lan-

guage drives output modifi cation.”

To characterize the ontoge ne tic development of language in this way 

would align the development of humans with the development of other 

species. It would also, I believe, be nearer to the truth. Evolutionary pro-

cesses apply in exactly the same way, across the board, to human and 

nonhuman species alike.
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The “Component Features” Approach to Evolution

The special treatment of humans in evolutionary studies is not limited 

to the examples above. That special treatment is reinforced by the intro-

duction of the “component features” approach. This approach owes 

much of its popularity to the fact that it is frequently characterized as an 

example of the comparative method, one of the most fundamental tools 

of evolutionary biology.

“Comparisons establish the generality of evolutionary phenom-

ena. . . .  From Darwin’s time to the present, the comparative method 

has remained the most general technique for asking questions about 

common patterns of evolutionary change” (Harvey and Pagel 1991: 1– 2). 

But in language there are few if any “generalities” or “common patterns”— 

language is a unique form of behavior. So what are researchers to do 

when they encounter such forms?

The one thing they have never done, except when dealing with lan-

guage, is to take a par tic u lar unique trait or behavior of some species, 

break it down into what might appear to be its component parts, and 

then try to determine if those parts or analogs thereof can be found in 

other species, preferably close relatives, but if not, anywhere on the 

phyloge ne tic tree, with the goal of explaining how the unique trait or 

behavior evolved in the fi rst place. Thus we do not hear of attempts to 

explain how orb web spinning developed in spiders by fi rst breaking it 

down into component parts— thread production, passive trapping, and 

so on— and then looking at which other species, related or not, have 

managed to master these components. It’s not impossible. One could 

examine thread production in silkworms and caddis fl y larvae, or trap-

ping by ant- lions, angler fi sh, the ant species Allomerus decemarticulatus 

(Dejean et al. 2005), and perhaps even carnivorous plants like sundews, 

and so on.

Or take bat echolocation— in its precise form, unique to bats. A num-

ber of other species use projected sounds for locating obstacles or prey, 

including toothed  whales and dolphins, oilbirds, swiftlets, shrews, and 

tenrecs. Might not these shed light on how echolocation evolved in bats?

This possibility seems not to have even been considered. Work on bat 

evolution (e.g., Neuweiler 2003; Jones and Holderied 2007; Li et al. 

2007) makes no mention of echolocation anywhere outside the imme-
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diate ancestors of modern bats, assuming without discussion that the 

trait evolved as a  whole in response to circumstances peculiar to bats. 

But  here, surely, one could make a much better case for a “component 

features” approach than could be made in the case of humans. After all, 

humans are one species, and languages, despite their numerous super-

fi cial differences, do not fall into distinct and clearly demarcated 

classes based on fundamentally different principles. Echolocation, in 

contrast, takes quite different forms in different bat lineages. Surely it 

would be quite natural to assume that the differences between forms 

of echolocation arose through different selections of component fea-

tures, some perhaps found in tenrecs but not in oilbirds (or vice versa). 

We might reasonably expect to fi nd a substantial literature on how 

each lineage had selected its form of echolocation from components 

found in the other species that used echolocation. But we fi nd nothing 

of the sort.

However, one of the things we do fi nd is a claimed role for the FoxP2 

gene in echolocation, leading Li et al. (2007) to suggest bat echolocation 

as a precursor of human language! It is somehow seen as legitimate to 

ignore possible precursors for a par tic u lar behavior yet claim that be-

havior as the precursor of a second behavior, but only if the second be-

havior is something humans do. A clearer example of a double standard 

in biology would be hard to fi nd.

Yet for Hauser et al. (2002), the assembling of “precursors” and “com-

ponent features” is simply an example of biology’s trump card, the 

comparative method. Their line of reasoning (1572) is worth following 

in some detail. They begin by claiming that the question of whether or 

not component features of the language faculty are unique to humans 

forms “an overarching concern” in language evolution studies. Since 

unique traits have often been attributed to humans on inadequate 

grounds, they state how essential it is to demonstrate, preferably by 

experiment, that other species do not possess them. If other species do 

possess them, they may be either homologous or analogous. For in-

stance, many songbirds share with humans the feature of learned vo-

calizations, but “although the mechanisms underlying the acquisition 

of birdsong and human language are clearly analogs and not homo-

logues, their core components share a deeply conserved neural and 

developmental foundation” (1572).
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With regard to the “uniqueness issue,” one needs to ask why that is 

treated as “an overarching concern” when human uniqueness is under 

consideration but not when dealing with uniqueness in other species. 

With regard to previously claimed “unique traits” that have been attrib-

uted to humans, their uniqueness has been disproven not by breaking 

down those traits into component features but by showing that other 

animals possess  whole traits that are similar to the human trait, albeit 

perhaps less developed. For example, tool making was supposed to be 

unique to humans until it was found that chimpanzees make and use 

tools. Thus language remains unique to humans until someone can show 

that some other species possesses anything that linguists might regard 

as language. Nobody in the history of biology has treated any other 

species- specifi c trait as something that could be decomposed into a list 

of allegedly component features and exhaustively explained by combing 

nature for species that might exhibit similar features in dissimilar ge-

nomic, epige ne tic, and ecological contexts.

The notion that language could usefully be divided into a set of dis-

crete components seems to have originated with Hockett (1960; Hockett 

and Altmann 1968), who published a list of thirteen (later expanded to 

sixteen) “design features” of language, including such things as “seman-

ticity” (linkage between sound and meaning) and “discreteness” (the 

fact that speech sounds are perceived as separate and distinct from one 

another, even though phonetically, especially in the case of vowels, they 

may be on a continuum). Hockett found almost all of these features in 

the behavior of one species or another. Hauser (1996: 48– 49) had al-

ready written favorably about Hockett’s features, although the features 

selected in Hauser et al.(2002) tend to be less descriptive and more func-

tional (thereby underlining the fact that the choice of features into 

which a trait is decomposed is an arbitrary one, determined by the ob-

server’s own assumptions and predilections).

Thus there is every reason to be skeptical about the  whole trait- 

decomposing approach. Any complex trait, whether it be web spinning 

by spiders, dam building by beavers, or sentence production by humans, 

has its own internal structure, its own external relationships with other 

traits, and its own application to a par tic u lar ecological challenge that 

impacts the species in question. Let us suppose, probably counter to 

fact, that it is indeed possible to factor out par tic u lar components of a 
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given trait and fi nd the same or similar components in the complex 

traits of other species. Take such a component, call it F, and say that it 

combines with components U, V, and W to yield a complex trait CT1 in 

species A. Suppose that F, or something resembling F, is found also in spe-

cies B. But in species B, F combines with W, X, Y, and Z to yield complex 

trait CT2. Can F have developed in the same way? Is it not the case that 

what really evolved was CT1 or CT2 and that the developmental path 

followed by F, even the precise form taken by F differed markedly in the 

two cases, due to F’s interaction with U, V, and W in the one case, and 

W, X, Y, and Z in the other? Things like “categorical perception” and 

“learned vocalization” are not valid, in de pen dent evolutionary catego-

ries. They are abstract categories whose various instantiations may have 

quite different developmental and evolutionary trajectories and serve 

quite different functions in different species.

However, Hauser at al. (2002: 1572), basing their position on their in-

terpretation of “evo- devo,” concluded that the various instantiations of F 

must “share a deeply conserved neural and developmental foundation.”

Overestimating Evo- Devo

A few de cades ago it was widely believed that individual genes played 

strictly specifi ed roles— that the genes responsible for forming human 

arms  were not the same as those responsible for the forelegs of mice, 

which again differed from those involved in the production of birds’ 

wings. It followed that the more complex the organism, the larger the 

number of genes it should have. But as more and more species had their 

genomes sequenced (C. elegans Sequencing Consortium 1998; Adams et 

al. 2000; Arabidopsis Genome Initiative 2000; Rat Genome Sequencing 

Project Consortium 2004; and similar others) surprising facts emerged. 

Numbers of genes varied little between species (most animals, including 

humans, and many plants fall within a range of ~20,000 [+/− 10,000]), 

and the same genes turned out to be responsible for creating wings, fore-

legs, and arms.

Genome sequencing was a bonanza for the rapidly expanding fi eld of 

evolutionary developmental biology, or evo- devo, which had its roots in 

nineteenth- century studies and was already well established when se-

quencing began (Goodman and Coughlin 2000). It helped confi rm 
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major claims in that fi eld: that genes  were far more pliable than had 

been thought, that gene expression could be infl uenced by the environ-

ment, that epige ne tic factors played a signifi cant role in development, 

and that developmental changes  were powerful determinants of appar-

ent evolutionary novelties.

The discovery of what came to be known as “deep homologies” (Shu-

bin et al. 2009; Scotland 2010)— links between organisms that might be 

only distantly related, that would have been written off as analogies by 

previous generations, but where in fact identical genes  were involved— 

led Hauser at al. (2002) to assume that the components of human lan-

guage too could involve deep homologies. If this had been the case, their 

search for “precursors” or “component features” of language might have 

been legitimized. But most of those components  were behaviors rather 

than structural forms, and evo- devo is principally about form. Carroll 

(2005: 4)— for many, including Hauser et al. (2002), the oft- quoted bible 

of evo- devo—states at the beginning of his introduction, “The initial 

inspiration for this story is the attraction we all share to animal form, 

but my aim is to expand that wonder and fascination to how form is 

created— that is, to our new understanding of the biological pro cesses 

that generate pattern and diversity in animal design” (emphasis added). 

Indeed Hoekstra and Coyne (2007: 997), in an article critical of more 

extreme evo- devo claims, state that “advocates of evo- devo . . .  make a 

sharp distinction between the evolution of the anatomy and the evolu-

tion of all other traits” and “the theory of gene regulation largely ig-

nores adaptations affecting behavior.”

Evo- devo is still young. The fact that it hasn’t yet been able to produce 

an account of how behavior develops cannot be taken to mean that it 

won’t at some future date come up with just such an account. Mean-

while there is good reason to be skeptical. Behavior is considerably fur-

ther from direct ge ne tic control than form is. This can be shown by 

simply considering the nature of behavior. Suppose we have a species X 

with a behavior Y. Capacity for a behavior inescapably depends on hav-

ing the necessary form— a big enough brain, suffi ciently developed or-

gans of sense, limbs in the right places, whatever— and biological fac-

tors, ge ne tic or epige ne tic, mandate that form in all normal members of 

X. In other words, being a member of X mandates a capacity to perform 

Y. But capacity to perform Y does not mandate that Y will be performed. 
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Whether or not Y gets performed depends on one thing and one only: 

whether those members of the species that reliably and consistently per-

form Y make a contribution to the gene pool that is at the very least 

equal to the contribution of those that don’t perform it. The environ-

mental factors that make Y desirable or necessary are thus what ulti-

mately control per for mance of Y, and not the form- determining func-

tions of evo- devo or anything  else.

In other words, natural selection is involved. Nobody but a pan- 

adaptationist straw man denies that there exist laws of form, scaling 

laws, and other nonselectional factors that are just as much determi-

nants in evolution as is natural selection. But they operate in different 

ways and at different times. The factors described in evo- devo (and oth-

ers) determine what kinds of organism can evolve in a world with the 

physical and chemical properties of ours. Natural selection applies after 

these organisms have evolved, determining whether their adaptations 

will become species- wide, linger on in a minority of the species, or dis-

appear altogether.

Consequently to invoke evo- devo and deep homologies to justify a 

“component features” approach to language evolution is at best prema-

ture, at worst a blind alley. Complex traits, whether spider webs, beaver 

dams, or human language, evolve as  wholes, not as an accumulation of 

ingredients, in species that require those traits to fully exploit what ever 

niche they have entered or created. And  here is where evo- devo can re-

ally help us understand how this happens. What evo- devo most clearly 

reveals is the degree of plasticity in expression that enables the same 

genes to produce things as seemingly dissimilar as bat wings, bird wings, 

mouse forelegs, and human arms (Goodman and Coughlin 2000; Gil-

bert and Sarkar 2000; Carroll 2008). Linking evo- devo with niche con-

struction theory (Laland et al. 2008) opens up new and revealing ways 

of approaching the evolution not just of language but of any new and 

complex forms of behavior.

Hauser et al. (2007: 108) do make at least one excellent point: “The 

goal [in dealing with possible analogies] isn’t to mindlessly test every 

species under the sun, but rather, to think about the ways in which 

even distantly related species might share common ecological or social prob-

lems, thereby generating common selective pressures and ultimately, solu-

tions given a set of constraints” (emphasis added). However, neither the 
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article cited nor, to the best of my knowledge, any other work that takes 

a “component features” approach makes any attempt to carry out such a 

program. Indeed in the entire literature prior to Bickerton (2009), I 

know of only one author, Dunbar (1996), who has linked the evolution 

of language with any “ecological or social problem” peculiar to human 

ancestors. (I do not count frequent references to unspecifi ed “social 

pressures,” since these are never spelled out in suffi cient detail to enable 

discussion.) For all other authors, language seems to have evolved in an 

ecological vacuum, a defect as surprising as it is deplorable.

Patching the Component Features

Hauser et al. (2007: 128– 129) summarize their approach as a “patch- 

work quilt theory of language evolution,” pieces in the quilt consisting 

of component features of language found in other species that  were 

“woven together in humans by a species- specifi c syntactic innovation.” 

Before we can accept such a theory, we have to accept that all the com-

ponent features of language (except some “syntactic innovation,” pre-

sumably recursion or Merge) somehow came together in either modern 

humans or some immediately antecedent hominid ancestor. But why 

would they? How could they?

For argument’s sake, let us suppose (probably counter to fact) that 

this was somehow possible. By defi nition, all of those components must 

have been employed, in other species, for tasks other than language. 

Why would they not have simply continued, in humans, to perform the 

same tasks and nothing  else? How and why would the mere addition of 

a single new component have woven the patches into a quilt? No expla-

nations are offered.

If there was nothing like language until the “syntactic innovation” 

appeared, are we to assume that language emerged abruptly, in essen-

tially its modern form? Such is the opinion of Chomsky, a coauthor of 

Hauser et al. (2002); “at some point, unbounded Merge must appear” 

(unbounded Merge being allegedly the product of recursion), and there-

fore “the assumption of earlier stages seems superfl uous” (Chomsky 

2010: 54). It is worth noting that another coauthor of Hauser et al. (2002) 

has a diametrically opposite view: Fitch (2010) devotes three out of fi f-

teen chapters to discussion of various hypothetical models of protolan-
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guage and favors a type of musical protolanguage originally argued for 

by Darwin (1871). Hauser’s view on this issue is nowhere made explicit, 

but, like Chomsky’s, it appears to necessarily rule out any direct in-

volvement of natural selection in the evolution of language.

But no matter how profound the contribution of “deep homologies” 

or how many component features some early human had accumulated, 

nothing would have happened without natural selection. The various 

component features would have just gone on fulfi lling their original 

tasks if there had not been some selective pressure conducive to some 

form of language. And language, in however embryonic a form, must 

somehow have increased the fi tness of whoever had it, or none of the 

changes that supported it would have gone to fi xation. Central to any 

research into how language evolved are questions concerning how and 

why language developed in one par tic u lar species rather than in others 

and why no other related species has made even the most modest move 

in the direction of language, despite having (presumably) a large subset 

if not all of the necessary component features. Indeed the higher the 

number of component features claimed to appear in other species, the 

more it becomes mysterious why humans and only humans developed 

language.

Not only do serious (perhaps the most serious) questions about how 

language evolved remain unanswered under the “patch work quilt” 

theory, but that theory has some implications that any biologist would 

surely want to avoid. The notion that component parts of language as-

sembled gradually over time until their mere collective presence triggered 

language suggests a progressive, teleological view of evolution more con-

sistent with creationism or intelligent design than with naturalistic sci-

ence. Indeed the patchwork quilt theory demands a Quilter, and if that 

Quilter  wasn’t natural selection, what was it? Yet Hauser et al.(2007) do 

not mention natural selection even once in the entire article, and men-

tion selective pressures only twice, once in the passage cited above and 

once, at the end, as a kind of afterthought (128) in equally general terms. 

They seem to have taken it as self- evident that language was bound to 

be selected for, and this, alongside the implication that its component 

features  were being gradually and steadily amassed over hundreds of 

millions of years, inevitably brings to mind the long- discredited scala 

naturae or divinely appointed Great Chain of Being.
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Up the Ladder to Humans

I have been sharply critical of the “component features” approach, so it’s 

only fair to mention one of its more positive aspects. It has served to 

draw attention away from what Pepperberg (2007) called the “primate- 

centric” approach, with its focus on “precursors” of language limited to 

species closely related to humans.

That a primate- centric approach should have predominated in lan-

guage evolution studies for so long is unsurprising, given the coinci-

dence of two powerful forces. The fi rst was the belief that evolution 

must invariably proceed through innumerable small changes, and ac-

cordingly must be gradual and continuous. The second was the infl u-

ence of what one might call “ge ne tic triumphalism”— the notion, 

widespread in the de cades immediately following the Crick- Watson 

unraveling of the ge ne tic code and exemplifi ed in Dawkins (1976), 

that genes  were invariant and all- powerful agents of evolutionary 

change. Taken together, and given the ge ne tic similarities between 

apes and humans, it seemed only logical to seek the immediate ante-

cedents of language in primate ancestors. Since those ancestors  were 

all long dead, the only course seemed to be the study of those primate 

species closest to humans, despite the vast behavioral differences be-

tween humans on the one hand and chimpanzees, bonobos, and goril-

las on the other.

In fact similarities between closely related species are not always 

found even in the physical realm, let alone the realm of behavior. Con-

sider three apparently very dissimilar species: the elephant, the hyrax, 

and the dugong. Based on their physical appearance, a natural assump-

tion might have been that the elephant was most closely related to other 

large, thick- skinned mammals (hippopotamus or rhinoceros), that the 

hyrax was a small rodent, and that the dugong had somehow split off 

from earless seals. In actual fact, evidence from a number of sources 

reveals that the three are more closely related to one another than they 

are to any other species (Stanhope et al. 1998; Nishihara et al. 2005). 

Needless to say, to look for “precursors” of unique features, whether 

physiological (the elephant’s trunk) or behavioral (its low- frequency 

communication), in hyraxes or dugongs would be quite futile. But the 

greater degree of physical similarity between apes and humans seems to 
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have led researchers to assume that comparable behavioral similarities 

must also exist.

In fact research along the lines recommended by Hauser et al. (2002, 

2007) has indicated that even if we take a component features ap-

proach, there are numerous features for which other, more remotely 

related species seem far better adapted than the great apes. “Functional 

reference” (expressed in calls used to warn conspecifi cs of approaching 

predators), seen by some as a precursor of words, is found in vervet 

monkeys (Cheney and Seyfarth 1988) and even chickens (Evans et al. 

1993) but is absent from the communication of great apes. Ape vocal 

learning, as well as capacity to reproduce speech sounds (Hayes and 

Hayes 1952), is inferior to that of parrots (Pepperberg 1991), dolphins 

(Richards et al. 1984), and even harbor seals (Ralls et al. 1985). Yet 

such differences are not merely ignored but sometimes even denied, 

despite empirical evidence to the contrary. In discussing the absence 

of functional reference from ape communication, Mithen (2005: 113) 

states that “it is in this African ape repertoire, and not in those of mon-

keys or gibbons, that the roots of human language and music must be 

found. The apparently greater complexity of monkey calls must be an illu-

sion, one that simply refl ects our limited understanding of ape calls” 

(emphasis added).

Mithen’s (2005) remarks are based on a widespread if seldom explic-

itly stated assumption: that animal communication has evolved by the 

kind of ratchet- like pro cess that produced eyes or wings— a pro cess de-

veloping from simple beginnings but preserving each improvement un-

til the end product is a complex organ exquisitely adapted for what ever 

it does. But as already noted, physiology and behavior evolve in quite 

different ways. The signal repertoires of some species— it seems inap-

propriate to call them “systems” since they have no internal structure— 

contain more units than those of others, but there is no consistent cor-

relation between species complexity and number of signals (Wilson 

1972). Unlike language, no signal repertoire has any kind of internal 

structure, no equivalent of even the simplest grammar. Indeed there is 

no sign of “progress” in any direction, let alone progress in the direction 

of human language. But again humans (and anything connected with 

humans) are treated as special. Only when a human connection forms 

the object of inquiry is a preexisting signal repertoire supposed to become 
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capable not just of evolving but of evolving into a complex system un-

like anything  else in nature.

A moment’s thought should show why physiological and behavioral 

evolution necessarily differ from one another: it is for the same reason 

that evo- devo has been able to account for physiological but not be-

havioral adaptations. Physiology is under much tighter ge ne tic control 

than behavior (although even physiology may be freer than com-

monly supposed; see recent work such as Gilbert and Epel 2009 or 

Piersma and van Gils 2010). “Behavior is the result of a complex and 

ill- understood set of computations performed by ner vous systems 

and  it seems essential to decompose the problem into two: one con-

cerned with the question of the ge ne tic specifi cation of ner vous systems 

and the other with the way ner vous systems work to produce behavior” 

(Brenner 1974: 72). The problem is even more complex than Brenner 

could have known. He wrote before either evo- devo or niche con-

struction theory had developed, in other words, before ge ne tic plastic-

ity was understood and before it was realized that behavior too has 

degrees of freedom. Behaviors are primarily determined not by factors 

intrinsic to the organism but by the exigencies of the niche that a spe-

cies occupies.

In other words, the behaviors of species are rather precisely tailored 

to fi t, not the environment in general but the Umwelt, those aspects of 

their environment with which given species directly interact (Uexküll 

1910, 1926). Given the degree to which, as evo- devo has shown, envi-

ronmental factors can infl uence gene expression, one might expect that 

the components of complex novel traits would develop in place, in the 

species that required those traits, in the course of the development of 

those traits. One would certainly not expect that such components 

would have to be handed on, like batons, ready- made or at least capable 

of being perfected, from one species to another. But that is exactly what 

is presupposed by both the component features and the primate- centric 

approaches.

Critics of a focus on primates and precursors are often accused of “typi-

cally tak[ing] the Cartesian position that language is special, in the sense 

that all of its attributes are unique in humans,” as well as of claiming that 

animal signals are “simply a read- out of emotional states,” produced in a 

“refl exive and involuntary” manner (Evans et al. 1993: 315). Neither of 
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these accusations applies  here. Any claim that “all of [language’s] attri-

butes are unique in humans” would be absurd, if anyone actually made 

it. All that the antiprecursor position claims is that the existence in 

other species of phenomena similar to some found in language tells us 

nothing of signifi cance about how language evolved in humans. Nor 

has the uniqueness (or otherwise) of language any connection with the 

belief, known to be false since at least Cheney and Seyfarth (1990), that 

animal signals are involuntary expressions of emotion. I reject the “pri-

mates and precursors” approach not because it threatens human spe-

cialness but for a precisely opposite reason: because it covertly reinstates 

human specialness. Just like the component features approach, it treats 

humans in ways quite different from those used when nonhumans are 

objects of study.

Treating nonhuman behaviors as precursors of human behaviors 

has been well described by Rendell et al. (2009: 238), who in review-

ing comparisons between language and animal communication state, 

“Although the loosely defi ned linguistic and informational constructs 

make con ve nient explanatory shorthand, they are problematic when 

elevated beyond meta phor and pressed into ser vice as substantive ex-

planation for the broad sweep of animal- signaling phenomena.” In 

reality, animal communication is designed primarily to manipulate, 

not to inform (Krebs and Dawkins 1984). Rendell et al.’s criticism, far 

from being “a declaration of evolutionary discontinuity,” is quite the 

reverse. It is motivated by the fact that “characteristics of signaling in an 

array of species are routinely tested for possible language- like proper-

ties, thereby turning the normal evolutionary approach on its head. The 

equivalent for locomotion would be to take the mechanisms, functions, 

and energetics of human bipedality as a model for understanding the 

quadrupedal condition from which it evolved” (Owren at al. 2010: 

762). Owren et al. conclude that “if the mechanisms . . .  are funda-

mentally different, the parallels that are so often drawn exist primar-

ily in a meta phorical rather than a real- world domain. We suggest that 

they are therefore more a distraction than a boon to serious scientifi c 

inquiry” (763).

Consequently the search for features of animal communication that 

prefi gure components of language is “both teleological and circular” 

(Rendell et al. 2009: 238), a claim that seems fully justifi ed. Consider 
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exactly what is entailed by saying that the words and syntactic struc-

tures of language have “precursors” in animal communication. It has been 

claimed, for instance, that the alarm calls of vervet monkeys (Cheney and 

Seyfarth 1990) are word- like. More recently there have been claims of 

syntax- like (or at least combinatorial) utterances by putty- nosed monkeys 

(Arnold and Zuberbuhler 2006). Researchers who make such claims or 

who endorse them (e.g., Hurford 2007a; Kenneally 2007) are looking at 

animal signals not as phenomena in their own right but as indicators of 

the extent to which other species anticipate aspects of human language. 

It is as if language represented some kind of adaptive peak that other 

animals  were struggling to climb (but  were unsuccessful to the extent 

that they failed to attain it). Again this inevitably recalls the scala natu-

rae or Great Chain of Being, the divinely sanctioned pyramidal struc-

ture that formed the prevailing view of nature before Darwin changed 

it forever. The irony is that those who seek “precursors of language” 

sincerely believe they are reducing the distance between humans and 

other species.

Primates and Pressures

We have reviewed two ways of approaching human evolution that treat 

humans and nonhumans differently. Unfortunately there is at least one 

more. What is bizarre about this one is that it makes humans special by 

effectively denying them any role in their own evolution.

As noted earlier, most books on the evolution of language make no 

attempt to integrate it into the overall evolution of humans, despite 

the fact that the evolution of language forms an essential and (I argue 

in these pages) the single most important part of that pro cess. Either 

hominid ancestors are ignored altogether or human evolution and lan-

guage evolution are treated as entirely separate topics. As an example 

of the fi rst approach, Hurford (2007a) includes only a page about sex-

ual dimorphism in australopithecines and a couple of tangential re-

marks about Homo habilis and Homo erectus (both in citations from 

other authors) in a work of nearly four hundred pages. As an example 

of the second, Fitch (2010) devotes three chapters (nearly a hundred 

pages) to an account of human ancestry (starting from single- celled 

organisms), nearly fi fty pages of which concern our most recent ances-
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tors. But this chapter (signifi cantly entitled “Hominid Paleontology 

and Archeology”— not hominid behavior!) is almost entirely limited 

to the usual “bones and stones” account found in paleontology text-

books, and Fitch’s own version of the earliest stages of language is not 

presented until 170 pages later. There are no cross- references with 

his “hominid” chapter and no serious attempts to ground his hypoth-

esis of a “musical protolanguage” in specifi c behaviors of any human 

ancestor.

But perhaps the most telling way to demonstrate the extent to which 

human ancestors are eclipsed by other primate species in the language- 

evolution literature is to present in tabular form the total number of 

page references to extinct ancestral species found in a representative 

sample of such books as compared to the number of page references to 

living primates, as shown in the index of each book. As Table 3.1 

shows, works on language evolution refer to living primate relatives 

that did not develop language on average more than fi ve times as fre-

quently as they refer to species one of which must have actually devel-

oped language.

How are we to explain this surprising disparity? The obvious re-

sponse is to say, “Well, we know relatively little about human ancestors, 

who aren’t available for study, but a lot more about living primates, who 

are, and because of the high degree of ge ne tic closeness between hu-

mans and primates, we can legitimately use primates as a model for 

prehumans.” In other words, it’s a classic case of looking for your car 

keys where the streetlights are.

Table 3.1.  Number of page references to hominids versus other primates 
in language- evolution studies

Hominid Other primate Ratio H:OP

Aitchison (1996) 11 31 1:3
Deacon (1997) 67 117 1:1.75
Burling (2005) 17 74 1:4.3
Kenneally (2007) 40 217 1:5.5
Hurford (2007a) 8 180 1:22.5
 Total 143 619 1:5.3
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Using modern ape behaviors as a baseline for subsequent hominid 

development commits us to viewing what ever developments led to 

language as being no more than enhancements of traits already pos-

sessed by apes. By many, this is seen as both natural and desirable. In 

the preface to a recent volume devoted to considering the relationship 

of humans to other apes (Kappeler and Silk 2010: v), the editors 

state— as fact, not argument— that “comparative studies of our closest 

biological relatives, the nonhuman primates, provide the logical foun-

dation for identifying human universals as well as evidence for evolu-

tionary continuity in our social behavior.” However, this currently 

extremely pop u lar view is pernicious in several respects. First, it 

trashes more than fi ve million years of evolutionary development in 

the line that led directly to Homo sapiens, assuming without argument 

that nothing signifi cant can have happened in that interval. Second, 

although aimed at reducing the “specialness” of humans and empha-

sizing human continuity with other species, it treats apes not as well- 

adapted animals in their own right but rather as incomplete humans— 

organisms, to use Jane Goodall’s (1971) telling phrase, “in the shadow 

of Man.” Third, it drastically reduces our capacity to answer a key 

question in language evolution: Why did humans and no other species 

develop language?

The more precursors and component features of language we uncover 

in other species, the harder it becomes to answer this question. As noted 

earlier, regardless of which scenario one chooses, natural selection has 

to apply at some stage. Even the Promethean mutation of Chomsky (2010) 

would never have reached fi xation if Prometheus’s descendants hadn’t 

outbred the competition. But the choice of modern apes as models for 

ancient humans limits candidates for the crucial selective pressure(s) to 

those that would also have affected other apes.

The number and variety of pressures that have been hypothesized 

(Johansson 2005 lists over a dozen, from tool use and hunting to social 

intelligence and female choice) should be enough in itself to excite sus-

picion. None stands out; none has a predominance of evidence over oth-

ers. None is more than a Hail Mary hypothesis, a desperate attempt at 

forming some proposal in light of the supposed lack of relevant evidence 

and the extreme diffi culty of the problem given this supposed fact. But 

all these theories fail a simple thought experiment. Bear in mind that 
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(proto)linguistic behavior had to pay off from the earliest utterances or 

its ge ne tic infrastructure would never have reached fi xation. So consider, 

given your favorite selective pressure, what those fi rst utterances could 

have been and whether they could have been useful enough to be retained 

and added to.

Note that although this sounds like asking “What  were the fi rst 

words?,” it is not the same. The question is aimed simply at fi nding out 

whether, given a certain selective pressure, it would have been possible 

to produce utterances that would have been in any way relevant to that 

pressure. Take the “grooming and gossip” hypothesis of Dunbar (1996). 

This does at least satisfy the uniqueness- to- humans condition in that it 

claims that an increase in group size among human ancestors made the 

grooming of signifi cant others too time- consuming and therefore caused 

it to be replaced by the sharing of titillating bits of information about 

other group members. Such information would require not only signs 

for par tic u lar group members (no big deal: dolphins can do it; see Janik 

et al. 2006) but also signs for interactions between group members. Ut-

terances like “X fought/had sex with/stole food from Y” require not only 

verbs— much more slippery meaning- wise than nouns and therefore 

seldom found among the fi rst fi fty words acquired by children— but 

enough syntax to distinguish “X did Y to Z” from “Z did Y to X.” None of 

these would have been available until language had undergone a consid-

erable degree of development. In other words, the earliest stages of lan-

guage could not have expressed any gossip of the slightest interest, and 

since some other motive would have had to drive those stages, gossip 

as a grooming substitute cannot have constituted the selective pressure 

underlying the origin of language.

Viability of fi rst utterances is far from the only thought experiment 

that can be used to evaluate selective- pressure hypotheses. Four more 

can be found in Szamado and Szathmary (2006), where eleven hypoth-

eses are examined and all found to fail at least one of those tests. How-

ever, there is a much stronger argument for rejecting pressures that 

would have affected other species. Where the human species is not in-

volved, it is assumed (even by some who give special treatment to hu-

mans) that novel traits arise as responses to novel problems that are 

faced by par tic u lar species. For instance, Hauser (1996: 154) asks, “What 

special problems do bats confront in their environment that might have 
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selected for echolocation?” (emphasis added). He does not discuss rea-

sons for asking this question. To the contrary, he appears to regard it as 

self- evident that this is what one does when dealing with any novel adap-

tation. Indeed I have already cited a case (Hauser et al. 2007; 108) where 

he explicitly states the “special problem” criterion as a general research 

strategy. And yet when language rather than echolocation is the topic, as 

in Hauser et al. (2002), no mention is made of any “special problem” 

that might have selected for it.

The force of this objection will seem even stronger when we take 

into account niche construction theory (see below). It will then be-

come clearer why novel adaptations can arise only through coping 

with “special problems.” Researchers who focus on pressures affecting 

other apes may believe they are honoring evolutionary principles of 

gradualness and continuity, but in so doing they are dishonoring some 

of the most central evolutionary facts. One is that the ge ne tic vari-

ability on which evolution works— without which there could be no 

evolution— exists mainly because organisms live in a wide variety of 

environments, rely on a wide variety of nourishment, and obtain that 

nourishment in a variety of different ways. Another is that the nature 

of environments, available nourishment, and means of procurement 

are subject to constant changes and that the responses of organisms to 

these changes are the motor of evolution, without which life could 

hardly have developed beyond bacteria. And though we do not know 

as much as we would wish about human ancestors, what we do know 

is enough to show that their environments and ways of exploiting 

those environments diverged very far from anything found among 

other primates.

Niche Construction Theory

Evo- devo is not the only new development in twenty- fi rst- century biol-

ogy. Niche construction theory (Odling- Smee et al. 2003; Laland and 

Sterelny 2006; Laland et al. 2008) is equally signifi cant.

Proponents of niche construction theory argue that classic neo- 

Darwinism (Mayr 1963; Williams 1966: Ayala and Dobzhansky 1974) 

unduly restricts the role played in evolution by the evolving organisms 

themselves. From pond scum on up, living organisms actively cause 
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changes in their environment by adding to, subtracting from, or modi-

fying various aspects of that environment.

Everyone (including even creationists) accepts that if the environ-

ment changes, animals will adapt to those changes. According to some 

noted evolutionists, that is all there is: “Adaptation is always asymmetri-

cal; organisms adapt to their environment, never vice versa” (Williams 

1992: 484). And in many cases organisms do indeed adapt to the envi-

ronment in which they happen to fi nd themselves. But often that envi-

ronment is radically altered, for example by abrupt and severe climate 

change or the emergence of new predators. Organisms then have three 

options: they can go extinct; they can adapt to the new conditions; or 

they can move into a new niche. (Note that though the last option often 

involves a move into new territory, it  doesn’t need to; members of the 

species concerned can remain in the same territory but change the way 

they exploit that territory by changing what they eat or their method of 

obtaining it.)

The third alternative has been chosen many times in the course of 

evolution. Aquatic animals have come on land. Terrestrial animals have 

returned to the water. Surface- dwelling species have climbed into the 

trees or gone underground. The fi rst to move  were, by defi nition, un-

adapted to their new terrain. However, the very fact of their having 

moved changes the evolutionary pressures that bear on them. It is at 

this point that the concerns of niche construction theory begin to over-

lap with those of evo- devo (Laland et al. 2008), since the newly under-

stood plasticity of ge ne tic factors is precisely what enables an organism 

to adjust rapidly to new conditions. A feedback effect is thus created 

whereby organism and niche mutually and simultaneously act upon 

one another, the organism transforming the niche, and the niche in 

turn transforming the organism until an almost perfect (or at least 

“good enough”) fi t is achieved between organism and niche— precisely 

the kind of fi t that leads creationists to hypothesize a Creator.

For example, the adaptation of a previously terrestrial species to a 

mostly aquatic life that involved damming streams didn’t require the 

beaver to assemble the teeth, eyes, claws, fur, tail, and so on necessary 

for that life before venturing into the water. To the contrary, it would 

appear that the beaver’s eyes are both unique and exceedingly well 

adapted to the beaver’s (constructed) niche. In other words, novel 
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 adaptations typically result not from an accumulation of preexisting 

components but from the evolution in place of a suite of components 

which, while they might fi nd analogs among other species,  were the 

product of interaction between a par tic u lar organism and a par tic u lar 

niche.

Note that niche construction theory serves, among other things, to 

sharply reduce the apparent differences between humans and nonhu-

mans. Before further examining the links between niche construction 

and speciation, it is worth taking a brief look at one of these, something 

we refer to as “culture.” The word has been used with a variety of mean-

ings, some of which (“refi ned and sophisticated works of art and intel-

lect,” “patterns of behavior based on symbolic capacity”) effectively 

limit use of the term to the human species. Probably most in the behav-

ioral sciences would agree with something along the lines of “behaviors 

that vary between groups within the same species and have to be so-

cially learned.” Such defi nitions have licensed accounts of “culture” in a 

variety of species (Bonner 1983; Avital and Jablonka 2000), but espe-

cially among apes (Wrangham 1995; Byrne 2007). However, the dispar-

ity between the number and diversity of cultural practices among hu-

mans and their rarity and paucity in other species makes the usage look 

more like a desperate attempt at po liti cal correctness than a genuine 

effort to establish continuities of evolutionary pro cess.

However, if instead of calling it “culture” we regard the  whole range 

of variable human behaviors as simply an example of niche construction, 

we place humans on a continuum that links them with many other spe-

cies, including some as phyloge ne tically remote as termites (Abe et al. 

2000). Ants and termites have constructed elaborate niches; humans 

have developed an even more elaborate niche and by assigning it the 

name “culture” have set up yet another mechanism for making them-

selves look special.

Some may object that the reduction of culture to a product of niche 

construction is illegitimate because human culture involves learned 

behaviors while niche construction in other species involves mostly un-

learned behaviors. But there are a number of responses. First, as noted 

earlier, the privileging of learning over instinct— almost an assumption 

of its moral superiority, one is sometimes tempted to think— has no ra-

tional basis. Second, niche construction  can’t involve ge ne tically based, 
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instinctive behaviors. The very novelty of a created niche (i.e., its nov-

elty for the species constructing it) guarantees that its creators don’t yet 

have any special adaptation for it. New niches can be developed only 

through behaviors for which there is no prior instinct, behaviors that 

have to be invented and passed on by learning before they can trigger 

the adaptive pressures that will eventually ensure them a place in the 

genome. Third, recall that virtually the entirety of human culture de-

pends on the possession of a single faculty, the faculty of language, the 

workings of which lie as far from conscious awareness and volitional 

control as any of the “instinctive” behaviors of other species. In other 

words, all of our elaborate “learned” “culture” rests on a foundation as 

instinctive as that which underlies dam construction by beavers or fun-

gus farming by ants.

Given such facts, it is unbecoming for humans to boast, like the fl y 

on the chariot wheel, “Look at the dust I raise!” Indeed without niche 

construction, we could never have come into existence as the species 

that we are.

Niche Construction and Hominid Speciation

“One of the ironies of the history of biology is that Darwin did not really 

explain the origin of new species in The Origin of Species, because he 

didn’t know how to defi ne a species. The Origin was in fact concerned 

mostly with how a single species might change in time, not how one 

species might proliferate into many” (Futuyma 1983: 152). Under the 

ge ne tic blending that Darwin assumed as the result of assortative mat-

ing, it is indeed hard to see how speciation could take place. Mendel’s 

research radically changed that picture, and the theory of speciation is 

now a well- studied fi eld.

Speciation can be allopatric (involving the physical separation of 

two  groups from the same species) or sympatric (where both groups 

continue to inhabit the same territory).  Here we shall be concerned only 

with sympatric speciation (Maynard Smith 1966; Dieckmann and Doe-

beli 1999; Higashi et al. 1999; Gavrilets and Waxman 2002). Unsurpris-

ingly most speciation is allopatric. However, there is good reason to 

 believe that hominid speciation was primarily if not exclusively sympat-

ric (Summers and Neville 1978).
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If one looks at a map of archaeological sites in East Africa, particu-

larly in the Rift Valley, sites associated with different species in the 

human lineage can be found clustered together, suggesting that the 

same areas  were used by several species over several million years. 

Moreover recent fi ndings indicate that Homo habilis and Homo erectus 

(species previously thought to be ancestral to one another) overlapped 

and coexisted for perhaps as long as half a million years (Spoor et al. 

2007). There can be a number of different causes for sympatric specia-

tion, but some of the most powerful come from differences in resource 

exploitation; either different resources are used, or the same resource is 

obtained by different means and/or is differently used (see sources cited 

earlier). Changes in resource exploitation occur frequently in the con-

text of niche construction, which may cause an organism either to enter 

a preexisting niche (Kawata 2002) or actively seek to create a new niche 

(Beltman et al. 2004). In the second case, “The colonization of a new 

niche is a fi rst step towards speciation . . .  as a result of selection for ad-

aptation to the new niche” (Beltman et al. 2004: 36).

However, once this fi rst step is taken, progress usually continues 

through subsequent stages of speciation to a point where hybridization 

becomes vanishingly rare or impossible. By the time that happens, spe-

cies and niche have usually achieved a good fi t, and subsequent changes 

are rare and usually modest. Laland et al. (1999)  were perhaps the fi rst 

to point out the intimate connection between niche construction and 

punctuated equilibrium (Eldredge and Gould 1972). Eldredge and Gould 

pointed out that typically in the paleontological record, new species ap-

pear relatively suddenly and then persist with little or no change over 

relatively long periods. This proposal was attacked by gradualists such as 

Dawkins (1986), who proposed instead something he called “variable 

speedism.” But neither side in the controversy produced any explanation 

of why either “punctuated equilibrium” or “variable speedism” should 

exist.

The facts themselves support the Eldredge and Gould (1972) claim 

rather than that of Dawkins (1986), and niche construction explains 

why this should be so. A species needs to adapt rapidly if it enters a new 

niche. But once that niche is developed, there is little need for further 

change— unless there is some drastic change in the environment, in 

which case another speciation event becomes possible. Chapter 4 takes 
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up this issue in a more detailed examination of hominid speciation. 

 Here we need only note that evolutionary novelties are most likely to 

emerge in the early stages of speciation, and they are unlikely to occur 

except during the construction of some novel niche. Reasons for this 

become more apparent in the next section.

Some Guidelines for the Study of Language Evolution

I have made some negative comments on the way Hauser and his col-

leagues have approached the issues. It is therefore only fair to say that 

their work also contains two important pointers (not, unfortunately, 

followed by them) that, if taken together, will help to steer us in the 

right direction.

The fi rst, from Hauser et al. (2002: 1572), advocates “the extension of 

the comparative method to all vertebrates and perhaps beyond” (empha-

sis added). The second, already cited and essential for constraining the 

fi rst pointer, directs attention to “ways in which even distantly related 

species might share common ecological or social problems, thereby generating 

common selective pressures and ultimately, solutions given a set of con-

straints” (Hauser at al. 2007: 108, emphasis added). Note that it is only 

searches for “precursors” or “component features” that I have criti-

cized as an abuse of the comparative method. Searching for “common 

problems” and “common selective pressures” is another matter entirely, 

since it focuses on similarities between niches developed by different 

species rather than on traits developed by other species so as to better 

adapt to their own par tic u lar niches. In addition it focuses on evolution-

ary convergence (Conway Morris 2003), the fact that there seems to be 

a limited number of solutions for any evolutionary problem. Good solu-

tions to any given problem will therefore tend to be repeated, regardless 

of large species differences. These differences will necessarily cause 

variance in the precise means by which a par tic u lar solution is achieved, 

but that is only to be expected. Phyloge ne tic distance is no longer the 

embarrassment that Mithen (2005) and others feared.

Following these two pointers removes any need to assume that other 

primates’ behaviors must necessarily be taken into consideration. If 

other primates had faced “ecological or social problems” similar to those 

faced by human ancestors, they would probably have attempted similar 
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solutions. If the shared problem had anything to do with communica-

tion, their responses and ours should both have entailed some change 

in the means of communication. But there is not the slightest sign that 

the communication patterns of apes have changed in any way since ape 

and human lineages parted company— certainly not any that would 

point in the direction of language. This fact clearly indicates that we 

should abandon apes as models of human evolution. Instead we should 

look at the history of more immediate ancestors for a problem unique to 

those ancestors that had to be faced at a date later than that of the last 

common ancestor of humans and chimpanzees.

Next we should face the consequences of assuming that, as suggested 

in Chapter 1, we may have to deal not with a single pro cess (“the evolu-

tion of language”) but rather with two or more distinct pro cesses of 

which language was merely the end product. We should look for what-

ever pro cess took human communication away from the stimulus- 

bound signals of other animals to the threshold of the stimulus- free 

world that language would open up. This might have been easier when 

the issue was most frequently described as “the origin of language.” Re-

phrasing this as “the evolution of language” seems somehow to have 

taken the focus away from the very earliest stages. Hurford (2007a: 

333), for example, writes, “As soon as the breakthrough was made for 

animals to communicate their thoughts relatively freely to others, a cas-

cade of other innovations  were [sic] selected.” We are not told what that 

breakthrough was, nor when, how, or why it happened, nor what in-

novations  were contained in the cascade. 

It could surely be argued that the failure to focus on origins, as much 

as any intrinsic diffi culty in the topic, is what has made the question of 

how language evolved “the hardest problem in science” (Christiansen 

and Kirby 2003: 1). Even if language evolution had been a single pro-

cess, any pro cess has to have a beginning, and once you know how a 

pro cess began, it is relatively easy to fi gure out its subsequent stages. The 

oft- repeated mantra that the origin of language cannot have had a sin-

gle cause but must have involved the combination of many different 

factors goes a long way toward explaining why the problem has been 

made to seem so intractable. Nobody denies that a number of things had 

to be present before any species could aspire to language or that many 

diverse factors  were involved at some stage in the emergence of language. 
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Those statements, though true, are profoundly unhelpful. One is left 

with a laundry list of possible factors but no metric for ranking their 

relative importance nor any means of determining the order in which 

they became operative. No wonder the problem looked hard. But how-

ever many factors there  were, they must have applied in some par tic u lar 

sequence that only a carefully crafted scenario of the earliest stages of 

the move towards language can reveal.

Accordingly, inquiry should begin by looking at any circumstances 

that might have driven human ancestors to go beyond the limitations 

imposed by most animal communication. We should beware of any 

theory claiming that some internal factor such as a ge ne tic mutation 

could be a suffi cient condition for the emergence of any evolutionary 

novelty.

Signifi cant evolutionary novelties do not result from spontaneous 

changes in the organism. Instead, as niche construction theory shows, 

they come about when changes in behavior develop as adaptations to 

par tic u lar niches. Take one rather obvious example: the origin of avian 

fl ight. There have been at least four theories (Zhou 2004). The cursorial 

theory proposes that bird ancestors ran faster and faster and made lon-

ger and longer leaps. The arboreal theory proposes that they jumped 

from bough to bough, eventually gliding, like modern fl ying squirrels. 

More sophisticated modern theories propose either that they  were pred-

ators who pounced on terrestrial prey from branches (Gartner et al. 

1999) or that they made ground nests but retreated to nearby branches 

at night, diving to the rescue if eggs or offspring  were in danger (Kava-

nau 2007). Diverse as these theories are, they share one factor: all agree 

that some behavior came fi rst and that the ge ne tic adaptation of form 

followed it. No one ever suggested that fl ight began when some random 

mutation started wings growing.

We can now specify rather precisely the only conditions under which 

language could have been evolvable. Some species younger than our 

common ancestor with the apes and directly ancestral to modern hu-

mans must have confronted some very specifi c problem. That problem 

must have had two clear- cut and indisputable characteristics. It must 

have been a problem that no other species of remotely similar mental 

capacity had to face. And, whether it was “social” or “ecological,” it must 

have been one whose solution involved some kind of change or addition 
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to the communicative behavior of prehumans. Of course, identifying 

such a problem is far from completing the story. It has to be shown that 

solving the problem would have far- reaching effects on the species that 

solved it— effects that could hardly have been foreseen, and that even 

today evolutionary linguistics seems hardly aware of.
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Maynard Smith and Szathmary (1995) saw language as 

the eighth and latest of a series of major transitions in evolution. Two of 

the others are the emergence of multicellular organisms and the origin 

of life itself, so language moves in some pretty heavy company. And 

clearly events of such magnitude cannot occur like the fl ip of a switch. 

To the contrary, how life began breaks down into several different ques-

tions (Dyson 1999): how reproduction began, how metabolism began, 

and how replication began. (Note that, as Dyson explains, reproduction 

and replication are two different things.) And whether multicellular or-

ganisms had symbiotic, colonial, or syncytial (single cells with multiple 

nuclei) origins, their emergence was a pro cess involving a series of in-

termediate steps and taking place over a substantial period (Hedges et 

al. 2004).

Thus if, as most assume, the transition from an alingual state to mod-

ern human language formed a single unitary pro cess, that transition, 

whether gradual or catastrophic, represented a development unknown 

in any other evolutionary context. Only an account of language evolu-

tion as a series of dynamic pro cesses can avoid the trap of human spe-

cialness and provide a coherent explanation of how language evolved. 

Just as in Dyson’s account of how life began, we have to answer three 

questions— in this case, how the bonds of animal communication  were 

broken, how the brain imposed structure on the output of this fi rst pro-

cess, and how, despite having a single basic structure, the fi nal result 

was not a single language but several thousand languages. This chapter 

seeks to answer the fi rst question

In dealing with any pro cess, it helps to start with some kind of base-

line. That baseline should have two components. Obviously it’s important 

CHAPTER 4

From Animal Communication 
to Protolanguage
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to know where to start communicatively. But it’s equally important to 

know what there was to communicate— how rich (or how poor) was the 

cognitive state of our last alingual ancestors— because the relative qual-

ity of prelinguistic cognition must surely infl uence the subsequent course 

of language development. If cognition was initially very rich, comparable 

in every way to that of modern humans, a quite short trajectory for that 

course would have been possible. If prehumans  were “cognitively, pretty 

much as you are” (Hurford 2007a: 164), with concepts similar in all re-

spects to those of humans, then (leaving aside for the moment syntax 

and phonology) all that had to be done was fi nd labels for those con-

cepts. If, on the other hand, cognition was relatively poor— if our an-

cestors could mentally represent only what they could convey commu-

nicatively, what Chomsky (2010: 57) called “mind- independent objects or 

events in the external world”— a lot more work would have to be done. 

Language as we know it depends crucially on prior possession of symbols 

that pick out not par tic u lar individuals or occurrences but general catego-

ries of object and event— not “that black dog” or “running to the store last 

Friday,” but simply “dog” or “running.”

With regard to a communicative baseline, we can assume that com-

munication in the last alingual ancestors of modern humans differed 

little from communication among living apes (Mitani 1996; Pollick and 

de Waal 2007). It would thus have consisted in at most a few dozen in-

nate signals expressing either desires or intentions of the signaler or at-

tempts to manipulate the behavior of conspecifi cs. All signals would 

have been inextricably bound to par tic u lar types of situation and par tic-

u lar contexts of utterance. (Use of signals to deceive does not count as 

an exception; for deception to work, signal receivers have to believe that 

context and situation are appropriate.) No signal would have been able 

to convey objective information.

Some may object that functional reference (discussed in Chapter 3) is 

frequent in the communication of organisms from vervet monkeys to 

chickens, so that objective information about the presence of predators 

is thereby conveyed. But this belief rests on the assumption that warn-

ing signals are in some sense “names” for the predators warned against. 

Typically, however, animal signals do not express anything we could 

paraphrase with single words. If we try to translate them into Huma-

nese, we fi nd the nearest equivalents are  whole (normally imperative) 
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clauses: “Mate with me,” “Keep off my territory.” The vervet interpreta-

tion of the “ea gle” warning is probably better represented by some ex-

pression along the lines of “Look out, danger from the air!” or “Quick, 

run into the bushes and hide!” In any case, like all signals that do not 

merely express the signaler’s current feelings, the intended function of 

the signal will be to manipulate behavior rather than inform. Of course 

there is nothing to stop animals from inferring information— in this 

case, the presence of an eagle— just as we do when we say things like 

“Those clouds mean rain by the eve ning.” But we are not reduced to mere 

inference by the kind of utterances typical of human language.

The communicative baseline is not diffi cult to establish. The cognitive 

baseline is another matter.

The Paradox of Cognition

A recurring concern in post- Watergate politics has been “What did X 

know, and when did X know it?” That concern is at least equally press-

ing when we consider cognition in human ancestors.  Here the problem 

is compounded by the fact that evidence of seemingly equal plausibility 

can be assembled on either side of the debate. One large body of evi-

dence shows that nonhuman organisms must have a large store of rich 

and complex concepts. Another large body of evidence shows that there 

must be some vast cognitive gulf between humans and all nonhuman 

species, expressed in terms of things that the former can do that the lat-

ter cannot. In order to resolve this seemingly paradoxical situation, let 

us weigh the evidence on both sides of the debate. In what follows I deal 

only with concepts of concrete, nameable entities. More abstract rela-

tional concepts, such as same- different, will not be considered, even 

though some of these suggest impressive capacities in many animals. All 

that is at issue  here is a capacity to hold concepts of a kind that could, 

potentially at least, be represented by words.

Evidence for Advanced Cognition

To many, one of the strongest arguments in favor of advanced cognition 

among prehumans has been evolution itself. They see “descent by modi-

fi cation,” Darwin’s preferred term for evolution, as virtually entailing 
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that each modifi cation be extremely slight. There is therefore not suf-

fi cient time for a vast increment in cognition to arise between the last 

common ancestor of humans and chimpanzees and the appearance of 

modern humans. Consequently at the dawn of language there can have 

been relatively little difference between the cognition of human ances-

tors and their closest relatives.

Darwin (1871: 57) himself supposed that “the mental powers of some 

early progenitor of man must have been more highly developed than in 

any existing ape, before even the most imperfect form of speech could 

have come into use.” The view that increased intelligence is a prerequi-

site for rather than a consequence of language is widely shared by mod-

ern writers. Burling (2005: 72) states fl atly, “Even before [human ances-

tors] began to speak, they must have dealt with the world by means of a 

rich set of concepts. Names cannot be given to things and events unless 

the learner already has the ability to form concepts for those things and 

events.” Statements like this seem to discount the possibility that lan-

guage and cognition developed in a coevolutionary spiral.

Turning to empirical evidence, it has been known since the 1960s 

that even pigeons can form concepts of a wide variety of natural and 

artifi cial objects and of other organisms, not merely ones they may al-

ready be familiar with (e.g., humans) but ones of which they almost cer-

tainly had no prior experience (e.g., fi sh; Herrnstein 1985; Pearce 1989; 

Watanabe 1993). These  were, of course, experimental results. But the 

formation of concepts also takes place in the wild. Scrub jays (Clayton 

and Dickinson 1998; Emery and Clayton 2001; Raby et al. 2007) show 

that concepts of other species may persist in their minds without any 

stimulus from the conceived object. Scrub jays provisioning for winter 

establish thousands of food caches in different spots and then recover 

the contents months later, eating the most perishable fi rst. They even 

keep track of whether they are watched by other birds during caching 

and rebury the food if this occurs (Dally et al. 2006). This suggests an 

expectation that others will steal the cache if not prevented from doing 

so— quite a sophisticated piece of mind reading for a bird.

If jays and pigeons can form and maintain concepts, we would expect 

apes to do at least as well. Experiments by Kohler (1927) showed that 

apes  were not restricted in problem solving to objects they could cur-

rently see but would retrieve boxes or other objects from different sites 
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in order to obtain fruit placed out of their reach. This could, of course, 

be written off as mere recall of specifi c objects and their locations rather 

than possession of abstract categories of object or location; possession of 

full- fl edged human- like concepts is much more diffi cult to demonstrate. 

It is not so easy to write off the per for mances of “language”- trained apes. 

One of the most striking of these was the training of the two chim-

panzees Sherman and Austin to use lexigrams not merely for concrete 

classes of objects (e.g., different kinds of tool or food) but also for the 

abstract, superordinate classes “food” and “tool.” This suggests ability to 

acquire at least one aspect of symbolism: relations between and ranking 

of concepts.

Some authors (e.g., Chater and Hayes 1994) have concluded some-

what pessimistically that it is premature to claim human- like concepts 

for nonhumans since human defi nitions of concept are inextricably 

linked with language and because we do not know how animal concepts 

are neurally instantiated. This view, though understandable, seems un-

duly restrictive. Provided an animal has some repre sen ta tion of a class 

of entities X that can be triggered by any kind of pre sen ta tion of X or 

any event or memory that in any way involves X, it seems reasonable to 

claim that that animal has a concept of X that, in and of itself, does not 

differ signifi cantly from the kind of concept of X that humans have.

Evidence against Advanced Cognition

However, as shown earlier, the case for advanced cognition in prelin-

guistic organisms is based on indirect evidence: the capacity of such or-

ganisms to behave in ways that strongly suggest, but do not necessarily 

prove, their possession of human- like concepts. In drawing conclusions 

to such behaviors we should always heed the caveat of Shettleworth 

(2010: 4): “Research often reveals that simple pro cesses apparently quite 

unlike explicit reasoning are doing surprisingly complex jobs.”

At least as signifi cant as the things nonhumans can do are the things 

nonhumans  can’t do. If nonhumans do have advanced cognition, how is 

one to explain the list of uniquely human cognitive behaviors listed in 

Penn et al. (2008: 109) and cited in Chapter 1? “Human animals— and 

no other— build fi res and wheels, diagnose each other’s illnesses, com-

municate using symbols, navigate with maps, risk their lives for ideals, 
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collaborate with each other, explain the world in terms of hypothetical 

causes, punish strangers for breaking rules, imagine impossible scenar-

ios, and teach each other how to do all of the above.” Surely the only 

thing that enables these behaviors is a form of cognition far in advance 

of what other species have. Mere lack of labels for concepts or of chan-

nels for utterance does not seem to explain nonhuman inability to de-

vise such things. Concepts as abstract as “cause” might have been hard to 

deal with without words, but what about concepts of things like “fi re”? If 

use of fi re, as is sometimes suggested, began with the collection of smol-

dering material from lightning strikes, this did not require language. 

Nor did snares (made from lianas), deadfalls, or covered spiked pits, any 

or all of which would have greatly enhanced primate capacity for trap-

ping game. If apes are so intelligent, how is it that no ape has ever pro-

duced any innovation along these lines?

Penn et al. (2008) attribute such nonhuman limitations to an inabil-

ity to perform abstract reasoning in areas such as transitive inference 

and causal relations. They contend that even some simpler operations 

such as same- different and match- to- sample tests, operations that many 

species seem to master easily, depend on objects in the tests having per-

ceptual properties and claim that if role- based (functional) properties 

are involved, the operations fail. Conversely “a human subject is per-

fectly capable of reasoning about a role- based category such as ‘lovers’ 

or ‘mothers’ or ‘tools’ without there being any set of perceptual features 

that all lovers, mothers, or tools have in common” (125).

This seems to be setting the bar too high. “Lovers,” “mothers,” and 

“tools” cannot exist as categories prior to language. Neither a mother, a 

lover, nor a tool has any perceptual properties that would enable a given 

entity to be identifi ed as a lover, a mother, or a tool. To reason about such 

categories one has to have a set of predicates that defi ne functions or 

relationships (e.g., “mother” is a female person who has given birth to 

someone) and another set that assigns class membership (e.g., “A hammer 

is a tool,” “A saw is a tool,” and so on). It is unsurprising that nonhumans 

lack such capacities. This follows straightforwardly from the fact that 

nonhumans don’t have language.

What is really at issue  here is the status of far simpler concepts, con-

cepts that could have a purely perceptual base. Consider the concepts 

that would be required for, say, the invention of a deadfall. All one needs 
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to do is to imagine a forest trail and a log propped over it supported by 

slender sticks in such a way that if one stick is dislodged, the log falls; 

then imagine an animal coming down the trail and dislodging the stick. 

Everything involved in this scene is a concrete entity with perceptual 

properties. Chimpanzees love meat when they can get it. If they have 

even the most elementary concepts, why  haven’t they thought of any-

thing like this?

Resolving the Paradox of Cognition

Nonhumans must have advanced cognition and human- like concepts 

because there are so many things they can do. Nonhumans cannot have 

advanced cognition and human- like concepts because there are so many 

things they  can’t do. This paradox must be resolved if we are to under-

stand how humans relate to other species.

A good place to begin is the difference between online and offl ine 

thinking (Bickerton 1990b). Online thinking occurs when an individ-

ual is involved in some specifi c activity, and that activity is the focus of 

thought. A bat fi nding its way around a deep cave, a hawk diving on a 

fast- moving rabbit, or a human driving a complex route through heavy 

traffi c are all engaged in online thinking. Offl ine thinking occurs 

when the topic of thought has nothing to do with the thinker’s current 

behavior— a human at rest, mentally designing a deadfall, for example. 

Are nonhumans capable of offl ine thinking? Since for any organism 

without language offl ine thinking would necessarily be a private opera-

tion, we cannot say for certain that they are not. However, there is no 

good reason to assume that they are. In our case, the ability to think of-

fl ine is what underlies the im mense creativity and behavioral variability 

of humans. The absence of that ability in all other animals would suffi ce 

to account for their minimal creativity and minimally variable behavior. 

Similarly the ability of humans to solve problems by performing abstract 

logical operations and the inability of nonhumans to solve similar prob-

lems unless these concern known objects with physical properties inevi-

tably suggest that offl ine thinking is restricted to humans.

But attributing cognitive limitations to an inability to perform offl ine 

thinking merely restates the problem in other words. Why  can’t nonhu-

mans do offl ine thinking? Until we can fi nd out how concepts and 
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categories are actually represented in human and nonhuman brains re-

spectively, no one can do more than speculate. Under these circumstances, 

the best strategy is to assume the minimal amount of difference between 

human and nonhuman concepts that is consistent with the massive ob-

servable differences between the behaviors of humans and nonhumans.

Assume, as so many already have, that there is no substantive dif-

ference between human and non- human concepts. What could then 

account for the behavioral differences? Suppose that despite that simi-

larity, nonhuman concepts could not be freely and reliably linked with 

one another, and could not even be voluntarily accessed. This would 

effectively prevent off- line thinking; nothing that the organism was 

actually engaged in doing would trigger the necessary concepts. If the 

assumptions  here are correct, there is nothing more to be said. If they 

prove incorrect, this can only be because we have overestimated the 

quality of nonhuman concepts. We would then have to think about 

what quality of nonhuman concepts could make them unlinkable and 

inaccessible. But we would not be forced to backtrack on our original 

assumption, because the problems of linkage and accessibility would 

remain.

The assumption that animals capable of complex behaviors have con-

cepts that differ little if at all from human concepts in their essential 

makeup is supported by some recent studies (e.g., Newen and Bartels 

2007; Aguilera 2011; Chittka and Jensen 2011). Thus differences in the 

scope of human cognition might be accountable not in terms of the con-

stitution of the concepts themselves but with factors such as the possi-

bility of voluntary retrieval of concepts and/or the existence of strong 

neural links between areas where concepts are stored.

To perform offl ine thinking both voluntary retrieval and neural link-

age are essential. Any concept has to be continuously accessible and im-

mediately retrievable if any offl ine thinking is to be done. But nothing 

is gained by retrieving individual concepts in isolation from one an-

other. It is essential to be able to link potentially any concept with any 

other concept, or at a minimum to have rapid linkage between a wide 

range of concepts so that invoking one will immediately give access to 

others related to it. It can hardly be an accident that these prerequisites, 

as well as being basic essentials for any complex thinking, are identical 

with those required for conducting fl uent linguistic communication.
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But how could the prerequisites themselves have come about? We 

return to this topic below.

The Initial Step toward Language

If we want to start from the earliest stage of language, and if at the same 

time we want to begin by exploring the likeliest possibility— that be-

havior caused changes in the mind/brain rather than vice versa— then 

we have to look at prelinguistic communication, unpromising as that 

may initially seem. (Compare the treatment of this issue in Bickerton 

1990b with that in Bickerton 2009, which Balari and Lorenzo 2010 

treated almost as an act of religious apostasy from the anticommunica-

tive position of the earlier work.) Only if this course proves fruitless 

should we look at developmental or other organism- internal phenom-

ena. It is all too easy to tell just- so stories about hypothetical internal 

developments— serendipitous mutations or still mysterious “laws of form” 

that might have led to language. But paying lip ser vice to biology while 

cherry- picking which biologists and which biological phenomena to 

pay heed to (the approach unfortunately adopted by too many self- 

described “biolinguists”) seems relatively unlikely to yield fruitful re-

sults. It is important to note that nothing in the present treatment entails 

or even implies that “language developed from prior communication,” 

the bugbear that so frightens Balari and Lorenzo (2010) and others 

who subscribe to “biolinguistics” (see Jenkins 2000; Boeckx and 

Grohmann 2007). What evolved from prior communication was not 

language or anything like language, but rather an enhanced commu-

nicative repertoire that opened the gates for the subsequent develop-

ment of language.

As Conway Morris (2003) points out, convergence (adoption of simi-

lar solutions to similar problems) is ubiquitous in evolution. This fact 

suggests a modus operandi for an origins- of- language search. If any 

other species, however remote, has ever exceeded even one of the limi-

tations that characterize the rest of nonhuman communication, then 

the problem(s) that occasioned such a development may have been 

faced by human ancestors too. Should that prove to be the case, the fi rst 

plausible scenario for the fi rst step toward language should be within 

reach.
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The Neglected Hymenoptera

What is perhaps the only clear breach of prior communicational limits is 

one that involves displacement. Displacement is listed among the design 

features of language (Hockett and Altmann 1968) and defi ned as “the 

ability to talk about things that are not physically present.” The only 

species for which mechanisms of displacement are known are phyloge-

ne tically remote from humans (bees and ants); the overall pro cess can 

be inferred in the case of ravens (Heinrich 1991), but  here the method of 

execution is still unknown. Bees and ants employ very different mecha-

nisms from one another. (On complex dances in bees, see Frisch 1967; 

Gould 1976; Dyer and Gould 1983; On chemical or behavioral methods 

in ants, see Wilson 1962; Holldobler 1971, 1978; Moglich and Holldobler 

1975.) The behavior itself and its function, however, are identical

The phyletic distance between humans and hymenoptera, the fact 

that the latter operate by instinct (recall that humans are supposed to 

operate with “advanced cognition”), the profound differences in or ga ni-

za tion (social vs. eusocial), and the massive differences in brain size have 

so far discouraged language- evolution researchers from seriously consid-

ering the possible relevance of hymenopteran communication. But be-

fore writing off bees and ants there are certain facts that make such 

differences far less signifi cant. First, language as a brain- internal physical 

mechanism lies far beneath the reach of conscious cognition and is con-

sequently as much an instinct as anything bees or ants do. Second, 

some scholars have quite seriously proposed that, abstracting away from 

reproductive behavior, humans should be included among eusocial spe-

cies (Foster and Ratnieks 2005), even if “only loosely” (Nowak et al. 2010). 

Third, and most important, work on evolutionary convergence (Conway 

Morris 2003, 2008; Liu et al. 2010; McGhee 2011) has shown that fac-

tors like relative brain size and phyletic distance are quite irrelevant to 

convergence pro cesses. It would be perfectly possible (and highly de-

sirable) to create a convergence map of organisms, similar in princi-

ple to cladistic diagrams, but instead of grouping species by their phys-

ical features, grouping them by their habitats and means of obtaining 

subsistence.

When we recall that large- scale cooperation also is found only among 

hymenoptera and humans, the legitimacy of comparing these appar-
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ently widely different organisms becomes even more apparent. We need 

to look at the problems faced by ants and bees that led to the relevant 

communicative and cooperative behaviors to see whether in fact similar 

problems  were faced by human ancestors (but not by any other primate 

species).

Both bees and ants are extractive foragers (omnivorous ones, in the 

case of ants). Both exploit food sources that are often large and rela-

tively short- lived (patches of fl owering plants in the case of bees, dead 

organisms in the case of ants) and that could not be fully exploited by 

lone individuals. These factors make it necessary to recruit nest mates 

by imparting information about the whereabouts and in some cases the 

nature or quality of the food sources. The fact that the latter are nor-

mally at some distance from where the information is transmitted forces 

displaced communication.

A very similar ecological problem was faced by human ancestors, but 

by no other primate species, around two million years ago. It involved 

confrontational scavenging, in par tic u lar the scavenging of megafauna 

carcasses. Some historical background is required to show how this came 

about.

A Scavenging Niche for Homo?

Over the period from four million to two million years ago, the cli-

mate of East Africa became progressively drier. Consequently “Homo is 

the fi rst hominid to exist in areas of fairly open, arid grassland” (Reed 

1997: 289). During this period, great changes took place in the distri-

bution of species, as shown by statistics from the Omo Valley, a habitat 

central to the area of most numerous hominid sites (Bobe et al. 2002). 

Primates, their regular food sources severely reduced, fell by nearly 50 

percent in the million years between three million and two million 

years ago, while bovids, taking advantage of large open grasslands, 

increased their repre sen ta tion in the total fauna more than threefold: 

from 17 to 54 percent. These increased numbers meant that meat be-

came the food source with the highest calorifi c yield for the least ex-

pense of energy and should therefore, according to optimal foraging 

theory, have been preferred by any species able to exploit it (Stephens 

and Krebs 1986).
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Meat had presumably always been a welcome addition to primate diet. 

(For discussion of hunting by chimpanzees, see Boesch 1994; Boesch and 

Boesch 1989; Mitani and Watts 1999.) Note, however, that the chimpan-

zee’s most favored hunting strategy— isolating individual monkeys in 

tall trees— would have seldom been available under savanna conditions, 

while the technology of habilis or early erectus would have been inade-

quate for the capture of large or even medium- size prey (Binford 1985). 

No doubt some hunting was undertaken, but it would have been op-

portunistic, limited to smaller, sick, or aged animals, and inadequate to 

make up for the loss of frugivorous resources. Human technology, how-

ever, was extremely well adapted for scavenging; it included sharp stone 

fl akes capable of cutting through the thickest hide (Schick and Toth 

1993) and hand axes that, in addition to their use in butchery, had aero-

dynamic properties that would have made them effective projectiles 

( O’Brien 1981) for driving off rival scavengers.

Among other primates, scavenging behavior is rare or non ex is tent 

(Teleki 1975, 1981). This has been taken as evidence against scavenging 

by human ancestors (e.g., Geist 1987). However, what food a species ob-

tains and how it is obtained are determined less by ge ne tic factors (ex-

cept insofar as these may make certain foods indigestible) than by what 

the environment offers. The habitats of other primates made scavenging 

unnecessary, but some habitats of human ancestors made it unavoidable 

if those ancestors  were to survive.

In any case, evidence that some varieties of Homo engaged in scaveng-

ing is abundant. Prior to two million years ago, cut marks on bones (in-

dicative of human butchery) are normally found superimposed on tooth 

marks of other species, indicating that prehumans had accessed bones 

only after other animals had partially or wholly defl eshed them. After 

two million years ago, tooth marks are with increasing frequency found 

superimposed on cut marks, indicating that prehumans had accessed 

the bones fi rst (Bunn and Kroll 1986; Blumenschine 1987; Blumenschine 

et al. 1994; Monahan 1996; Dominguez- Rodrigo et al. 2005). Since some 

of the animals concerned are too large to have been successfully hunted 

with the armament of contemporary hominids, scavenging becomes 

inescapable.

Signifi cantly, other factors from quite different areas point to changes 

in human behavior and physiology also arising at approximately two 
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million years ago. Two that seem obviously related are changes in forag-

ing patterns (Larick and Ciochon 1996) and changes in physiology sug-

gesting an adaptation for endurance running (Bramble and Lieberman 

2004). The fi rst of these involves a change from catchment scavenging 

(where hominids worked a restricted area around a central place) and 

territory scavenging (where hominids ranged over an extended area 

with no par tic u lar focal spot). The second involves differences between 

habilis and erectus, the latter being larger and taller, with longer legs and 

an essentially modern skeleton. Both these changes are consistent with 

a niche that, while not limited to scavenging, signifi cantly involved the 

location and procurement of large carcasses over what  were probably 

quite wide areas.

However, the type of scavenging involved was inevitably confronta-

tional. Since prehumans lacked the technology to kill larger mammals, 

they had to take carcasses of animals that had either died natural deaths 

(infrequent for any but the largest species) or that other carnivores had 

already killed. In either case, they  were likely to encounter fi erce com-

petition from both predators (who also scavenge when possible, since 

scavenging rather than hunting conserves energy) and other scaven-

gers. In fact even into erectus times, humans  were as likely to become 

prey as to take prey (Hart and Sussman 2005). Only well after two mil-

lion years ago was there a signifi cant decrease in the number of human 

bones found in caves used by predators around Swartkranz, South Af-

rica (Pickering et al. 2008). Lacking both artifi cial and natural (teeth, 

claws,  etc.) weapons, prehumans  were left with a single resource: num-

bers. Only if they  were able to recruit numbers large enough to drive 

away competitors could they hope to gain fi rst access to most carcasses.

In other words, the ecological problem they faced was strikingly simi-

lar to that which led to the emergence of displacement among ants and 

bees, the only difference being that the perishability of the food source 

was now accompanied by the need to exclude competitors (non ex is tent 

for bees and relatively trivial for ants, though extremely important for 

ravens). Both factors made speed of execution essential. But recruit-

ment, in a non- eusocial species, inevitably presents problems.

Recruitment requires cooperation, and primates seldom cooperate. 

On the relatively rare occasions when they do (which usually involve 

sharing of meat as a symbol of value), cooperation can be accounted for 
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in terms of kin selection (Hamilton 1964), reciprocal altruism (Trivers 

1971), “tolerated scrounging” (Isaac 1978), the consequence of sanctions 

against cheaters (Clutton- Brock and Parker 1995), or “costly signaling” 

for the sake of some consequent benefi t (Hawkes 1991). But even when 

cooperation occurs, it rarely extends beyond dyads. The kind of cooper-

ation required in recruitment for carcass seizing, a kind that necessarily 

involves quite large groups of individuals, is wholly unknown in all liv-

ing primate species but one.

De la Torre Sainz and Dominguez- Rodrigo (1998) place the origins of 

human cooperation squarely in the context of meat consumption, al-

though since they cannot decide on the relative roles of hunting and scav-

enging their proposal is less specifi c than that developed  here. Without 

some such recruitment scenario, there is no convincing account of how 

human cooperation (of a strength unparalleled outside the hymenoptera) 

got launched. Cooperation- competition confl icts have been modeled ex-

tensively in recent years through the medium of game theory (Maynard 

Smith 1982; Axelrod 1984). No currently available model exactly repre-

sents all of the dimensions involved in confrontational scavenging sce-

narios, but nonlinear N- person public good games (Archetti and Scheur-

ing 2011) come close: “In these models cooperators pay a cost and 

contribute to a public good that, in the simplest case, can be consumed 

by all members” (Bickerton and Szathmary 2011). In such situations, 

the cost (in this case, time and energy possibly wasted, plus some risk of 

injury or death in confrontations with rival scavengers) should not out-

weigh the public good (a large supply of meat that might sustain coop-

erators for several days). If all cooperated, everyone would receive this 

benefi t. If an insuffi cient number responded, no one would receive any 

benefi t. The latter factor would make punishment of defectors— a pow-

erful factor in encouraging cooperation, according to Boyd et al. (2003)— 

much more likely.

However, the choice between cooperation and defection depends cru-

cially on information— information of a kind no other primate, and 

hardly any other species, was equipped to give, since the source of that 

information would in most cases lie well outside the sensory range of 

potential recipients.
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Confrontational Scavenging and Displacement

Consider fi rst the constraints that determine unit size in foraging. While 

larger numbers are more effective for protection from predators, animals 

must forage over an area that can meet their energetic and nutritional re-

quirements (Chapman et al. 1995), making overly large foraging bands an 

uneconomic proposition. Consequently fi ssion- fusion foraging patterns 

have been observed for several primate species (Kummer 1971; Lehmann 

et al. 2007), and in savanna environments, “daytime food searching 

 demands required individuals to forage in small parties” (Aureli et al. 

2008: 31). However effective larger bands might be as protection from 

predators, such bands foraging as units could not have covered suffi cient 

ground to feed all members, and the practice would soon have led to star-

vation. But now suppose one of these small parties encountered a large, 

freshly dead carcass. What was it to do? If other scavengers  were already 

present, small numbers could not safely and simultaneously butcher the 

carcass and keep the other scavengers off; some members of the party 

would likely themselves end up as prey. They would need the help of the 

other parties that composed their band. But in all likelihood, those other 

parties would be out of both sight and earshot, perhaps miles away. How 

could information rich and precise enough to ensure effective coopera-

tion be transmitted? Only by extending existing modes of communica-

tion through the addition of displacement.

Note that this situation both is unique to human ancestors and 

links a fundamental (nutritional) need with a behavior that requires 

something beyond normal animal communication for its successful 

execution— two factors that previous theories of language evolution 

conspicuously lack. How was that execution carried out? We may never 

know, but if ants and bees could fi nd a way, surely an advanced primate 

could. Perhaps something like the tandem running of ants (where one 

ant literally grabs another and drags it along) was involved. Probably 

individuals imitated sounds or actions typical of the carcass’s species, 

since this would give an idea of the carcass’s size, which in turn might 

encourage cooperation. Distance and direction would help too, as with 

bees. Clearly in such a situation what ever worked communicatively 

would be adopted, making irrelevant all the frequently voiced arguments 

over whether “the earliest forms of language”  were vocal or manual.
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Note the existence of yet a further factor that, while of limited signifi -

cance at the time, would turn out to be indispensable for the evolution 

of both language and advanced cognition. Hitherto (unless we accept 

the dubious premise that functional- reference signals  were proto- words 

for predator species) no signal outside the hymenopteran repertoire con-

veyed specifi c reference to objective aspects of, and entities within, the 

natural world. In other words, the notion that the world might consist 

of nameable objects was literally inconceivable to animal minds. This 

is another problem that researchers in the fi eld have consistently 

underestimated.

Recruitment for confrontational scavenging forced prehuman minds 

to accept the notion. When a prehuman who had just discovered a car-

cass appeared before conspecifi cs gesturing and making strange sounds 

and motions, the motive could only be informational: “There’s a dead 

mammoth just over the hill, come help get it!” Recall that some ant spe-

cies present samples of the food available to encourage cooperation. Our 

hypothetical prehuman could hardly bring along a chunk of mammoth 

meat, but he or she could convey, by mimicry of the motions and/or 

sounds made by the animal in question, what species that animal be-

longed to. The ability to name the species would prove not only central 

to language when language fi nally emerged but would also establish the 

linkage between voluntary signals and their related concepts crucial for 

the development of both language and advanced cognition.

In Bickerton (2009), only the scavenging of megafauna— carcasses of 

ancestral elephants, rhinoceroses, and the like— was considered. Bick-

erton and Szathmary (2011) propose a more gradual development of 

confrontational scavenging, starting with carcasses of smaller animals 

either abandoned or attended by only one or two predators or a few vul-

tures, progressively graduating to larger and better guarded carcasses as 

the ability to drive off competing scavengers (by improved distance and 

accuracy of missile throwing) and to butcher carcasses (with Acheulean 

rather than Oldowan technology) both improved. It has been suggested 

(Robert Blust, personal communication, 02/12/13) that contemporary 

hominids could have used fi re as well as throwing to deter competition. 

This presupposes that such hominids could actually have made fi re. 

(They could hardly have maintained fi re over long periods just in case 

they encountered a large carcass.) However, the pro cess of stone knap-
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ping would sometimes produce sparks, which might occasionally ignite 

dry vegetable material, so this possibility for the beginning of controlled 

fi re and its fi rst use cannot be ruled out.

In any case, there is evidence for increasing meat consumption start-

ing around two million years ago (Eaton et al. 2002; Ungar et al. 2006). 

After the carcass was seized and butchered, selected portions would 

presumably have been carried to the nearest relatively secure place and 

consumed there. It is even possible that hominids proactively tracked 

herds of large herbivores to watch for sick animals that might form fu-

ture prey, though on present knowledge this must remain speculative.

Any theory that seeks to explain why and how language originated 

must be able to pass a series of tests. The selective pressure involved must 

be one unique to human ancestors; otherwise we have to explain why 

the same pressure in other primates had no effect. The result of the pro-

cess must be fully functional from the beginning; otherwise no form of 

language would ever have established itself. Since a handful of signals 

featuring displacement does not constitute a signifi cant expenditure of 

energy, those signals are “cheap tokens” (Zahavi 1975, 1977) likely to be 

disbelieved and disregarded by members of a species capable of tactical 

deception. Since primates are selfi sh, information exchanged must be 

equally useful to sender and receiver ( just as cooperation must benefi t 

both inviter and invitee).

Only the theory presented  here passes all four of these tests. Unique-

ness is satisfi ed by the fact that confrontational scavenging was not un-

dertaken by any other primate. Initial functionality is satisfi ed by the fact 

that the fi rst small handful of signals would have brought tangible and 

immediate benefi ts. The “cheap token” credibility problem is resolved by 

the fact that the presence of carcasses would have quickly confi rmed 

statements of their availability (or, in case of disconfi rmation, would have 

quickly led to sanctions against liars). Selfi shness would not have been an 

obstacle, since without an exchange of information, neither sender nor 

receiver would have received benefi ts.

Scavenging and Wallace’s Problem

It is essential to emphasize that if evolution had stopped at the point we 

have now reached, Wallace would not have had a problem. In Chapter 1 
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we saw how Wallace was disturbed by the fact that language and human 

cognition  were far in excess of the needs of any prehuman species— so 

deeply disturbed that he could not believe normal evolutionary forces 

could have given rise to them. For that reason alone he felt obliged to 

make a divine exception for the intellectual powers of humans, even at 

the cost, as Darwin pointed out, of assassinating his own brainchild.

What human ancestors now had was an enhanced communication 

system adequate for the development of a new niche: the confrontational 

scavenging niche. Wallace would have been happy with that. Why would 

those ancestors have needed anything more? What would have selected 

for more complex adaptations?

Language in its modern form is so clearly adaptive, provides such an 

unpre ce dented degree of control over the environment, that we auto-

matically assume that once it had begun, any improvement in it would 

have been selected for. Two different but complementary considerations 

suggest that this assumption is at best premature. First is the fact that, 

though language in its modern state may be highly adaptive, it is far 

from obvious why intermediate stages, especially the earlier ones, 

would in themselves have been adaptive. We can tell one another just-

 so stories about why they might have been. We can suggest, for in-

stance, that individuals with better language skills would have acquired 

more mates or achieved more positions of leadership, thereby increasing 

their contribution to the gene pool. But these are not even just- so stories 

so much as Hail Mary passes to get around Wallace’s problem and show 

that run- of- the- mill natural selection can account for every step in hu-

man evolution.

The second consideration involves the paleoarchaeological record. If 

language had yielded signifi cant results in developing new and more ef-

fi cient behaviors, we would expect to see starting around two million 

years ago a gradual but steady improvement in artifacts and other physi-

cal traces of human behavior. In fact we see nothing of the kind. Tool 

inventories hardly increased over most of that nearly two- million- year 

period. Even existing tools changed at a glacial pace: the Acheulean 

hand ax retained the same shape and proportions for over a million 

years. “The Oldowan and Acheulean industrial complexes are remark-

able for their slow pace of progress between 2.5 and 0.3 [million years 

ago] and for limited mobility and regional interaction” (Ambrose 2001: 
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1752). Such a sluggish pace suggests that, pace Pinker and Bloom (1990), 

language was not being strongly selected for.

This same argument could, of course, be used for claiming that lan-

guage in any shape or form simply didn’t exist until fi fty to a hundred 

thousand years ago. Unfortunately to do so you have to believe one of 

two things. You have to believe that language with all today’s complexi-

ties blossomed from an alingual state without any triggering circum-

stance as a result of yet unknown laws or serendipitous mutations. 

Alternatively you have to believe that everything needed for language 

was in place already save perhaps one thing— recursion, say— which 

for some similarly mysterious reason and by equally mysterious means 

managed to wrap all those prerequisites into one exquisitely functional 

package.

Note that the adoption of such beliefs  doesn’t in any way solve Wal-

lace’s problem. Since the state of affairs immediately preceding the 

appearance of anatomically modern humans had (as noted earlier) 

changed very little in the preceding two million years, the gap between 

human needs and human capacities had scarcely narrowed. Much more 

limited means, both linguistic and cognitive, would have suffi ced for 

life as it was lived one or two hundred millennia ago. And for no other 

species did an abrupt and unaccountable event provide a cognitive (or 

any other kind of) increment that was so much more than nature could 

have needed.

If we rule out normal selective pro cesses and magical versions of evo- 

devo, what’s left? The answer is just two things: words and their neural 

consequences. The invention— for it can only have been an invention, 

albeit not a conscious or even an intentional one— of symbolic units had 

crucial consequences for the brain, giving it material to deal with of a 

kind it had never experienced before. The ramifi cations of this theme 

will carry us through most of this chapter and the next. The place to start 

is with displacement. This offers a way, perhaps the only way, through 

which symbolism could be attained.

Why Displacement Matters

Choice of displacement as a road into language may surprise some read-

ers. Displacement is not what most people think of fi rst when they 
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consider the most clearly distinctive properties of language. Arbitrari-

ness is a common choice and is indeed ubiquitous in language. Apart 

from a handful of onomatopoeic items, words bear no relation to the ob-

jects they symbolize, as illustrated by many familiar examples (e.g., 

repre sen ta tion of the same domesticated animal in contiguous lan-

guages by Spanish perro, French chien, German hund, and En glish dog). 

The dog is an interesting example, because one of its attributes not only 

lends itself to onomatopoeia but has actually yielded an onomatopoeic 

expression: bow- wow. But bow- wow never graduated out of baby talk or 

motherese, and bark itself is rendered in other languages by equally 

nononomatopoeic terms: ladrido in Spanish, aboiement in French, bellen 

in German.

But arbitrariness is not unique to human communication. For in-

stance, the signals given by vervet monkeys and chickens for the ap-

pearance of aerial predators bear no resemblance either to one another 

or to anything in the sounds or appearance of hawks or ea gles. More-

over abandoning arbitrariness altogether would still leave language in-

tact; the bow- wow goes bow- wow obeys all the relevant nonlexical rules of 

En glish.

Symbolism (cf. Deacon 1997) would make a better choice as the dis-

tinctive language characteristic. As opposed to units of animal commu-

nication, which refer (if they can be said to refer at all) directly to par-

tic u lar objects or events in the real world, words refer to things via mental 

concepts of general classes of entity and behavior (Saussure 1959). Dog 

does not refer to any par tic u lar dog, or run to any par tic u lar act of run-

ning. Indeed reference to a par tic u lar dog can be made only by adding 

to dog some specifi c identifying information. In other words, symbolism 

entails a concatenation of units, just as animal communication entails 

the absence of concatenation. The question is: How can symbolism be 

attained? Unlike displacement, symbolism has no pre ce dent in any other 

organism; humans really are the only “symbolic species.” Yet I shall ar-

gue  here that displacement forms perhaps the only route to symbolism.

First, following Deacon’s (1997) thorough treatment, it is necessary to 

take account of the various classes of signal. The fi rst to deal systemati-

cally with these was Peirce (Buchler 1955), whose “original distinction 

between icons, indices, and symbols is based on the fact that an ‘icon’ 

has physical resemblance with the object it refers to, an ‘index’ is associ-
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ated in time/space with an object, and a ‘symbol’ is based on a social 

convention or implicit agreement” (Cangelosi 2001: 93). But for the kind 

of symbolism found in language, more than this is involved. Cangelosi, 

like many phi los o phers and psychologists, repeatedly commits himself 

to the belief that linguistic symbols refer directly to real- world objects 

rather than via our concepts of those objects. For instance, in compar-

ing the reference of vervet alarm calls with that of words, he states 

that “symbolic associations have double references, one between the sym-

bol and the object, and the second between the symbol itself and other 

symbols” (94; emphasis added). This alone would cast doubt on his 

claim to have arrived at symbolism through a series of computer mod-

eling experiments.

Cangelosi’s (2001) virtual “organisms” come already equipped with 

tools to build a vocabulary— in this case, a binary code consisting of a 

fi nite (and small) number of bits. The organisms construct a series of pos-

sible words by permutations of 0 and 1. They are then tasked with fi nding 

(by trial and error) a distinction between poisonous and harmless mush-

rooms and eventually home in on an agreed designation for each class. 

A subsequent experiment by Cangelosi is supposed to show a progression 

from symbolizing specifi c features to symbolizing  whole categories. But 

these experiments would not have worked without the prior assumption 

that the virtual organisms had at least the notion that signs could repre-

sent abstract classes or categories of things rather than par tic u lar indi-

viduals. It seems obvious to humans that this should be so, because from 

their fi rst to their last breaths all humans inhabit a world drenched in 

symbolism. This could hardly be otherwise for any species with lan-

guage, which is symbolic throughout.

Consequently the notion that symbolic repre sen ta tion is somehow 

natural and  doesn’t require any special explanation is very hard for us 

to get rid of. The tacit belief that other animals see the same world as we 

do, fi lled with potentially nameable objects and events for which they 

simply  haven’t yet found names, probably goes a long way toward ex-

plaining the frequently expressed belief that a mere increase in brain 

size or intelligence or social complexity or understanding of others’ in-

tentions (Theory of Mind) would have suffi ced to launch language. But 

nothing in ethology or ecol ogy or biology or comparative psychology 

supports the notion that for other animals the world is composed of a set 
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of discrete categories that are potentially nameable. If a concept repre-

senting some animal species X can surface in the mind only under one 

of two conditions— either when some physical manifestation of X or 

something closely connected with X triggers it or when it is accidentally 

excited by random activity in the brain— there is no way any nonhuman 

animal could even conceive of the possibility that an arbitrary chunk of 

sound or a gesture could stand as the permanent label of some discrete 

class of entity.

The distinction between the “namelessness” of all other species’ Um-

welts and the “namefulness” of the human Umwelt is too absolute for 

a transition to have been made without intervening steps (a factor not 

considered in Deacon 1997, where a direct emergence of symbolism from 

specifi c human behaviors is envisioned). Only displacement could pro-

vide those steps.

For alingual prehumans, communicative signals could only have been 

iconic (like baring the teeth as an indication you  were prepared to bite) 

or indexical (like a predator warning indicating some immediate threat). 

These signals by their very nature can relate only to phenomena that 

are physically present. To start with, it was revolution enough to intro-

duce displacement. Displacement breached the barrier of the  here and 

now, but the things it indicated  were still par tic u lar real- world entities 

rather than conceptual classes. And as noted, only a tiny handful of spe-

cies ever achieved this, and only when obliged to do so by pressing eco-

logical needs.

If there  were only iconic or indexical signals, how could displacement 

have been achieved? Again, we need to look at how bees and ants do it. 

(Holldobler and Wilson 2009 represent what is probably the best recent 

overview.) Ant signals are relatively straightforward: pre sen ta tion of 

food samples is iconic, while tandem running and chemical trails are 

indexical. Honeybee signals are quite complex, and while these are be-

lieved by some to have evolved from simpler signals in other bee species 

such as bumblebees (Dornhaus and Chittka 1999), there is much more 

one would like to know about their evolution, since their relation to 

their referents is more abstract (hence more symbol- like) than anything 

 else outside language. (See Dyer 2002 for a review.) Some seem to mix 

both iconic and indexical features, such as the waggle dance that indi-

cates relative distance with the length of its straight run (iconic) and 
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direction with relation of its axis to the sun (indexical). Since dances take 

place where the sun is invisible, the latter attribute is explicable only if 

modern bees descend from a species that danced in the open (Dyer 

2002). We can thus assume a mix of iconic and indexical signals used by 

the fi rst confrontationally scavenging hominids.

The rarity of iconic and indexical items in language today is, of 

course, no indication whatsoever of their frequency earlier stages 

of  development. The  whole point about displacement is that any type 

of signal used when no referent for that signal is currently perceptible 

to any sense has already taken on what is perhaps the most critical 

property of symbolism: its ability to evoke phenomena beyond a re-

cipient’s sensory range.

What could those early signals have conveyed? Better, what would 

have best achieved the purpose of recruitment? As with ants, some no-

tion of what kind of food was to be expected would be helpful, and  here 

the nature of the carcass could be indicated by imitating characteristic 

sounds or postures of the species concerned. If members of the recruit-

ing group  were returning immediately to the carcass, something like 

tandem running would have been helpful. If they  were not, then direc-

tion must have been given, and distance— at least “near” as opposed to 

“far”— would have been an encouragement. Characteristic sounds or 

gestures might have been associated with notions like “Hurry!” or “Tell 

others.”

With regard to vocabulary extension, it is worth noting that some 

very recent work in robotics supports the claim that, once a tiny starter 

vocabulary had appeared, words relevant to the behaviors associated 

with that vocabulary would have increased naturally. Schulz et al. 

(2011) and Heath et al. (2012) report on tiny robots (“lingodroids”) that, 

equipped with the power to utter syllables and communicate them to 

each other, worked out their own vocabulary for divisions of time and 

distance. But of course, even with such extensions, the emerging protol-

anguage would have been little more sophisticated than the ant and bee 

“languages” that have never expanded for use outside their original forag-

ing contexts. Indeed it seems likely that for some quite considerable time, 

what has been described  here was all there was— a purely functional 

medium, exactly like the displaced communication of ants and bees, 

tied in this case to the specifi c context of confrontational scavenging. 
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Even if a sound like the trumpeting of a mammoth was used, this 

would indicate not mammoths in general (as the modern word would) 

but merely “one par tic u lar dead mammoth,” the one that was there 

right then. But in a species with a brain even the size of an ape’s, things 

 were unlikely to stop that way for ever.

In accounting for phenomena, evolutionary convergence and 

constructed- niche resemblances can take us only so far. Species occupy-

ing similar niches and adopting similar solutions to the problems those 

niches present will still vary in their subsequent behavior according to 

the differing capacities they bring to the niche. Prehumans, like other 

primates, had individual personalities, hence a fairly wide range of be-

havioral variation; bees and ants do not. Prehumans had concepts (of 

some kind), which ants and bees presumably did not. Prehumans had 

brains that  were several orders of magnitude larger than the brains of 

ants or bees. Therefore the ultimate consequences of adopting a proto-

linguistic trait like displacement could hardly be the same for prehu-

mans as they  were for bees or ants.

Consider the many causative actors that have been proposed for the 

origin of language: tool making, social maneuvering, female choice, 

control of infants, and so on, all things of no concern to bees or ants. 

While none of these suffi ced to start language, each would have eventu-

ally contributed to developing language once the initial steps had been 

made. Once it had been grasped that a sound or gesture could represent 

entities or occurrences outside the sensory range, that notion would 

surely have been put to work in a variety of ways. Pedagogy is one: 

warning offspring of dangers that  were not immediately present but 

that might drastically impact their survival chances in the future. You 

can tell any number of just- so stories along these lines: a father, for in-

stance, pointing to a par tic u lar kind of footprint and making the sign 

for “tiger,” what ever that was. Other motivations may have helped to 

expand the vocabulary, such as gaining prestige by being the fi rst to 

draw attention to some novel event or circumstance (Dessalles 2000, 

2009), a possibility Desalles (2010) suggests may be an evolutionarily 

stable strategy in the sense of Maynard Smith and Price (1973). How-

ever, any account of how the earliest vocabulary developed can only be 

hypothetical.
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From Prehuman to Human Cognition

We are on slightly fi rmer ground when we consider the consequences a 

developing protolanguage would have had for the prehuman brain. Ear-

lier I suggested that there might be no difference between human and 

nonhuman concepts per se, yet serious differences in cognitive behavior 

might still arise from differences in the extent to which concepts could 

be retrieved and linked to one another. Let’s start by considering how 

concepts are instantiated in human brains.

Concepts (human or nonhuman) must be based on a distributed array 

of percept- based data, but are they stored only as a distributed array? For 

concreteness, take the concept “leopard.” This might merely consist of a 

broadly scattered collection of leopard characteristics, with their shapes 

and colors in areas of the brain devoted to visual pro cessing, their 

sounds in areas devoted to auditory pro cessing, and so on (Allport 1985; 

Saffran and Schwartz 1994; Martin 2007). However, if this is all there 

is, it becomes diffi cult to explain how higher- order generalizations 

across concepts (making links between concepts that may have only 

one or two features in common) can be attained. This problem can be 

resolved by Damasio’s (1989; Damasio et al. 1996) notion of “conver-

gence zones,” additional brain areas where concepts with similar sen-

sory or functional characteristics are stored. It has also been suggested 

that the distributed repre sen ta tion must be linked to some central place, 

or “hub” (Patterson et al. 2007), so that each  whole concept has (in ad-

dition to its distributed perceptual base) a repre sen ta tion with a single 

locus, the loci themselves being grouped in terms of semantic similarity 

(Riddoch et al. 1988; Caramazza et al. 1990). In fact since the brain op-

erates with some degree of redundancy, these theories are not mutually 

exclusive. There seems no obvious reason why concepts could not have 

both a hub where all the distributed percept- based repre sen ta tions come 

together and convergence zones where concepts with qualities in com-

mon are grouped.

According to one source (Chater and Hayes 1994), there exist no op-

erational means for disconnecting conceptual knowledge from lexical 

knowledge, consequently no way to determine the nature of concepts 

for any alingual species, or even whether other species have any con-

cepts, unlikely though the latter state might seem. Others regard the 
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current status of the issue as due to neglect: “With the possible excep-

tion of developmental psychologists . . .  there is typically little overt in-

terest within cognitive science in comparative analyses of the similari-

ties and differences in conceptual behavior between humans and other 

animals” (Zentall et al. 2008: 13). They claim their review of a wide range 

of experimental studies provides “good evidence that many species of 

animals are likely to have some of the same conceptual abilities that 

have typically been reserved exclusively for humans” (41).

Evidence from a quite different direction— studies of economy in 

brain wiring (e.g., Cherniak 2005; Cherniak et al. 2002)— supports the 

notion that animal concepts may even be structured exactly like human 

concepts. Imagine a brain that represented concepts in a distributed- 

only mode. Since one of the main functions of a brain is to ensure that 

its own er responds appropriately to changes in the environment, each 

of the percept- based repre sen ta tions of some aspect of the concept— the 

sound, smell, sight, movement, and so on of a leopard, say— would have 

to be wired to every other such repre sen ta tion in order to ensure that 

what ever stimulus was currently being perceived did originate with a 

leopard and not just something that from a certain angle or distance 

merely looked or sounded like a leopard. Moreover, in the absence of a 

hub, every one of these repre sen ta tions would have to be separately 

linked to the appropriate motor response to leopard recognition (fl ee, 

hide, climb a tree, wait and see,  etc.). One can easily picture the criss-

crossing cat’s cradle of axons that would result. In contrast, wiring of 

each repre sen ta tion to a hub and from the hub to each response mech-

anism would sharply reduce both the multiplicity and the complexity 

of the wiring, as well as reducing reaction time in a highly survival- 

inducing fashion.

If nonhuman concepts are structured much as ours are, then, as noted, 

either concept retrieval or interconceptual linkage or both may be miss-

ing, thereby accounting for cognitive disparities. Assume this to be the 

case. Why would words change this picture? Recall a crucial quotation 

from Chapter 1: “If it be maintained that certain powers, such as self- 

consciousness, abstraction  etc., are peculiar to man, it may well be that 

these are the incidental results of other highly- advanced intellectual 

faculties, and that these again are mainly the result of the continued use 

of a highly developed language” (Darwin 1871: 101, emphasis added). 
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That “continued use” must have been inspired, for I doubt whether, 

given the state of knowledge 140 years ago, Darwin could have dreamed 

of explaining how language might have had such an effect. However, it 

may now be possible to support his insight.

Let’s look at how and why concepts can be triggered in the absence of 

symbolic signals. For concreteness, take a lion and some prey animal. 

The prey sees a lion, and its appearance triggers visual repre sen ta tions 

in the prey’s brain, which in turn trigger lion recognition, or more spe-

cifi cally “lion, at X distance, moving tangentially, looking uninterested.” 

The neurons that constitute the “lion” hub fi re at a suffi cient level of 

arousal and in turn trigger the motor neurons responsible for “wait and 

see” responses. The lion goes away. Presumably the concept goes away 

too. What could bring it back, bar another lion appearance? There is no 

need for the prey to evoke it in the absence of any actual lion. Random 

brain activity could of course accidentally trigger the lion concept, as 

presumably happens in dreams. But could the prey intentionally sum-

mon up the concept, as a human child from age three or so could, just to 

“think about” lions? Even if it could, why would evoking that concept 

trigger other concepts that together would constitute a coherent “train 

of thought” about lions— how to avoid them, where to fi nd them, how if 

necessary you might even succeed in killing one, or what ever? It is not 

clear that any mechanism exists that would bring this about in nonhu-

man organisms.

What Words Can Do

Now consider words. Utterances of the fi rst displacement signals would 

have occurred at various stages of the confrontational scavenging sce-

nario and would at fi rst have been as tightly linked to those stages as, 

say, the vervet “leopard” alarm signal is linked to actual appearances of 

leopards. But as suggested earlier, a gradually increasing number of uses 

in an increasing variety of contexts would progressively bleach the sig-

nal of its scavenging- specifi c associations, slowly (this could have taken 

countless millennia) converting it from context- bound signal to context- 

free symbolic word. As is apparent from everyday experience, and as 

has been repeatedly demonstrated in experimental neurology (e.g., Kroll 

and Curley 1988; Klinger et al. 2000), repre sen ta tions of words and their 
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associated concepts are tightly linked. Utterance of a word may simulta-

neously evoke any or all of the semantic properties of that word: loca-

tions of lions (Africa, zoos), sounds (a roar), physical appearance (mane, 

tufted tail), and so on. Equally, mention of any of these properties may 

evoke the word lion. “Conceptual knowledge does not appear to be re-

moved from its perceptual origins, nor from its linguistic origins” (Boro-

ditsky and Prinz 2008: 112),

How would the brain have reacted to getting words in it? Words 

 were not like anything the brain had had to handle before. Prior to 

words, brains had not had to interpret anything that came from inside 

themselves— a simple but surely signifi cant fact that seems to have 

gone largely unnoted in the vast literature on brain and behavior. Hith-

erto the brain’s job had been to “take information from the senses, ana-

lyze that information, and translate it into commands that get sent back 

to the muscles” (Marcus 2004: 11). “Senses” of course include proprio-

ception: realizing one is hungry sends one in search of food. Now, 

under certain circumstances, this pro cess would have to be blocked; 

you  couldn’t have motor responses appropriate to the appearance of li-

ons occurring whenever the “lion” concept was evoked by the word for 

lion. Inhibition of some typical motor responses would be accompanied 

by changes in the fl ow of information; instead of information always 

traveling from exterior organs of sense into association areas and then 

onward to motor areas, it would sometimes travel from one association 

area to another, perhaps several others, without triggering any motor ac-

tion or triggering action only in the organs of speech.

All of this would require extensive redirection of afferent and efferent 

wiring, as well as a consistent (and ultimately large) increase in overall 

wiring connections. These factors would in turn select for increasing 

brain size. It is surely signifi cant that genuine brain size increase (i.e., 

increase that exceeds the normally constant scaling ratio between brain 

size and body mass) begins around the time that confrontational scav-

enging began (around two million years ago) and that the neocortex, 

home to association areas, increased proportionately more than any 

other brain region to a size 3.2 times greater than would be predicted by 

body mass (Passingham 1975; Schoenemann 2009). Note that although 

brain size increases may have been made possible by the adoption of 

cooking (Park et al. 2007), by a cooling system for the brain (Falk 1990), 
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or by other causes, nothing of this nature explains why human brains 

increased in size. It is often overlooked that making something possible 

in evolution by no means guarantees that that thing will evolve. If it 

did, no species could ever be trained to perform any behavior that it did 

not already perform in the wild.

Note too that utterance of words (we may now safely begin to call 

them that) had to be volitional. Voluntary utterance was not a total nov-

elty. It has been known at least since Seyfarth and Cheney (1990) that 

warning signals are under voluntary control. (For instance, animals are 

less likely to warn if no close kin is around and will suppress signals al-

together if they are alone.) Since the need for a par tic u lar word might 

arise at any time, without requiring anything in the environment to 

fi rst trigger neurons in sensory areas and start concept evocation, the 

neural repre sen ta tion of words had to be constantly accessible.

All of the above formed a necessary condition for offl ine, human- like 

thinking. However, it still fell short of a suffi cient condition. If I can do 

no more than deliberately think of a lion when no lions are around, 

little if anything has been gained. For offl ine thinking to begin, con-

cepts must have strong neural links with one another. Would they have 

been linked in nonhuman pre de ces sors? The answer would seem to be 

no. Both “lion” and “leopard” would probably have been linked to “run,” 

but there are rules of economy that would discourage the formation of 

additional connections. “Because connections in the brain, particularly 

long- range ones, are a stringently limited resource both in volume and 

in signal- propagation times, minimizing costs of required connections 

strongly drives ner vous system anatomy” (Cherniak 1994: 94). One con-

sequence of the limitation on concept linkage is that making any kind of 

generalization about the behavior of lions and leopards, one that might 

have distinct survival value, is rendered impossible.

Words could have created the necessary neural links. The most likely 

way for neural connections to form, or to further strengthen once 

formed, is still Hebb’s Rule: “When an axon of cell A . . .  repeatedly or 

per sis tent ly takes part in fi ring [cell B], some growth pro cess or meta-

bolic change takes place in one or both cells such that A’s effi ciency, as 

one of the cells fi ring B, is increased” (Hebb 2002: 62).

Put alongside this Darwin’s dictum about “continued use of a well- 

developed language,” as well as the nature of niche construction, in 
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which ge ne tically unsupported behaviors change the environment in 

ways that cause those behaviors to be actively selected for, and you can 

begin to see the fi rst crude outlines of a machine for jump- starting ad-

vanced cognitive behavior. The oftener words  were used together, the 

stronger the connections that would form between their associated con-

cepts. The more different words  were used, the wider the semantic net-

works that enable offl ine thinking would spread.

Note again that these proposals are based on the notion that signifi -

cant evolutionary developments begin in changed behavior rather than 

organism- internal changes. The issue is simply one of aligning the evo-

lution of human cognitive development with the evolution of other 

unique novelties. Did beavers grow webbed feet and only then adopt an 

aquatic lifestyle, or did they embark on an aquatic lifestyle and only as a 

result of this gradually acquire webbed feet? Did bats acquire echoloca-

tion skills and then begin to fl y and hunt by night, or did they experi-

ment with night fl ying and hunting (driven from day by predators, 

perhaps) and then gradually enhance what ever minimal skills in the 

way of making sounds and perceiving echoes they already possessed? 

The answer is already there in behaviors common among our own spe-

cies. Persons affl icted by blindness quickly learn to use the tips of their 

sticks to produce sounds and to interpret the echoes of these sounds so 

as to determine the approximate position of obstacles. They fortunately 

do not have to wait on some ge ne tic change to provide them with echo-

locating skills. Humans ( just as bat ancestors must once have done) lack 

any ge ne tic or otherwise built- in equipment for echolocation, but there 

can be little doubt that, if some new disease  were to blind the entire spe-

cies, the minimal preexisting human capacity for pro cessing echoes and 

locating their sources would be strongly selected for, and specialized ge-

ne tically transmitted mechanisms for these powers would appear, grow, 

and rapidly improve.

In other words, behavior drives adaptation rather than adaptation 

driving behavior. Reluctance to accept this otherwise general law in the 

case of offl ine thinking probably stems from the lingering specter of 

dualism. There is a tendency to think that adaptations like beaver feet 

and bat echolocation are “physical” and therefore differ from adapta-

tions like offl ine thinking that are “mental”— even though bat echoloca-

tion necessarily includes a large computational element (Roverud 1993; 
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Neuweiler 2003), just as offl ine thinking necessarily requires physical 

structures and pro cesses in the central ner vous system. Offl ine thinking 

is just as much (or as little) “physical” as anything  else.

Though what I am claiming  here may sound like the hoary old claim 

that “thought is impossible without language,” it is not. First of all, what 

existed at the stage I’m describing  wasn’t language. It was still no more 

than an enhanced communicative repertoire that, as its units became 

more truly symbolic, might begin to be describable as a form of protol-

anguage. Second, there are many kinds of thought for which language 

is not needed, including kinds that can be performed by all animals 

above a certain (quite low) level of intelligence as well as by humans. 

All I am claiming is that a certain kind of thought probably limited to 

humans— thought that manipulates concepts of classes rather than of 

individual entities, that can transcend experience to create genuinely 

novel confi gurations— needed some kind of overt objects (signals or 

words) in order to get started. Any approach that is dynamic and process- 

based rather than essentialist recognizes that what might be a crucial 

necessity in the early stages of a pro cess may be dispensed with entirely at 

some later stage, like scaffolding that necessarily surrounds a partly built 

 house. While words might have been necessary to trigger the inception of 

offl ine thinking, there is no reason to suppose that concepts could not 

subsequently develop hub- to- hub linkage without any mediation of 

words. Indeed since simultaneous fi ring of concept hubs follows auto-

matically from simultaneous fi ring of neuron groups representing their 

associated words, it seems likely that direct concept- to- concept linkage 

(making words superfl uous to thought) would have been inevitable. We 

can thus short- circuit the seemingly endless debate as to whether there is, 

or cannot be, a “language of thought” that, to varying degrees, mimics 

externalized language (see Aydede 2010 and sources listed therein). Of-

fl ine thinking can (nowadays) be carried on with or without the use of 

language, except for a small set of syntactic universals that refl ect not the 

syntax of any par tic u lar language (see discussion in Chapter 5) but a basic 

structure for all languages. However, without overt linguistic behavior at 

the very beginning, nothing approximating any “language of thought” or 

any kind of offl ine thinking could have come into existence.

I am only too well aware that what is written  here is largely specula-

tive and must remain so until much more research has been done. 
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However, as noted, the relationship between human and nonhuman 

concepts has been woefully underresearched, and accordingly any ac-

count, however hypothetical— however wrong, for that matter— is bet-

ter than the present state of affairs. Hopefully the account given  here 

will suffi ciently irritate specialists in the fi eld to make them try to dis-

prove it. Then we might really learn something.

Protolanguage

Pro cesses reviewed so far would have begun with the extension of a 

signal repertoire in the direction of displacement— something, at that 

stage, indistinguishable from the context- bound “languages” of bees 

or ants— and turned it over time into what we may legitimately call a 

protolanguage. Some scholars reject even the possibility of a protolan-

guage. Piattelli- Palmerini (2010: 160– 161) states that “it is very hard to 

even defi ne words in the absence of . . .  syntactic criteria” (original em-

phasis) and asks how protolanguage could exist “once you strip words as 

we know them from their internal structure and their compositional va-

lence” (emphasis added). Note the italicized phrase in the second quota-

tion. It is quite unrealistic to suppose that, one to two million years ago, 

“words” could have been anything like the words of modern languages 

as used by adults. But Piatelli- Palmerini has to look no further than any 

early- stage pidgin (Bickerton 1981) to fi nd things that behave exactly 

like protolanguage words, that is, that are not be combined into any 

grammatical structures. Modern adult- speaker words may be, as he 

states, “fully syntactic entities,” but to assume that their remote ances-

tors had to be so is to commit to an essentialist view of nature wholly at 

odds with any kind of evolutionary thinking.

Taking such a position also obliges one to assume that either syntax 

preceded words or words and syntax emerged simultaneously. If syn-

tax preceded words, it must have been used for something other than 

language— a proposal fl oated over a de cade ago (Hauser et al. 2002) but 

unsubstantiated to date. If syntax and words emerged simultaneously, 

no one has even tried to explain how or why they did this. From an 

evolutionary perspective, it seems obvious that words came fi rst but had 

only a small subset of the properties of modern words, that their coming 

precipitated syntax, and that their subsequent interactions with syntax 
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built the set of modern properties that Piatelli- Palmerini correctly lists 

but misinterprets.

Another protolanguage skeptic is Botha (2012), who fi nds the account 

of “living fossils” of protolanguage in Bickerton (1990b)—early- stage 

pidgins, utterances of trained apes, early child language, and the speech 

of “wild children” like Genie— less than convincing. About one of these 

categories at least (early child language) he is right, as shown in Chapter 7. 

But his arguments are beside the point, since the main case for protolan-

guage has always rested not on the existence of “living fossils” but on the 

logical inescapability of such a medium. As pointed out in Bickerton 

(1990b: Chapter 6), words must have preceded syntax, words had to be 

concatenated to make meaningful propositions, and without syntax they 

could not be merged pairwise (how would one know what to pair?) but 

could only be attached serially like beads on a string. Protolanguage could 

consist only of short utterances (no longer than three to fi ve units, usu-

ally) not because there was some fi xed upper limit to the pro cess (a canard 

repeated in Chomsky 2005, 2010; Berwick and Chomsky 2011, despite 

the fact that no one ever claimed this) but because as nonsyntactic utter-

ances lengthened, possible ambiguities multiplied exponentially.

Despite the fact that (for reasons still controversial) they lost out to 

humans, Neanderthals, our most closely related species, had brains on 

average slightly larger than those of humans (Stringer and Gamble 

1993). It is tempting to hypothesize that this increase occurred because 

Neanderthals, still lacking the capacity for fully syntacticized language, 

required additional brain cells to compute all the possible meanings 

generated by attempts to create longer protolanguage utterances. That 

is, of course, sheer speculation, but it accords with the overall pattern of 

cognitive and cultural development in Homo: the relative cultural stag-

nation of the period between 2.5 and 0.3 million years ago and the com-

mencement of a cascade of technological innovations shortly thereafter. 

It is consistent also with the need, after the fi rst emergence of displace-

ment, for a long period of brain restructuring before syntacticized lan-

guage could emerge. This suggests a period of between one and two mil-

lion years during which protolanguage gradually increased its vocabulary 

and developed from an enhanced communicative repertoire initially 

used only in confrontational- scavenging contexts to a fully symbolic sys-

tem, but without undergoing other signifi cant changes.
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The issue of whether protolanguage was compositional, with units 

roughly equivalent to modern words, as assumed by Bickerton (1990b), 

Pinker (1994), Jackendoff (1999, 2002), Tallerman (2007), and others, or 

holophrastic, with units roughly equivalent to modern clauses, as pro-

posed by Wray (1998, 2000), Fitch (2000), Arbib (2005), and others, has 

been discussed at length elsewhere (Bickerton 2009: 65– 70; Arbib and 

Bickerton 2010).  Here we may simply assume that the compositional 

account is correct, since the dissolution of holophrases into individual 

words presupposes an understanding of symbolism— that an arbitrary 

chunk of a holophrase could, in principle, represent the concept of some 

entity or event. There is no evidence for this, and, as we have seen, there 

is every indication that, prior to language, no animal had any notion 

even of the possibility of symbolic reference.

After Protolanguage

Although the infrastructure for language must have taken time to build, 

the transition from protolanguage to language could have been rela-

tively rapid, taking place most probably as part of the transition from 

what ever species immediately preceded humans to anatomically mod-

ern humans. It is legitimate to ask whether a longer and more gradual 

shift would have been possible. There is no clear answer, but probabili-

ties seem to go against the latter possibility. No condition exists interme-

diate between concatenating words like beads on a string and concate-

nating them by progressive pairwise merger. Until the full mechanism 

was up and running, message interpretation was likely safer by the “old” 

method (whereby words  were dispatched individually to the organs of 

speech) than by the “new” method (whereby phrases and clauses  were 

preassembled in the brain). The “new” method, if it worked well, was 

automatic and much faster than the “old” one. But if it didn’t, garbled 

messages could easily result.

It is proposed  here that the syntactic infrastructure resulted from 

self- organizing activity within the brain itself. Far from being a static 

structure, “the true nature of the cortex is dynamic, both within an in-

dividual’s lifetime, and within a species over time” (Krubitzer 1995: 414, 

emphasis added; see also Kaas 1987). To illustrate the kind of course this 

dynamism takes, consider three species, one of which (the star- nosed 
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mole) has a hyperdeveloped sense of smell that is shared by many other 

mammals, and two of which (the ghost bat and the platypus) have sen-

sory modalities— echolocation and electroreception, respectively— 

shared by relatively few (Krubitzer 1995: fi g. 2). Within an overall 

mammalian architecture that has remained essentially unchanged 

since the earliest mammals, the areas devoted to these senses differ dra-

matically in size and shape. Yet the dynamic self- organization of the 

brain, as Krubitzer points out, is such that “which features are likely to be 

retained, the types of modifi cation that are likely to occur, and what 

will not happen can be predicted with some certainty” (416).

If we took the position that radical change originates within the brain 

by fortunate mutation and only subsequently impacts other organs, we 

would be forced to claim that the star- nosed mole fi rst (for no par tic u lar 

reason) developed a capacity to pro cess a wide variety of smells and only 

subsequently developed its olfactory sense; that the ghost bat similarly 

developed a mental capacity for echolocation, with the concomitant ca-

pacity to produce the requisite sounds not emerging until later; and that 

the platypus acquired the ability to pro cess ambient electrical signals 

before developing electroreceptors in its snout and venturing into murky 

waters. Few if any biologists would accept this view. Most if not all would 

assume as a matter of course that new sensory organs began to emerge 

fi rst, responding to forced or voluntary changes in behavior or habitat 

and that the brain struggled to play catch- up, adjusting itself so as to be 

able to pro cess new types of incoming information.

In other words, a general assumption would be that when a new 

source of information becomes available, brains inevitably redistribute 

their resources, a pro cess they can hardly accomplish overnight. Such 

changes do not need to be triggered by natural selection, although they 

may very likely result in improved reproductive capacity for those indi-

viduals that undergo them. They could be motivated simply by the brain’s 

own requirements, such as shortening neural connections to save both 

time and energy. In the case of human ancestors, the new information 

was due not to the emergence of new sensory equipment but to the ac-

quisition of words and their associated meanings. A dualist might assume 

that the “mental” nature of this new input would have to be treated dif-

ferently from the “physical” nature of sensory inputs. This distinction 

is unlikely to have been meaningful to the brain. The brain translates 



108  From Animal Communication to Protolanguage

every kind of input into the same language: a language of electrochemi-

cal discharges, their transmission, augmentation, and inhibition.

If there is any kind of innate, Universal Grammar in the human brain, 

it can consist only of structures and pro cesses enshrined in the architec-

ture of that brain. If we wish to trace the further evolution of language, 

and in par tic u lar those core elements that remain stable through all 

variability and change, the brain’s most probable reactions to its coloni-

zation by words is the area we need to examine. If there are universals 

of language and cognition, it is only within the brain that they could 

have been given birth.
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“Universal grammar is dead” (Tomasello 2009: 470). This 

confi dent assessment came from a commentator on Evans and Levinson 

(2009a), a paper hailed by others too as being fatal to any innate univer-

sals specifi cally concerned with language. However, Tomasello is quick 

to note that “it is not the idea of universals of language that is dead, but 

rather, it is the idea that there is a biological adaptation with specifi c 

linguistic content that is dead” (471). Linguists have been looking for 

universals in all the wrong places. “Instead of looking at the input- output 

system . . .  or the pragmatics of communicative exchange, they’ve been 

focused on the syntax and combinatorics, the least determined part of 

the system, as demonstrated by linguistic typology” (Evans and Levin-

son 2009b: 477).

Unfortunately “the syntax and combinatorics” are where the rubber 

meets the road. Without them, language would not exist. At best we 

would have remained stuck forever in the protolinguistic stage, where 

we left our ancestors at the end of Chapter 4. If subsequent events had 

really occurred without any biological support, we would have to face 

quite a different kind of evolutionary anomaly. We would be the fi rst 

species that acquired its most crucial capacity without any biological 

adaptation to support that capacity. In other words, the anti- universalist 

attitude toward language that seems to have been growing and spread-

ing in recent years is simply an anti- evolutionary attitude.

Nobody denies that there are features of the human vocal organs that 

have been biologically adapted for speech, and speech is no more than 

one of the output channels for language. If there  were no comparable 

adaptations for what speech expressed, this would constitute a mystery 

CHAPTER 5

Universal Grammar
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that would surely baffl e biologists. By rights, a dedicated adaptation 

should be the null hypothesis, and the burden of proof should lie on 

those who would challenge it. However, perhaps because of the specter 

of dualism, a dual standard seems to apply  here. While philosophical 

dualists are hard to fi nd nowadays, lingering dualist assumptions are 

harder to get rid of. Many, perhaps unconsciously, seem to assume some 

kind of difference between “mental” and “physical” phenomena. Vocal 

organs are “physical” and therefore legitimate targets for biological ad-

aptation, but the neural areas and connections that subserve the struc-

turing of sentences are “mental” and therefore somehow beyond the 

reach of biology. In reality the two sets of phenomena belong to a single 

class (call it “physical” or what ever you want to call it, it makes no dif-

ference), and they respond to biological factors in identical ways.

Evans and Levinson (2009a, 2009b) deal with a number of issues that 

allegedly challenge universals. For reasons of space I can refer  here to 

only one of these: constituency. However, it is a crucial (arguably the 

most crucial) issue, and their treatment of it is typical of their articles as 

a  whole.

Constituent Structure and Its Implications

Major claims of generative grammar are based on the proposition that 

language is formed on a universal basis of constituency. Constituents 

belonging to the same phrase must form part of a contiguous structure:

1. [A [friend [of [Bill’s mother]]]] came  here yesterday.

2. *[A friend] came  here [of Bill’s] yesterday [mother].

As indicated by the asterisk, (2) is totally ungrammatical in En glish, as 

it would be in any other language that obeyed the principle of constitu-

ent structure in its most literal sense. Similarly while clauses may ap-

pear in complex sentences with varying order, constituents of different 

clauses cannot be randomly interspersed:

3. [Although it was smaller], [the cat [that ate the rat] attacked the 

dog].

4. [The dog was attacked by the cat [that ate the rat]], [although it 

was smaller].
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5. [[The cat [that ate the rat], [although it was smaller]], attacked the 

dog].

6. *[The cat attacked [although [that ate] it was smaller] [the dog] 

[the rat].

In (3)–(5) complete clauses (e.g., that ate the rat) can be inserted, as  wholes, 

inside other clauses, but only if they serve to modify nouns in those 

clauses. With that exception, clauses must maintain their structural in-

tegrity. Sentences like (6) are ungrammatical in En glish and most per-

haps all other languages.

However, Evans and Levinson (2009a: section 5) cite not only a num-

ber of “free word order” languages in which sentences comparable to (2) 

are fully grammatical but also, they claim, at least one (the Australian 

language Jiwarli) in which the same is true of sentences comparable to 

(6), in which constituents of different clauses can be jumbled. This evi-

dence, they claim, destroys the credibility of any theory that takes con-

stituency to be a universal of language. In what follows, I will assume 

the correctness of the facts they state, even though the authors produce 

neither an example of a real Jiwarli sentence like (6) nor a specifi c cita-

tion of where such sentences may be found, and even though the lead-

ing expert on Jiwarli mentions only intraclausal free word order in an 

article that deals explicitly with Jiwarli word order and case marking 

(Austin 2001).

If constituency  were to be interpreted as meaning that all items re-

lated by constituency must at all times be physically adjacent to one an-

other, then the facts Evans and Levinson adduce would indeed be prob-

lematic for generativists. However, the standard generative position has 

always been that constituency holds at some level of structure but that 

subsequent pro cesses may produce variant surface orders. Note that the 

abandonment of the original deep- structure/surface- structure distinc-

tion (Chomsky 1957, 1965) by the Minimalist Program (Chomsky 1995) 

makes no difference as long as one assumes, as in the bare- syntax model 

of Chomsky (1994), that sentences are derived from the bottom up by a 

series of merges. Changes in the ordering of constituents can then be 

brought about in the course of the derivation by remerging a copy of the 

constituent to be moved and then deleting the original (e.g., if X is to be 

“moved,” then [X] + [YX] → [X [YX]] → [X [Y − ]]).
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If we take the view that constituency has a conceptual basis that re-

mains unaffected by surface considerations, it is the Evans and Levin-

son position that becomes problematic. The strongest evidence they ad-

duce for the nonuniversality of constituency comes from Jiwarli. Recall 

their claim that Jiwarli can freely mingle words from different clauses. 

But the authors are forced to admit that the mingled words are “tagged, 

as it  were, with instructions like ‘I am object of the subordinate clause 

verb,’ or ‘I am a possessive modifi er of an object of a main clause verb.’ 

By fi shing out these distinct cases, a hearer can discern the structure of a 

two- clause sentence . . .  without needing to attend to the order in which 

words occur” (Evans and Levinson 2009b: 441). With these words the 

authors effectively nullify their claim. If constituents cannot be mingled 

unless the receiver can accurately and completely reconstruct the full 

original constituency of the sentence, then constituent structure is as 

real to that receiver as anything  else in language.

Curiously, while showing that many previously claimed universals are 

not really universal, Evans and Levinson avoid mention of two universals 

that form part of the fundamental structure of every sentence in every 

human language. This is perhaps because nobody I know of has ever 

claimed them as universals, which must seem a surprising fact for non-

linguists (as it was for me when I fi rst realized it). Perhaps it is precisely 

because these universals are so surface, so obvious, and so much taken for 

granted that linguists simply  haven’t thought of them or  haven’t thought 

them worthy of mention. Yet all sentences in all languages consist of 

phrases and clauses, and all phrases and clauses are constructed in essen-

tially the same way, bear the same relations with one another, and enter 

into combinations of the same type. It is far from clear that this was inevi-

table. No known laws of nature enforce it, and at least one possible alter-

native— a language consisting solely of noun phrases— has been proposed 

and defended by Carstairs- McCarthy (1999).

Given an automatic mechanism for creating phrases and clauses, much 

of the rest of syntax follows logically or can be inferred, and what is left 

can be learned by good old general- purpose learning mechanisms. Some 

later sections of this chapter return to this issue, which will form an im-

portant theme recurring throughout the remaining chapters, especially 

Chapter 6.
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The “Impossibility” of Universal Grammar

Some scholars go further than denying the existence of language uni-

versals. They claim that it is logically impossible for language universals 

to exist. The most comprehensive attempt to do this comes from Chris-

tiansen and Chater (2008). The position they start from is a strange one. 

Though the title of their article is “Language as Shaped by the Brain”— 

which, taken literally, is exactly the theme of this chapter— they mean 

by it something completely different. They propose that “language has 

adapted through gradual pro cesses of cultural evolution to be easy to 

learn to produce and understand” (490).

Commentators on this article (among others, Harnad 2008; Piattelli- 

Palmarini et al. 2008) have pointed out some of the problems with this 

formulation. For instance, as it is stated it bears a “glass half- full/half- 

empty” relationship to orthodox Chomskyan proposals (surely counter 

to anything the authors intended), and it illegitimately reifi es language 

as an extrahuman object with an identity, goals, and purposes of its 

own. More critically it logically entails that earlier versions of language 

must have been harder to learn to produce and understand than present- day 

versions! It follows that the forms of language most diffi cult to acquire 

must have been those that existed at its very inception. But how could it 

have gotten that way? Unless it was the gift of some benevolent deity or 

the manifestation of some Platonic ideal, language can only have come 

from the workings of the human brain. But if the brain originally pro-

duced it, how and why would language have had to make itself easier 

for that brain to pro cess?

Ignoring these mysteries, Christiansen and Chater (2008) argue against 

the possibility of language universals. However, their arguments are 

based on tacit but highly unlikely assumptions: that universals began to 

be laid down when language was already fully functional and that this 

pro cess lasted until relatively recently.

For instance, they argue that that because ge ne tic change is far 

slower than linguistic change, grammars absorbed into the ge ne tic 

code would be outdated before they could be put into operation. This 

assumes that the sole source for linguistic universals was prior linguis-

tic production— that speakers fi rst had to use certain types of struc-

ture and that these  were subsequently encoded in the genome through 
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some kind of “Baldwin effect” (Baldwin 1896). If that  were so, they 

would be right, because linguistic production does constitute a moving 

target that no ge ne tic pro cess would be fast enough to track. But this 

argument cannot even in principle disprove the existence of UG. At 

best, it could merely show that UG cannot be produced by the Baldwin 

effect. But in fact things are much worse than that.

The very notion that UG could be produced by anything approaching 

a Baldwin effect (i.e., by incorporating ge ne tically unsupported behav-

ior into the genome) is itself incoherent. Any such pro cess would entail 

that linguistic structures containing all the regularities to be included in 

the future UG already existed before that UG even appeared. If those 

structures did not come from that UG, where could they have come 

from? They could only have come from the human brain. What, then, 

would UG be doing that prior brain pro cesses had not already done? Why 

would UG be there at all? Or, to put it more clearly, why  couldn’t you 

simply label as UG what ever enabled those pro cesses? In which case, UG 

must have preexisted the structures that supposedly gave rise to it.

Other Christiansen and Chater (2008) arguments also fail because of 

faulty premises. For instance, they claim that because there has been 

relatively little contact between humans in different areas since the 

start of the human diaspora from Africa 60,000 to 90,000 years ago, we 

would expect to fi nd “multiple UGs,” different and confl icting versions 

of UG that would give rise to incompatible types of linguistic structure 

in the languages of different continents. But the absence of such ver-

sions depends on the unnecessary— and unlikely— assumption that 

the development of UG was incomplete at the time of the diaspora. If 

we assume that language has a long protolinguistic history and that (as 

niche construction theory suggests) signifi cant behavioral changes are 

associated with speciation events, then the development of UG preceded 

or accompanied the last such event in the hominid line: the event that 

produced anatomically modern humans. Under such conditions, a com-

plete UG would have preexisted the diaspora by tens of thousands of 

years.

Along with most others in the language- evolution fi eld, Christiansen 

and Chater (2008) pay no attention to what the brain must have started 

doing when words  were fi rst invented. The only scholars who have fo-

cused on brain- internal developments are generativists (Piattelli- 
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Palmerini 1989, 2010; Jenkins 2000; Chomsky 2010). But there are pro-

found differences between their approach to brain- internal developments 

and mine, which are now set forth.

The Brain Lends a Hand

Lest I be accused of rank inconsistency (since I have been so dismissive 

of approaches that see language as starting from brain- internal develop-

ments), I need to explain what those differences are and to demonstrate 

that there is nothing in the least inconsistent in saying that, while the 

pro cess that led to language could have begun only in behavior, UG 

could have been derived only from the brain.

In generative theory, either language and UG emerged simultane-

ously, with no triggering external event, or UG preceded spoken lan-

guage as a language of thought. In the present theory, UG and the en-

hanced communication that would grow into protolanguage emerged 

separately, in the reverse order. In other words, protolanguage emerged 

because of triggering external events: confrontational scavenging led to 

the need for recruitment, which in turn necessitated displaced commu-

nication, which eventually suffi ced, in social animals with large brains, 

to create a crude and structureless protolanguage— all that nature 

needed. However, these pro cesses necessarily caused symbolic items to 

be stored in the brain, and the only brain- internal pro cesses we will be 

concerned with  here are those that, while they may have exploited re-

sources the brain already had,  were directly initiated by the brain’s need 

to deal with such items.

Note that this theory is fully congruent with the theory of niche con-

struction (Odling- Smee et al. 2003). The pro cess of niche construction 

may or may not be precipitated by environmental change, but it always 

involves behavioral changes. Nobody is claiming that these behavioral 

changes are what is uploaded into the genome, à la Christiansen and 

Chater’s (2008) interpretation of Baldwin effects. What happens is that 

the consequences of the behavioral changes bias the selective pres-

sures on the organisms concerned in such a way that those pressures 

now favor selection of any ge ne tic variant yielding behavior that en-

hances exploitation of the new niche. In the present case, a change in 

subsistence- seeking behavior led to a change in communicative behavior 
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that caused a signifi cant change in selective pressures. These  were pres-

sures that affected the architecture and mode of functioning of the 

brain, and the resultant changes in brain structures and connections 

 were subsequently incorporated into the genome.

The consequences of that incorporation turned out to be more far- 

reaching than those of perhaps any other evolutionary event since the 

emergence of multicellular organisms. Storage of symbolic units in brains 

made possible an orders- of- magnitude change in thinking pro cesses, 

and the rest is, quite literally, history.

From the Start of Protolanguage

In protolanguage nature already had all it needed for a terrestrial, 

confrontational- scavenging ape to survive and prosper even under the 

most extreme savanna conditions. If the brain had not intervened at 

this point, probably nothing further would have happened. There would 

have been little if any motivation for language to become more complex. 

It is unlikely that any move in this direction would have increased the 

reproductive potential of the individual(s) concerned (Lightfoot 1991b; 

but see Progovac 2009 for a slightly different take on this issue). Homo 

erectus would have persisted without substantial change, fi nally— and 

perhaps only when environmental conditions changed radically— giving 

rise to descendent species with no substantially greater language capac-

ity and/or going extinct. There would be no mysteries, no anomalies, no 

Wallace’s problem. But things did happen in the brain, otherwise or-

ganisms like us might never have come into existence.

In most if not all work on human evolution, writers on both sides of 

the nativist- empiricist divide assume an essentially passive brain. For 

both Christiansen and Chater (2008) and Chomsky (2010), brain changes 

are random events. In Christiansen and Chater’s case, they don’t give 

rise to UG, and in Chomsky’s they do, but in neither case do such brain 

changes directly respond to outside changes, nor do brains perform any 

action that might suggest they  were driven by their own agenda. But 

there is good reason to believe that brain changes are anything but ran-

dom and that a par tic u lar agenda does drive them.

Ever since brains began, they have had to adapt to new kinds of input. 

They have been adapting for thousands of millennia in order to more 
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effi ciently pro cess data from a variety of sensory modalities, several of 

which are not shared by humans. Now they had to pro cess data from a 

different kind of source, one that lay not outside but within themselves. 

This involved previously unrequired cortico- cortical connections, many 

of which had to be two- way, as well as considerable strengthening of 

existing connections between relatively distant parts of the brain. For 

example, a recent comparative study has shown that the arcuate fascic-

ulus, a major pathway linking the lateral temporal cortex with the fron-

tal cortex and long associated with language (Geschwind 1970; Catani 

and Mesulam 2008), is far more fully developed in humans than in ma-

caques or even chimpanzees (Rilling et al. 2008).

The amount of work this entailed— for example, simply adding effer-

ent to afferent fi bers, and vice versa, since in many cases language data 

had to fl ow in two directions— should never be underestimated. It helps 

to account for, among other things, the length of time it took for protol-

anguage to become true language. But there is good biological evidence 

that the nature of the tasks that  were required lie well within the brain’s 

powers of self- organization.

A Brain- Driven Model of Syntax Evolution

The brain is notoriously plastic. That term is used  here not (as it is often 

used in the neurological literature; e.g., Robertson and Murre 1999; Jo-

hansson 2000) merely to indicate the ability of the brain to reconstruct 

functions in new areas after original areas are compromised by trauma 

(although this ability is a corollary of what I am talking about). Rather I 

use the term in its lay sense to indicate a degree of fl exibility and adapt-

ability in both ontogeny and phylogeny greater than that found in other 

organs. What underlies and enables that plasticity is a relationship sel-

dom discussed in the literature: the ratio of number of genes to number 

of neurons.

In a simple organism like the sea slug Aplysia, the ratio of genes to 

neurons is roughly 2:1 (18,000– 20,000 to 10,000). In humans the ratio 

is of the order 1:4 × 106 (30,000 to 100 billion; Venter et al. 2001). In 

other words, while numbers of genes have varied relatively little across 

a broad phyletic range, increasing complexity has driven a massive in-

crease in number of neurons. What this means in practice is that while, 
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in Aplysia, it lies within the power of genes to determine the location 

and function of each neuron ( just as they determine the location and 

function of limbs in all organisms), that power was soon exceeded by 

the proliferation of (mainly) cortical neurons. It follows that epige ne tic 

factors rather than genes themselves mold the micro- and much of the 

macrostructure of the brain. One important factor is wiring economy 

(Cherniak 1994, 2005). To increase its effi ciency while lowering energy 

expenditure the brain must reduce the total length of its wiring to the 

minimum necessary.

This does not mean that brain development falls outside of natural se-

lection. What it does mean is that as long as there is variation within the 

brain (as there always is), evolution will select for what makes a fi tter 

brain according to the brain’s own needs, regardless of whether any se-

lective pressure on the organism as a  whole points in a similar direction. 

In plain language, while (as Lightfoot 1991b notes) a linguistic principle 

is unlikely to give Jack more fruitful sex, better or ga ni za tion of linguistic 

material and its pro cessing would make Jack’s brain work a lot better, 

thereby enhancing his overall fi tness.

That the brain self- organizes in ontogeny is a well- known and well- 

established fact (e.g., Kandel et al. 2000: ch. 55; Nazzi et al. 2001; Mtui 

and Gruener 2006). What is less widely studied is the mode of develop-

ment of the brain in phylogeny. As noted at the end of Chapter 4, while 

the overall architecture of the mammalian brain is strongly conserved, 

functions of the various areas are highly variable, and the variation is 

largely determined by which sense(s) predominate(s) in any given 

species (Krubitzer 1995). Thus when organs for hearing, say, improve 

in range and accuracy, brain areas devoted to pro cessing sounds will 

multiply and expand, sometimes taking over areas formerly devoted 

to other senses, sometimes sharing auditory functions with the pre-

existing functions of other regions (Krubitzer 1995; Manley and Clack 

2004).

However, while brains can develop diversity within the bounds of a 

common architecture, they can just as easily achieve uniformity within 

that diversity. For example, Kaschube et al. (2010) studied the orienta-

tion columns (vertical arrays of neurons that preferentially respond to 

the same orientation) in the visual cortex of three species: ferret, tree 

shrew, and galago. The three species have been separated since the 
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mammalian radiation of 65 million years ago and accordingly show 

wide differences in the size, shape, and location of the visual cortex and 

its relationship to other specialized areas. Yet at the same time the col-

umns themselves are or ga nized in almost identical ways in all three 

species. The authors attribute this too to the brain’s capacity to self- 

organize. Indeed whether the brain shows diversity within uniformity 

or uniformity within diversity seems to depend not on any kind of 

external pressure but solely on the brain’s ability to optimize its own 

resources.

Accordingly we can assume that as it began to store words, the brain 

underwent extensive reor ga ni za tion. The consequences of that reor ga-

ni za tion remain easily visible in modern human brains. Words are not 

stored randomly, but different word classes are stored in different areas; 

for instance, retrieval tasks suggest that nouns are stored in the tempo-

ral lobe, while verbs are stored in prefrontal areas (Caramazza and 

Hillis 1991; Damasio and Tranel 1993). This partitioning refl ects, and 

presumably derives from, the conceptual difference between entities on 

the one hand and actions, states, and events on the other. However, this 

does not mean that their storage is confi ned to these areas. Rather the 

neural networks that subserve repre sen ta tion of a word include long- as 

well as short- distance cortico- cortical connections (Pulvermuller 2001). 

Thus networks supporting verbs like kick and bite will include neurons 

in the motor areas that control leg and mouth, respectively (Pulver-

muller 2008).

But, the reader may well object, aren’t I mixing up phylogeny and 

ontogeny? Surely while the overall redistribution of brain functions 

may be a phyloge ne tic pro cess, the establishment of word networks can 

form only part of ontogeny. This is true, of course; we can hardly be 

born knowing the words we are destined to speak. However, since both 

the areas devoted to verbs and the areas devoted to leg control  were es-

tablished phyloge ne tically, and since the concept “kick” links to both 

properties, when the child learns kick its repre sen ta tion inevitably grav-

itates to those areas. However, the precise location of par tic u lar indi-

vidual repre sen ta tions within the areas concerned varies unpredictably 

from one person to the next (Ojemann 1991). This follows logically from 

the fact that while overall areas for functions like “word class” or “simi-

larity of meaning” are laid down in phylogeny, precise locations within 



120  Universal Grammar

those areas are determined by the individual child’s par tic u lar course of 

development. (Varying orders in which words are acquired is one likely 

factor  here.)

However, the most crucial contribution of brain developments to lan-

guage lay not in the sphere of lexical parcellation but rather in that of 

perfecting and automating the construction of meaningful propositions.

From String to Sentence

One of the interesting results of attempts to teach language to apes is 

that in all species studied— chimpanzee (Gardner and Gardner 1969; 

Rumbaugh and Gill 1976; Terrace 1979), gorilla (Patterson 1978) orang-

utan (Miles 1994), and bonobo (Savage- Rumbaugh and Fields 2000)— 

the experimental subjects produced propositional utterances consisting 

of two or three units. As far as can be determined from the literature, 

the linkage of lexical items to form such utterances was never explicitly 

trained and though inevitably modeled in one sense (experimenters 

could hardly avoid using propositions in training) was neither modeled 

as an integral part of the training nor systematically reinforced in any 

way. In other words, these utterances appear to have been spontaneous. 

Some  were probably imitations of previous utterances by trainers (as 

suggested in Terrace et al. 1979), but many  were not, since they ordered 

units in ways that trainers never did. This suggests that the potential 

capacity to concatenate meaningful units must have been latent, not 

merely in the last common ancestor of humans and chimpanzees but in 

the last common ancestor of all pongids.

In any case, there are purely logical considerations that, once any-

thing even approximating a word is used, will enforce concatenated ut-

terances. Displacement signals differ from other forms of signaling (and 

resemble words) in that they relate to specifi c chunks of the environ-

ment rather than to desires, states of mind, or manipulative injunctions. 

Both words and displacement signals must link with other similar units 

if they are to function as transmitters of information.

Other kinds of signals can be used individually; indeed as individuals 

they are more useful than isolated symbolic units. If both you and I, 

reader,  were vervets and I gave you the leopard alarm, you would know 

to run up a tree. But we are human, and if I say simply “Leopard,” you 
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can have no idea what I’m getting at. Since there are no leopards around, 

I could be starting (in a rather peculiar way) to tell you about some per-

sonal experience I had with a leopard, or I could be about to give you 

some information I had learned about leopards, or I could be quoting a 

familiar essentialist adage— though in the last case, you might wonder 

why I omitted the indefi nite article in “A leopard  can’t change its spots.”

Consequently the development of simple concatenation in protolan-

guage requires no special explanation. What does require explanation 

is how words came to be concatenated in a special way and subject 

to language- specifi c principles— in other words, how sentences  were 

created.

Concatenating Symbolic Units

Establishing locations in the brain was not the only task that words 

obliged brains to undertake. The own ers of those brains seemed to want 

to assemble those words, but at fi rst they could do this only in an ad 

hoc, structureless manner— the mode of protolanguage. Doing things 

that way wastes energy, and brains place a high priority on energy con-

servation. “A universal feature of human behavior is that well practiced 

tasks can be performed with relatively little effort or cognitive control, 

whereas novice per for mance of the same task may require intense and 

effortful cognitive control” (Poldrack et al. 2005). Consequently brains 

must have sought to automatize the pro cess of utterance. And automati-

zation consists of fi xing on a ste reo typed routine and then increasing 

the rapidity with which that routine can be executed.

But how was this to be done? With regard to the most fundamental 

pro cess of the routine— linking a single pair of symbolic units— it is sel-

dom taken into account that there are two signifi cantly different ways 

in which the brain could do this. The groups of neurons that represent 

words could directly trigger one another, so that repre sen ta tions of two 

or more words could be linked in the brain before being dispatched as a 

sequence to output channel (oral or manual) for utterance. Alternatively 

the repre sen ta tion of each word could be retrieved separately and sent 

individually to an output channel for utterance before the next word was 

similarly retrieved and dispatched. Nothing in the structure of the re-

sultant sequences would tell a receiver which method had been used. 
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However, we can predict that the fi rst method, involving only a single 

(albeit more complex) set of instructions to the output channel, would 

result in observably faster speech than the second method.

It is clear that language uses the fi rst method. Recall the examples in 

the postscript to Chapter 2, repeated  here for con ve nience:

 7. Who do you want to meet?

 8. Who do you want Mary to meet?

 9. Who do you want to meet Mary?

In casual speech, the sequence want to can reduce to wanna in (7):

10. Who do you wanna meet?

Obviously want- to contraction is blocked in examples like (8), where 

want and to are not contiguous. But it is also blocked in (9), where they 

are contiguous. Why? Because in (9), who has been moved from the po-

sition occupied by Mary in (8):

11. Who do you want [who] to meet Mary?

(Compare the surprise/confi rmation- request question You want who to 

meet Mary?) Suppose the brain was selecting and sending words to the 

speech organs one word at a time. In (7)–(9) that fourth word would 

be want. Unless the sentence was preplanned, the part of the brain that 

directly controls speech organs would have no way of knowing what 

the fi fth word would be. It could be on (“. . . on your team?”) or if (“. . . if 

Mary  can’t come?”) or for (“. . . for a partner”). If the following word is 

anything other than to, want- to contraction cannot apply. But if the fol-

lowing word is an unpronounced copy of the subordinate- clause sub-

ject, it cannot apply either. The brain’s computational mechanism must 

somehow know already that a subordinate clause must follow the fourth 

word and that the subject of the clause, being a questioned element, 

must have left an unpronounced copy between want and to. This entails 

that the  whole sentence must have already been constructed before be-

ing spoken.

Some empirical evidence comes from the differences in utterance 

time between trained apes and humans, and between pidgin speakers 

and speakers of a full human language (who may, of course, be the same 

person, at different times). Typically, long intervals intervene between 
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items in ape discourse; thus, for example, Washoe’s celebrated utter-

ance baby in my drink was spread over three seconds (Terrace et al. 1979: 

table 7), whereas three words per second is a normal speed for human 

utterance. Similarly in early- stage pidgin, speed of speech is about 

three times slower than the creole speech of pidgin speakers’ descen-

dants (Bickerton 2008; the relevance of this will become apparent in 

Chapter 8).

These speed- of- utterance differences surely refl ect different forms of 

neural connectivity. (It is not easy to see what  else they could refl ect.) 

Slow speed results when either there is no viable connection between 

repre sen ta tions of words or what ever connection exists is so long and 

roundabout that it is quicker and more effi cient to pronounce words se-

rially and individually than to assemble them before dispatch. Direct, 

fast connections between repre sen ta tions of words in the brain are 

formed by repeated simultaneous fi ring of the relevant neurons (Hebb 

1949; see also Pulvermuller 1999; Garagnani et al. 2009 and references 

therein).

It therefore follows that members of several populations cannot have 

direct, fast connections. These populations include persons in the earli-

est stages of second- language learning, early- stage pidgin speakers, and 

human ancestors at the start of language evolution. In none of these 

cases have subjects had time to accumulate the number of simultaneous 

fi rings required before direct linkages can be formed. In human ances-

tors that stage was never reached. In pidgin speech it can be reached in 

principle but relatively seldom is. In second- language learners, whether 

or not it is reached will depend on the degrees of exposure and motiva-

tion of individual learners.

In other words, uttering words is an autocatalytic pro cess: the more 

you use them, the quicker you become, to a point where you can men-

tally assemble utterances before producing them. This is probably what 

underlies the anecdotally well- supported but understudied phenome-

non known as “thinking in a foreign language,” a stage characteristi-

cally not attained until at least a moderate familiarity with the lexicon 

of the language involved is in place. A counterexample might seem to be 

what, from its most famous exponent (the infant Lord Macaulay), one 

might call the “Macaulay effect”: another well- supported but even more 

understudied phenomenon in which a child remains mute until age 
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three or so, then begins to use complete phrases and clauses. But for this 

to happen, others have to have been speaking, and the child has to have 

been pro cessing their language. Apparently passive pro cessing is enough 

to promote simultaneous fi ring of lexical repre sen ta tions (Petersen et al. 

1990; Price et al. 1996), thus enabling the formation of direct links be-

tween them that enables rapid utterance.

Linking words to form propositions does two things. First, since 

words have to be linked to their associated concepts, the simple act of 

uttering them creates links that join concepts as well as words. This is 

precisely what enables the voluntary and rational trains of thought that 

distinguish human from nonhuman thinking. Second, the conjunction 

of typical pairs of words— for example, run and tree, a verb of motion 

plus its directional complement— lays the basis for syntax by prioritizing 

certain pairs of words and binding them more fi rmly than pairs that 

lack any strong semantic or pragmatic connections. Such conjunctions 

could have served as precursors of Merge, the basic pro cess of syntax. 

(Recall, however, that some Merge- like pro cess is implicit in how all 

brains handle vision, combining the outputs of a variety of cell assem-

blies to create an apparently seamless picture.)

Structuring Concatenations

In protolanguage there could have been no formal constraints on which 

words could be linked with which. It is likely too that protolinguistic 

utterances made frequent use of repetition. This is common in ape- 

language experiments; take, for instance, the incident in which Pan-

banisha “repeatedly pressed three symbols—’Fight,’ ‘Mad,’ ‘Austin’— in 

various combinations” to report a fi ght between two other apes (John-

son 1995), or the longest recorded ape utterance, “Give orange me give 

eat orange me eat orange give me eat orange give me you” by Nim (Ter-

race 1979: 210). In a similar vein, McDaniel (2005: 162) hypothesizes 

baby tree leopard baby baby kill as a possible protolanguage utterance by 

someone observing a leopard about to leap from a tree upon a baby be-

neath. As a warning this might work, but for everyday communication 

a little pruning would help. Given repetition and no syntax, the ambi-

guities of utterances quickly multiply. It would be diffi cult, perhaps 

sometimes impossible, to determine who did what to whom.
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As soon as one gets past warnings and commands in any kind of lan-

guage, it becomes essential for comprehension to determine who did 

what to whom. But without syntax, one has to depend on pragmatic or 

semantic clues, which may be sparse or absent or, if present, confusing. 

It would not be surprising if protolinguistic utterances took on some of 

the rough consistencies of word order found in pidgins (Givon 1979), in 

which topics and old information typically precede comments and new 

information. Such overall consistencies have been found in ape utter-

ances (see Savage- Rumbaugh and Rumbaugh 1993 for a review), with 

numerous exceptions, naturally. This factor may have helped compre-

hension but could have been useful only in utterances that would cor-

respond (roughly) to single- clause sentences. Anything longer would 

require a ste reo typed, repeatable, automatic structure in order to ensure 

accurate comprehension.

To what extent is it realistic to suppose that a brain whose only goal 

could have been to maximize its own pro cessing effi ciency could have 

provided structure to make language more effi cient for prehumans? 

One interesting suggestion comes from Hurford (2003, 2007b): many 

nonhuman organisms share with humans two brain pathways, dorsal 

and ventral, which respectively determine the location and the identity 

of objects, and Hurford sees this as the basis of predication— predication 

in turn forming the basis of syntax. However, “the origin of the terms 

subject and predicate belongs to logic, not grammar” (Jones 1956: 184), 

and structures with more than one participant (subject, direct and indi-

rect object,  etc.) form by far the most frequent type of clause. A commit-

ment to gradualism might suggest that the brain began with simple 

predications like lions (are) dangerous and then slowly worked up to more 

complex structures like looks like the lions round that dead dinotherium have 

already eaten the best bits of it. However, there seems no reason why, given 

nouns and verbs, the brain should not have elaborated a systematic 

mechanism for automatically generating sentences without needing to 

build on some simpler precursor, even though (as was likely the case) 

initial products of that mechanism may have tended to be shorter in 

length.

Until the advent of brain- scanning techniques (for a recent historical 

overview, see Gulyas 2010), it was possible to believe that language was 

mediated by one or two highly specialized and localized modules. Early 
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research on aphasia seemed to implicate par tic u lar loci (Broca’s and 

Wernicke’s areas), with Broca’s area supposedly handing syntactic as-

pects of language while Wernicke’s handled semantic aspects. Results of 

PET scans and fMRI, however, showed that if there was anything resem-

bling a “language organ,” it was more like a “language amoeba” (Szath-

mary 2001), a network of connections linking numerous and diverse 

brain areas, including extracortical regions. Indeed the network specifi -

cally devoted to syntax was almost as widespread: “The focal areas of the 

network (Broca’s area, Wernicke’s area, Cerebellum, DPF [dorsal pre-

frontal cortex], A[nterior] C[ingulate] C[ortex]) are very strongly inter-

connected” (Dogil et al. 2002: 85). None of the areas in question is ex-

clusively devoted to syntax, and all are incorporated in other networks 

that discharge different functions, so it has been diffi cult to sort out the 

precise contribution made to syntactic pro cessing by each of the areas 

concerned.

Work by Friederici and colleagues (Grodzinsky and Friederici 2006; 

Friederici 2010) has proposed two distinct structures, one dealing with 

local phrase structure, another with more complex sentences. However, 

most imaging studies concentrate on comprehension rather than pro-

duction, and while comprehension can call on other aspects of language 

besides syntax, production invariably demands that syntactic pro cesses 

be employed. Unsurprisingly almost everything about the brain’s syn-

tactic pro cessing is either vague or controversial, and equally unsurpris-

ingly a consortium of area specialists recently agreed that “to under-

stand the neurobiology of syntax, it might be worthwhile to shift the 

balance from comprehension to syntactic encoding in language produc-

tion” (Fedor et al. 2010: 309). To which the working syntactician can 

only add a fervent “Amen!”

An Abstract Model of How the Brain Handles Syntax

How might a brain have gone about the task of devising a formula for 

the construction of sentences? To start with, all the brain had was a 

small number of things it had already sorted into separate classes, one 

denoting entities (which would become nouns) and one denoting ac-

tions, states, or events (which would become verbs). It is not a natural 

necessity that things should have turned out this way. Carstairs- McCarthy 
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(1999) has envisaged a state of affairs in which there  were no verbs, so 

that instead of sentences language would have consisted entirely of ex-

panded noun phrases. Moreover he has shown that such a language 

would not necessarily have less expressive power than the kind of lan-

guage we know.

What does seem natural is that, given the existence of two classes, 

each class should become the basis for structures of increasing size— 

that if there  were nouns and verbs, there should eventually be larger 

units formed by adding other words to nouns and verbs, respectively. 

After all, almost any word needs an accompanying word or words if 

anything less that the broadest of generalities is intended.

Traditionally these larger units are described as “noun phrases” and 

“verb phrases.” However, these expressions have meanings that are, 

frankly, just a confusing nuisance for the exposition ahead. First of 

all,  they entered into the common assumption (Chomsky 1957) that 

“noun phrase” and “verb phrase” are distinct and separate comple-

mentary elements of propositions. Second, their meaning has under-

gone signifi cant changes in the past few de cades. What was originally 

called a noun phrase is now often called a “determiner phrase” (deter-

miners being articles, demonstrative adjectives such as “that,” and 

the like) in which a determiner takes a noun phrase as its complement 

(Abney 1987). Earlier, subjects of sentences  were excluded from the 

verb phrase, but more recently they have been moved into it (Koop-

man and Sportiche 1985). Consequently I will abandon the terms noun 

phrase and verb phrase and refer to a noun and all its modifi ers as sim-

ply “a phrase” (no other kind of phrase will be either discussed or as-

sumed) and to a verb and all its modifi ers (which of course include all 

its arguments— participants in the verb’s action— whether “internal” 

or “external,” obligatory or optional, including its subject, as well as 

adverbs and the like) as “a clause,” unless others’ uses of these terms 

are being cited.

The necessity for expansion to phrases in the case of nouns is due to 

the fact that a noun by itself cannot specify an individual (unless of 

course it is a proper name) but only the concept of a class of entities. As 

soon as protolanguage was divorced from the  here and now— that is, 

when immediate context plus pragmatic considerations no longer suf-

fi ced to identify specifi c referents— modifi ers became necessary: that 
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dog, the brown dog, the dog with the wiggly tail, the dog I told you about yester-

day. Modifi ers could grow in length and complexity as the system grew 

precisely because there was no specifi cation of what could constitute a 

modifi er or (beyond purely practical considerations) how long a string 

of modifi ers could be.

Verbs too needed modifi ers. Naming a class of actions, states, or events 

tells us next to nothing. We need to know what participants  were in-

volved in the event, who or what experienced the state, who performed 

the action, and who or what was affected by it. To specify any occur-

rence we need to know not just the verb but the key participants in 

what ever occurrence the verb specifi es, from one to three in the vast 

majority of cases (corresponding to what, in grammars, are called “sub-

categorized arguments” of the verb).  Here at least two preexisting fac-

tors intervene: episodic memory and reciprocal altruism.

Episodic memory was originally supposed to be limited to humans 

(Tulving 1984). However, the present century has shown increasing 

support for the existence of nonhuman episodic memory from both 

theoretical (Dere et al. 2006; Griffi ths et al. 1999) and empirical studies. 

Among the latter, what is cautiously termed “episodic- like” memory has 

been demonstrated in scrub jays (Clayton et al. 2001), rats (Eacott et al. 

2005), and hummingbirds (Henderson et al. 2006), among other species. 

Episodic memory could supply the awareness of event structure (“who 

did what to whom”) that forms a basic essential of syntactic structure.

That it already did this in at least some alingual species is suggested by 

the theory of reciprocal altruism (Trivers 1971): “I’ll scratch your back if 

you scratch mine.” Game theory (Maynard Smith 1982) entails that for 

reciprocity to become an evolutionarily stable strategy, there must be 

some mechanism for detecting cheaters (Barkow et al. 1992). Such 

a mechanism would of course be available if episodic memory did in-

deed provide event structure. Some biologists remain skeptical on this 

score (Hauser et al. 2009), but there is impressive evidence of reciprocity 

in grooming from Seyfarth and Cheney (1984) to Schino and Aureli 

(2008). The latter surveyed grooming reciprocity in twenty- two primate 

species and found that in all species “female primates groom preferen-

tially those group mates that groom them most.” (Hauser et al. 2009 

dismiss these cases as susceptible to a more parsimonious  explanation, 

although they do not say what such an explanation might  consist of.)
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Grooming preference among primates generally is thus most likely 

guided by episodic memory of both “how often you groomed me versus 

how often I groomed you” and “how often X groomed me as compared 

with how often Y groomed me.” This is suffi cient to yield event struc-

ture, “who did what to whom,” which in turn provides the basic struc-

ture of clauses (Bickerton 2000).

The addition of modifi ers to verb heads would thus require the output 

of the noun- phrase building operation already described. The semantics 

of each verb would then determine whether it would require one (Mary 

left), two (Mary met John), or three (Mary gave John a book) phrases. In ad-

dition, optional items might be added; even those still skeptical about 

full episodic memory in nonhumans seldom dispute that in many ani-

mals “episodic- like” memory supplies “when” and “where.”

But the crucial question is this: Given these materials, how could the 

brain produce syntax out of the random, pragmatics- driven utterances 

of protolanguage? One likely way emerges when we consider how the 

brain deals with routinized motor actions such as aimed throwing.

I have to be careful  here, because what I am saying could be misinter-

preted in two ways. It could be taken as endorsing ideas expressed in the 

work of Lieberman (1984, 2010) and Allott (1992), which assume that 

motor systems directly underlie language mechanisms and  were di-

rectly responsible for their evolution. Or (especially as I raised the para-

digm case of throwing) it could be taken as endorsing proposals by Cal-

vin (1982; Calvin and Bickerton 2000) that human cognitive powers 

derived in large part from aimed throwing and that a sentence is some-

how structured like a throw. These approaches are, I think, overly sim-

plistic, but there is a more general sense in which the structuring of a 

sentence is analogous to the structuring of a ste reo typed motor action. 

Both must have a schema (Arbib 2003), a predetermined program that 

dictates (among other things) the sequence in which the component 

parts of actions must be executed for maximum effect. For instance, the 

launch window for a throw is only a few milliseconds long, but it must 

be timed so as to coincide with the highest point in the arc of the throw-

ing arm.

Structuring and automation of motor actions must have a phyloge ne-

tic as well as an ontoge ne tic perspective. It cannot be the case that baby 

chimps and human infants start from an equal level of throwing skills, 
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so some kind of schema for throwing (one that still, naturally, requires 

to be fi ne- tuned by experience) must form part of the human genome. 

The brains of human ancestors must have begun from a chimpanzee 

level of throwing. They could have developed from that level only if 

aimed throwing, whether used in confrontational scavenging, opportu-

nistic hunting, or intergroup warfare, enhanced human fi tness. All I am 

proposing  here is that, once our ancestors started to talk at even a pro-

tolinguistic level, the brain would have begun to elaborate schemas for 

routinizing sentences (call them algorithms for sentence production, if 

you prefer), just as it elaborated schemas for throwing and similar ac-

tions. Stereotyping and automatization of action schemas save energy 

and free up neurons for other functions.

For some it may seem easier to believe in schemas for physical action 

than for what they regard as “mental actions.” This is another refl ex of 

per sis tent dualism. Whether we are talking about physical actions like 

throwing, “mental” actions like reasoning, or things that seem to blend 

both mental and physical, like creating and uttering sentences, we are 

talking about events that are triggered by exactly the same operations: 

sets of neurons fi ring other sets of neurons. It has been known for some 

time that the neurons fi red when an action is performed are the same 

neurons fi red when one is merely thinking about performing the action 

(Decety et al. 1991, 1994; Paus et al. 1993; Jeannerod 1997). In other 

words, as far as the brain is concerned, thoughts are just actions that it 

 doesn’t tell the body about. However, we should be cautious about going 

from this to the statement “Thoughts are just sentences that the brain 

 doesn’t send out for utterance.” A thought will not have all the clutter of 

modern- language sentences— the infl ections, the function words, the 

phonological features. But the means for linking the concepts that 

thought manipulates will be the same as the means for linking words 

into phrases and clauses that language manipulates. The syntax of 

thought will be the same skeletal UG that is being described  here.

To sum up, we can assume that at a minimum, a primate brain, once 

equipped with words, would eventually create algorithms for the con-

struction of phrases (take a noun and add modifi ers) and clauses (take a 

verb and add phrases). Note that, among much  else, these algorithms 

entail the infi nite productivity that ever since Chomsky (1965) has been 

recognized as basic and essential to language. Note that this productiv-
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ity is at least as much due to properties of the phrase as it is to properties 

of the clause. A clause has a built- in limit. It can include only as many 

participants as the brain can distinguish functions for (i.e., entities with 

thematic roles): Actor, Theme (what the action of the verb directly af-

fects), and Recipient, the three key functions picked out by the episodic- 

memory/reciprocal- altruism devices, plus Time, Location, and one or two 

others. However, there is no limit to either the kind or number of modi-

fi ers a noun may have, including clauses (the black dog with white spots that 

you saw yesterday). (Of course, verbs too can have clauses as modifi ers if 

they fulfi ll one of the verb’s required functions, e.g., Theme in the case of 

verbs that take factive complements: you told me that you came yesterday.) 

Since a verb that takes a factive complement can select a clause with a 

similar verb as its head (John thought that Mary felt that Bill believed . . .  ) and 

since a noun inside a modifi er clause can itself be modifi ed (This is the cat 

that killed the rat that ate the malt that lay in the  house . . .  ), sentences are, in 

principle, infi nite.

All that remains is to show how these algorithms could work in prac-

tice to produce the kinds of linguistic phenomena that syntacticians 

have described.

The Pro cess of Sentence Construction

Although Chomsky’s Minimalism was never intended as a model of 

how the brain puts sentences together, it serves, as we saw in Chapter 2, 

as a good start toward understanding how this might work.

What ever your theoretical assumptions, the brain must begin sen-

tence construction with some equivalent of what Chomsky (1995: 225) 

calls the “numeration,” the collecting of all the lexical items to be used 

in a sentence (in neural terms, the simultaneous fi ring of neurons in the 

areas where the words to be used are stored). It is followed by the opera-

tion “Select,” which begins by choosing from the numeration the fi rst 

items to be merged into the derivation.

How are elements for the numeration selected? The universal and 

well- attested phenomenon of “lexical priming” (Bock 1986) suggests 

that in the real world the brain may be unable to call on any lexical item 

without triggering others, some of which may be irrelevant to the sen-

tence in question. It may be that the brain obeys some kind of “neural 
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Darwinism” (Edelman 1987) such that, as Calvin (1996) suggests, there 

may be several “candidate sentences” forming at the same time and 

competing for access to the speech organs. This is consistent with speech 

substitution errors due to similarities of sound, absent semantic similar-

ity (“fi re” for “fl our,” “slips” for “sleeps,” “clam” for “climb”); semantic 

relationships, absent phonological similarity (“degree” for “job,” “next” 

for “last,” “science” for “medicine”); and even, where both phonology 

and semantics are similar, for blends such as “swishle,” a combination of 

“swish” and “swizzle” (data from Garnham et al. 1981). The notion of 

multiple selection followed by pruning of some kind (i.e., initial selec-

tion is random and only items that match features with one another are 

selected) is plausible in terms of “neural Darwinism.”

The operation that Chomsky has described as “Merge” then follows. 

For Chomsky (2000), the procedure “Merge A and B” is a symmetrical 

operation. Different, and I think preferable, consequences emerge if we 

regard the operation as asymmetrical, redefi ning it as “Attach A to B,” A 

being a modifi er and B a head (or a structure that already incorporates 

a head and one or more modifi ers).  Here B clearly has priority over A. 

Since any word functions in any given expression as either a head or a 

modifi er (depending on function rather than word class: city is a head in 

capital city but a modifi er in city council), “Attach A (a modifi er) to B (a 

head)” covers all possible constructions. One advantage of this opera-

tion is that it does away with the need for any special mechanism for 

determining the label that its product will bear. If the head is a noun, 

then no amount of modifi cation can change its nominal status, or the 

label of the structure it heads; if a verb, a similar conclusion follows. 

Two things are worth noting about Attach: like Merge, it does not spec-

ify direction of attachment (whether to the left or right of the head), and 

like Merge, it places no limitation on the type or sizes of units to be 

attached.

For each phrase, the brain would begin by selecting a noun and would 

then progressively attach to that noun what ever modifi ers in the nu-

meration applied to it. Similarly for each clause, the brain would select a 

verb and then take phrases modifying that verb (as they  were produced 

by the phrase- forming pro cesses of Attach) and progressively attach 

them to the verb. Note that (and this is important for what follows), 

counterintuitively, a derivation of this kind must proceed not in the lin-
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ear order in which the words will eventually be uttered but from the 

bottom up, so to speak— from the lowest level in the hierarchical tree 

structure that will constitute the fi nished sentence. This is because 

words must initially attach to the things with which they are most 

closely associated: direct objects to their verbs, for instance (in En glish, 

if not in French). Note too that adjectives are attached in a determined 

order:

 12. a clever young Spanish En glish teacher.

 13. a clever young En glish Spanish teacher.

These phrases are not synonymous: (12) means a teacher of En glish 

who is Spanish and (13) a teacher of Spanish who is En glish. Other vari-

ants are simply ungrammatical in either sense:

 14a. *a clever En glish young Spanish teacher.

 b. *a young Spanish En glish clever teacher.

 c. *an En glish clever Spanish young teacher.

Clearly order of attachment is a crucial factor in sentence creation. 

Moreover it is an ineliminable component of language— words have to 

be attached to one another in some par tic u lar order— but one that is not 

specifi ed either by Merge or by Attach.

Both Merge and Attach demand some kind of checking pro cess to 

ensure a semantically and grammatically acceptable combination of 

words. Checking basically consists of comparing features on the items to 

be attached to ensure that there is a match. A singular noun cannot ac-

cept a plural modifi er (e.g., *several dog). A verb that takes only a single 

participant cannot accept phrases that represent Agent and Patient roles 

(e.g., *Mary fell Bill as opposed to Mary fell or Mary knocked Bill down). 

Similarly needs of a head have to be met by a modifi er: the verb see (ex-

cept for idiomatic usages like yes, I see) must have a direct object with a 

thematic role of Patient for what ever was seen. If any of these conditions 

is not met, an illegitimate sentence results.

Order of attachment is not written in stone, because “thing most 

closely associated” is subject to interpretation. Is a verb more closely as-

sociated with what ever the verb affects or with an adverb that modifi es 

it? En glish takes the former position, French the latter. Or is it what ever 

the clause is about— the subject as opposed to the predicate? That is 
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what Hawaiian chooses. This last difference, the difference between 

subject- verb- object and verb- subject- object order, is less important than 

one might think, for as shown below, the fi rst and the last attachment 

to a clause have very similar consequences.

The foregoing, while incomplete in many ways (a full account would 

require at least book- length treatment) and possibly quite wrong in 

some points, at least represents an attempt to relate necessary pro cesses 

in the construction of sentences to known capacities of the human 

brain. The question that naturally now arises is how much syntax we 

can buy with mechanisms such as those described above. Ideally all 

truly universal features of syntax should follow from the model described, 

and the grammar sketched  here, while not generating any modern hu-

man language, would have yielded a viable language. Since it is univer-

sal, it serves nowadays as the common skeleton underlying all modern 

languages. It is what enables children to acquire any of the several thou-

sand languages in the world today and, in appropriate circumstances, to 

build an entirely new language for themselves.

Consequently the sections that follow should not be read as any kind 

of attempt to establish a defi nitive, detailed grammar but rather as proof 

of concept, showing that the kinds of structure and operation proposed 

 here are at least potentially able to deal with data that have hitherto 

required more complex assumptions and/or a greater amount of stipula-

tion. Readers should, however, be warned that the rest of this chapter is 

somewhat technical. That is unavoidable. No serious syntactician gives 

any credence to programmatic statements, and rightly so. At least some 

indication of how the model would work in detail has to be provided at 

this point. Readers who fi nd the technicalities tedious or overly chal-

lenging can skip to the concluding section of this chapter without un-

due loss. Meanwhile let’s look at three areas—c-command, island ef-

fects, and the reference of “empty categories”— which should suffi ce to 

give at least a fl avor of the present proposals.

C-command

Although c-command has proven a tough survivor among generative 

notions, it remains unmotivated. As Hornstein (2009) points out, Ep-

stein’s (1999) deduction of c-command from Merge makes the concept 
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natural in Minimalist Program (MP) terms without explaining why it 

should necessarily work the way it does. (Hornstein’s own explanation— 

that c-command is the kind of relation one would expect from a Merge- 

based Minimalist grammar— is hardly an improvement.) In the present 

model, the utility of c-command is dubious. It is not required for deter-

mining the order of constituents (Kayne 1994) because Kayne’s Linear 

Correspondence Axiom itself is not required. It is not required as a con-

dition on feature checking because this now takes place via projection 

of head features through higher structural levels of phrases. In binding, 

where it has long played a vital role, it has always encountered serious 

empirical problems.

In standard generative models, to bind an anaphoric expression like 

herself in Barbara admired herself the anaphor has to be c-commanded by 

its antecedent (as it is  here by Barbara). The same goes for bound pro-

nouns such as those associated with each X or every X. But these relations 

are asymmetric: where the anaphor c-commands its antecedent, un-

grammaticality results:

 15a. Barbara admired herself.

 b. *Herself admired Barbara.

 16a. Each boy received his prize.

 b. *His prize was given to each boy (* if his and each boy are 

coreferential).

Note, however, that in these cases the c-commanding antecedent is a 

subject. When it is not, the following phenomena occur:

 17a. Mike showed Barbara herself as she really was.

 b. *Mike showed herself Barbara as she really was.

 18. I gave each boy his prize.

 b. *I gave his prize to each boy (same condition as 16b).

The most straightforward tree for the grammatical (a) sentences would 

merge fi rst showed/gave with Barbara/each boy and then showed Barbara/

gave each boy with herself/his prize. But in that case, the antecedent would 

nowhere c-command the anaphor. Indeed in (17a) and (18a) it would be 

c-commanded by the anaphor. Barss and Lasnik (1986) treated the 

problem as if it  were limited to double- object constructions, but it holds 

equally between objects and adjunct phrases, witness (19):
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 19a. Bill gave the money to Barbara for herself (not for her sister).

 b. *Bill gave the money for herself to Barbara.

In neither case does Barbara c-command the anaphor, but in the gram-

matical (19a) Barbara is attached before herself, while the reverse holds 

in the ungrammatical (19b).

Larson’s (1988) proposal to deal with this problem aimed specifi cally 

at double- object cases, but could be (and soon was) extended to other 

cases. As with so many other proposals, this one involved covert move-

ment. Additional empty nodes are created; the verb moves to a higher V 

node and the NP to a higher NP node, giving the structure shown in 

Figure 5.1.

In this confi guration, known as a “VP shell,” c-command of I(ndirect) 

O(bject) by D(irect) O(bject) holds in the original structure, while sub-

sequent movement of NP(IO) to NP and lower V to the higher V posi-

tion, as shown, provides the required surface order. The (to me) irresist-

ible question is this: If the mechanism expressed by this tree does not 

represent anything the brain is supposed to do in the course of form-

ing such sentences, what is it doing in the grammar? Conversely, if the 

brain does indeed perform this movement operation, why should it? 

Just to salvage c-command?

Larson’s (1988) solution, widely adopted, cannot form part of the pres-

ent model, since the latter avoids any operation (such as covert move-

Figure 5.1. A VP- shell structure.
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ment) for which empirical data provide no support. Covert movement has 

simply been accepted as part of the “biolinguistic” approach without, so 

far as I am aware, any discussion of its connection, if any, with how 

brains actually produce sentences, how grammatical operations might 

have evolved, or any other substantive issue that an approach aimed at 

unifying linguistics with biology might have been expected to pursue. 

Moreover there are other failures of c-command that Larson’s solution 

cannot resolve. Consider (20), where a constituent containing the ana-

phor c-commands the antecedent and where no plausible and in de pen-

dently motivated covert movement will remedy the situation:

20. Stories about herself make Barbara feel deeply embarrassed.

However, an attachment- based model necessarily creates two relation-

ships, both of which are based on the sequence of attachment and are 

therefore both natural and ineliminable. These relationships, priority 

and fi nality, between them discharge the functions formerly attributed 

to c-command, as well as others.

Priority arises because attachment must be sequential and therefore 

establishes an order among constituents that is as fi xed and defi nite as 

the linear order in which sentences are spoken or written. It is in at least 

one sense a more signifi cant order, since it is directly based on the de-

gree of structural closeness constituents have to one another. Priority 

may be formally defi ned as follows:

21. X is prior to Y iff X is attached to a structure Z before Y is 

attached to Z.

Finality is signifi cant because of another coincidence between the 

present proposals and one of those elaborated within the MP. As we saw 

in Chapter 2, Chomsky (1999) envisaged sentences as falling into dis-

tinct “phases” which are sent separately and sequentially to the speech 

organs and cannot subsequently take part in any syntactic pro cess. Sen-

tence components are assembled simultaneously and in parallel, and 

full assembly of a verb and all its modifi ers (auxiliary verbs, arguments, 

and any adverbial material), just like completion of a Chomskyan phase, 

renders the resultant syntactic object computationally inaccessible. One 

argument must logically be fi nal, that is, the last one to be attached to a 

par tic u lar verb. Finality may be formally defi ned as follows:
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 22. X is fi nal in a structure Y iff X is referential and no further 

referential element can attach to Y.

Note that a fi nal attachment asymmetrically c-commands all other 

constituents in its clause and thus accounts (among other things) for 

the cases in which c-command works correctly in binding (e.g., (15) 

and (16)) while excluding those cases in which it  doesn’t. In (17a) and 

(19a), Barbara and each boy are prior to herself and his prize, respectively, 

while in the bad (b) equivalents the relationship is reversed. In (19a) 

Barbara is prior to herself, while the reverse holds in (19b). In (20) the 

constituent that includes the anaphor c-commands the antecedent, 

forming a problem impossible to resolve unless such sentence types 

are arbitrarily stipulated as falling outside binding theory. However, it 

is straightforwardly resolved once we accept that priority as well as fi -

nality binds.

Note that fi nality and priority also take care of another case where 

c-command requires covert movement. Quantifi er Raising has a long and 

respectable history in generative grammar, from May (1977) to Hornstein 

(1995). It arose in order to account for the identical interpretations of sen-

tences such as (23a) and (23b):

 23a. Every girl kissed a boy.

 b. A boy was kissed by every girl.

Both sentences can mean either “Every girl kissed one par tic u lar boy” 

or “Every girl kissed at least one individual boy or other.” From the be-

ginning, the issue was phrased as one of scope, and scope was suppos-

edly a function of c-command. That is to say, if a phrase with a quanti-

fi er like each boy or every girl c-commanded an indefi nite phrase such as 

a boy or some girl, that phrase could then be interpreted in a general as 

well as a specifi c individual sense. The converse, of course, should not 

apply, so that (23b) should have had only the fi rst reading. Since it did 

not, the reasoning then went as follows: there must be some point in the 

derivation of (23b) where every girl c-commands a boy. In the earliest 

stages of generative grammar, where passives  were transforms of ac-

tives, there was no problem: the quantifi ed phrase c-commanded the 

indefi nite in Deep Structure. But when it was decided that the passive 

transformation changed meaning and was therefore inadmissible, an 
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alternative had to be found. Since meaning was involved, the logical 

answer was to invoke Logical Form (LF, the level at which sentences are 

interpreted) and move the quantifi ed phrase into a c-commanding po-

sition in LF. This did not change substantially when LF became the 

C(onceptual)- I(ntentional) or SEM(antic) Interface, so that there was 

only one syntactic level. On that level, movement (overt or covert) took 

place, and if the movement was covert, the top copy was retained at the 

C-I interface, but dropped at the S(ensory)- M(otor) Interface, where the 

sentence would have to be pronounced.

As the above suggests, this approach had more to do with how gen-

erative grammar happened to develop than with the data to be ex-

plained, let alone the overarching problem of how syntax can be made 

congruent with things the brain does. Why should one confi guration of 

quantifi er/bound- item be treated one way and another in a different 

way? Why shouldn’t the interpretations of (23a- b) fall out from the ba-

sic mechanisms of syntax? In orthodox varieties of generative grammar 

there are no answers for such questions. In the present approach, these 

sentences are simply further examples of general binding constraints. In 

(23a) every girl binds a boy by fi nality, every girl being the fi nal attach-

ment. In (23b) every girl binds a boy by priority, every girl being attached 

before a boy is attached.

One obvious objection to a priority/fi nality analysis is that it has to in-

voke two mechanisms, whereas orthodox accounts involve only one. But 

this objection runs counter to the spirit of the MP. It is not a reduction of 

mechanisms per se that should count in favor of a theory but whether 

the mechanisms are inevitable in assembling sentences, whether they 

account naturally for the phenomena they are claimed to account for, and 

whether their adoption makes it possible to dispense with previous pro-

posals that are more complex and/or less natural. Both c-command and 

priority/fi nality are inevitable consequences of hierarchical assembly, 

but the parity ends there.

C-command does not account naturally for the phenomena it is sup-

posed to account for. Nothing indicates why it should play a role in 

binding. In contrast, priority and fi nality bind for good reasons. Ana-

phors are referential, but not in de pen dently so. They have to acquire 

reference through association with some fully referential noun. When 

they enter a structure, they seek such a noun. Economy considerations 
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dictate that the nearer that noun is, the better; in other words, they 

will acquire reference from the nearest noun that matches features 

(gender, number,  etc.) with them. Ideally that noun will already be in 

the structure— a prior attachment. If not, the anaphor must still fi nd its 

associated referent before the clause is closed; otherwise reference will 

be impossible to establish. A fi nal attachment thus serves as a kind of 

last recourse. If, as in (24), features don’t match those of a fi nal attach-

ment, the sentence becomes ungrammatical:

24. *Mary mailed a letter to themselves.

As regards the third factor that argues in favor of the present theory— 

avoidance of complex and/or unnatural devices— the principle of prior-

ity removes the need for Larsonian shells, quantifi er movement, and the 

covert operations these involve. Indeed covert movement should be elim-

inated entirely from any grammar that aims at neurobiological plausibil-

ity. It has been used quite recklessly in generative models, partly because 

of its con ve nience in “solving” problems like those presented by the 

Barss and Lasnik (1986) data, partly because its implications for any re-

alistic model of how the brain actually produces sentences have never 

been debated. The latter fact may have been excused by the competence- 

performance distinction and consequent focus on competence. But the 

shift from competence/per for mance to the i-language/e-language dis-

tinction clearly obviates this strategy— the way sentences are put to-

gether forms part of i-language (it is internal and individual) and 

therefore must be integrated in any overall description of i-language. 

Meanwhile the fact that the problems resolved  here arose not from em-

pirical data but from a theoretical assumption— that binding must in-

volve c-command—should not be allowed to pass unnoticed.

Island Effects

First noted by Ross (1967), island effects restrict the domains from 

which extraction is possible. Take the following examples:

25. What did Bill think [Mary had not properly explained___]?

26. *What did Bill wonder [who explained___]?

27.  *What did Bill deny [Mary’s claim that she had explained___]?

28. *What did Bill get annoyed [when Mary tried to explain___]?
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While what can be extracted from its original position in the subordi-

nate clause in (25), it cannot be extracted from a similar clause in (26), 

from a complex phrase in (27), or from an adjunct clause in (28). Ex-

amples (26)–(28), plus some other environments (e.g., subject NPs and 

coordinate structures), are said to constitute “(syntactic) islands,” a topic 

that has been extensively discussed in the literature (e.g., Chomsky 

1981, 1986; Boeckx 2008) but is still far from resolved.

Since Ross (1967) uncovered them, island effects have usually been 

explained by the principle of subjacency. Earlier versions of subjacency 

(e.g., Chomsky 1986) regarded it as involving “bounding nodes” that 

served as barriers to movement; later (minimalist) versions invoked 

some version of “Shortest Move.” What ever the mechanism, the aim was 

to block movement, mainly involving question words, out of more deeply 

embedded clauses, as shown in examples (26)–(28). However, Belletti 

and Rizzi (2000: 27) quote Chomsky as saying that “there is no really 

principled account of many island conditions”; a de cade later “there is 

still no principled characterization of islandhood” (Progovac 2009: 307). 

Progovac attempts an ingenious solution that stands the problem on its 

head: traditionally movement has been regarded as the norm and block-

age of movement the datum that requires explanation, but Progovac 

reverses this and treats movement as the extraordinary case, based on 

her conclusion that “syntactic islands do not form a natural class” (328).

In fact under the present analysis syntactic islands do form a natural 

class, and a principled account of island effect is thus possible. Stated 

informally, the leading idea is that while movement is normally possible 

to the left periphery of any clause, further movement is possible only if 

the home clause of the moved constituent has not been closed. The no-

tion of closure is crucial to the present model. Though I don’t know of 

any other version of generative grammar in which the notion is used 

explicitly, it is implicit in several treatments and comes nearest to what 

is proposed  here in the notion of phases (Chomsky 1999). We may de-

fi ne closure as follows:

29. A syntactic structure X is closed if X is not an obligatory modifi er 

of V.

“Obligatory modifi er” includes (and may be limited to) subcategorized 

arguments of verbs. Note that  here I do not use the formula for “if and 
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only if” because while (29) is probably all that was included in UG, other 

ways of closing structures subsequently became available, as shown in 

Chapter 6.

It is assumed throughout that what is  here (following a long genera-

tive tradition) informally described as movement actually consists, as in 

much recent work, of copying an already attached constituent and sub-

sequently deleting the copied item. This is illustrated in the examples 

that follow, where a word enclosed in angled brackets (“less than” and 

“greater than” signs < and >) is not pronounced but indicates a prior posi-

tion of a copied constituent. Note that as a consequence of this, a “moved” 

constituent is always bound by a prior antecedent, showing the ubiquity 

of the priority condition on binding.

 30a. Mary Bill saw <Mary>, but not Sue.

 b. Who did Bill see <who>?

These examples raise no problems; only one clause is involved.

 31. The man [you saw <the man>]  wasn’t Bill.

Here the bracketed clause modifi es a noun head, but movement is not 

involved: the man is attached in both clauses but remains unpronounced 

in the subordinate clause. The two are understood as coreferents, but 

binding is not involved.

 32. What [did Mary think [<what> (that) John had done <what>]]?

The interior bracketed clause is a Theme argument of think, therefore 

meets the defi nition in (29) and consequently remains open. This rela-

tionship does not obtain in (33):

 33. *Who did Mary go home [after she had seen <who>]?

Here the bracketed clause is a modifi er of the higher verb go but is not 

subcategorized by it and is therefore not obligatory; consequently the 

adjunct clause is closed.

 34. *Where did [the fact [that Mary went <where>]] surprise John?

Here the clause inside the inner brackets modifi es not a verb but the 

noun in the outer brackets, leading to closure.
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35. *What does Mary play tennis and [John plays <what>]?

Here the bracketed clause does not modify anything; both clauses are 

complete and hence closed.

There are other cases that seem at fi rst sight to be counterexamples to 

the obligatory modifi er condition:

 36a. *Where is [that Mary went <where>] likely?

 b. Where is it likely [that Mary went <where>]?

This is a classic case of what have been termed “subject islands.” But 

subjecthood per se cannot be what is at issue  here, because in other con-

texts extraction from subjects is licit:

 37. [Who [Bill knew <who>]] shocked all of us.

 38a. Mary says [who Bill spoke to <who>]  doesn’t matter.

 b. Who Mary says [<who> Bill spoke to <who>]  doesn’t matter.

In (37)–(38) a subcategorized argument is involved, so free extraction is 

predicted. But this is equally true of (36). The only difference is that 

while that (absent, note, from (37)–(38)) may be omitted from (36b), it 

may not be omitted in (39):

 39. *Mary went home is unlikely.

This suggests that that in (36a) is different from (or is performing an ad-

ditional function to) that in (32) and (36b). That is of course a polyfunc-

tional word, serving as a determiner (that book), a demonstrative pronoun 

(that is the book), a relative pronoun (the man that left) and a complementizer 

(I think that that is the book). There is yet a fi fth function, that of closure. 

That this function is distinct from that of complementizer is shown by 

examples like (42):

 40. I believe that that Obama is still president is indisputable.

The fi rst that in (40) is a factive- clause complementizer, but the second 

performs none of the fi rst four functions listed above. In fact it is a pure 

marker of closure.

Though too clumsy for normal utterance, (40) is (at least by my judg-

ment) fully grammatical and merely a contraction of the slightly longer 

but less clumsy (41), which is unquestionably grammatical:
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 41. I believe that the fact that Obama is still president is 

indisputable.

Compare also (42) with (43):

 42a. That Mary went home is incon ve nient.

 b. It is incon ve nient that Mary went home.

 43a. The fact that Mary went home is incon ve nient.

 b. *It is incon ve nient the fact that Mary went home.

One can say (44):

 44. It is incon ve nient, the fact that Mary went home.

But (43b) is simply a dislocation of (43a), not an equivalent of it in 

the sense that (43b) is an equivalent of (43a). (44) is therefore not a 

counterexample.

That closure rather that subjecthood per se is the critical factor  here is 

confi rmed by a further example in which the subject clause does not 

contain that (Kluender 2005: examples 9 and 10):

 45a. *Who does [that she can bake ginger cookies for __] give her 

great plea sure?

 b. Who does [being able to bake ginger cookies for __] give her 

great plea sure?

(45b) is slightly awkward but far more acceptable than (45a). Conse-

quently it would appear that the nonextractability of items in subject 

islands is not due to a property of such islands per se but rather relates to 

whether or not those islands have been closed. More will be said about 

closure in Chapter 6. For the moment, it suffi ces to note that the initial 

generalization— that movement may take place out of main clauses and 

subcategorized subordinate closes— appears to be a valid one.

The Reference of “Empty Categories”

The phenomena described as “empty categories,” “null constituents,” or 

phonetically unexpressed phrases (Jelinek 1984; Huang 1984; Lasnik 

and Uriagereka 1988) present a serious problem for empiricist accounts 

of language acquisition. How do children learn inductively the refer-
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ence of constituents that are inaccessible to any sense? To the best of my 

knowledge, no empiricist has dealt seriously with this issue. Rare at-

tempts at doing so involve nothing more than notational tricks, and 

even these only address cases such as WH- questions and passives (see, 

e.g., Pickering and Barry 1991), where the relationship between gap and 

referent is fairly transparent. They certainly never deal with cases like 

the following:

 46a. Mary is too angry___ to talk to___.

 b. Mary is too angry___ to talk to her.

 47a. Mary needs someone___ to work for___.

 b. Mary needs someone___ to work for her.

Here nothing has “moved,” so there is nothing one can trace back to its 

“original” site. Moreover there is the additional complication that in the 

(b) sentences replacement of the second empty category by an overt 

pronoun changes both its own reference and the reference of the fi rst 

empty category.

Suppose we simply treat these as we treated binding of overt anaphors, 

that is, by the principles of priority and fi nality, with priority applying 

fi rst, if possible, and fi nality supplying the default referent. The pro cess is 

algorithmic, starting from the most deeply embedded gap, which in both 

(46a) and (47a) is the second. In (46a) this gap fails to fi nd a prior ante-

cedent so goes to the fi nal attachment in the structure headed by talk to 

and fi nds that this is also a gap, therefore unable to supply reference. 

Thence it proceeds to the fi nal attachment, which is Mary, a referential 

item. Since there are no further referential items, and a gap, unlike a pro-

noun, cannot look outside the sentence for reference, the fi rst gap must 

remain without reference and be interpreted as  generic—“anyone”—as is 

shown by the fact (46a) is synonymous with its gapless equivalent (48):

 48. Mary is too angry for anyone to talk to her (Mary).

In (47a) the second gap does fi nd a prior antecedent: someone. Al-

though someone is not a defi nite referential, it is still referential, so the 

second gap refers to it. The fi rst gap can now refer to the fi nal attach-

ment, Mary. Note that in no case can two gaps in the same clause refer 

to the same item. All participants in any action or event are assumed to 

be distinct from one another unless their identity is marked explicitly by 
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a refl exive pronoun, a refl exive marker on the verb, or some other simi-

lar device. What in the mind/brain makes this assumption a default one 

remains mysterious.

Replacement of the second gap by a pronoun changes the reference of 

remaining gaps, in part because pronouns have a different algorithm for 

establishing reference and in part because changing the sequence of 

gap- reference assignment inevitably changes reference. In (46b) the 

fi rst and only gap can now take fi nal Mary as its reference. But as a re-

sult, Mary becomes the notional subject of talk to, and pronouns cannot 

take clause mates as antecedents. In consequence, her must now refer to 

some unspecifi ed female other than Mary. In (47b) the fi rst gap is now 

fi rst to search for a referent and immediately encounters prior someone, 

which gives it reference. Since someone is now the notional subject of the 

lower V, her is no longer excluded from taking Mary as its referent.

The principles illustrated  here are not specifi c to En glish. They can be 

found in a variety of languages and in constructions of quite different 

types. For instance, they apply to serial verb constructions (Sebba 1987; 

Baker 1989). Serial constructions are highly plausible candidates for 

having been more frequent in much earlier stages of language, and their 

existence follows logically from a reasonable surmise about those stages. 

When only the basic universal algorithms for building phrases and clauses 

existed, we may suppose that there  were no restrictions on what could 

qualify as a modifi er. In that case, there was nothing to prevent a verb 

from modifying another verb. However, in so doing the second verb 

would not be a head and would therefore be unable to take modifi ers of 

its own (and modifi ers, in this treatment, include arguments of a verb). 

The gaps left by subcategorized arguments are then assigned reference 

in exactly the same way as in examples (46) and (47).

Consider the following examples, the fi rst two from creole languages, 

the third from an African language:

49. mi suti   en  kii (Saramaccan).

  I  shoot him kill.

  “I shot him dead.”

50. li pran ti   lisyen tue (Seselwa).

  he take small dog  kill.

  “He killed the little dog.”
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51. A‘sı´ba´ be´   le´sı‘ gu‘ (Gungbe; Aboh 2009).

  Asiba   collect rice  eat.

  “Asiba ate a lot of rice.”

In all three cases, the empty objects of the verbs kii, tue, and gu take 

prior attachments (the main- clause direct objects en, ti lisyen, and lesi, 

respectively) as their referents, while the empty subjects of those verbs 

take reference from root- sentence fi nal attachments mi, li, and Asiba, as 

predicted by the principles of priority and fi nality.

Does the algorithm for determining the reference of empty categories 

form part of an innate, language- dedicated mechanism? Or is it merely 

a domain- general problem- solving device that just happens to exploit 

relationships that are part of that mechanism? Since the mechanisms 

(priority and fi nality) that underlie the assignment of reference  here are 

identical with those that assigned reference to anaphors and “moved” 

items, since those mechanisms specify relationships between constitu-

ents that must exist in any grammar that uses a Merge- or Attach- like 

pro cess to build sentences, and since the search space is delimited by 

another element of the present model, closure, we can regard the algo-

rithm that determines reference as a part of UG that follows logically 

from Attach, Close, and the phrase and clause algorithms.

After Universal Grammar

Attach, Close, and the phrase and clause algorithms constitute, on the 

present account, the totality of Universal Grammar in the sense of 

specifi c computational mechanisms for generating syntax. There are 

also things that are vital to language that result, apparently, from cer-

tain dispositions of the brain whose origin is obscure. We will encoun-

ter some of these in Chapters 6 and 8, but they involve words and their 

meanings rather than structure. The ingredients of UG itself seem both 

minimal and natural. Without some such pro cess as Attach, communi-

cation would never escape the protolanguage state; not only would there 

be no complex sentences, but there would also be no complex thoughts, 

since these require syntactic structure just as much as sentences if they 

are to escape exponentially growing ambiguities. Closure is an econ-

omy mea sure from more than one perspective. Time, in both thought 
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and communication, is saved if clauses are constructed in parallel rather 

than serially. Effort is saved if the space over which the brain must com-

pute at any given time is reduced, with completed sections of a complex 

sentence being put to one side, so to speak, so that they no longer enter 

into the computation.

If words fall into two major categories, those that concern entities 

(nouns) and those that concern actions, events, or states (verbs), and if 

single words have to have others added to them, then phrases headed by 

nouns and clauses headed by verbs become inescapable, and simple al-

gorithms for producing them must be developed. Those algorithms in-

volve no more than serial Attachment, and from serial Attachment, in 

turn, two relations directly fall out: Priority (X is attached before Y) and 

Finality (X is the last referential item to be attached to a clause or 

phrase). These relations in turn serve to specify what items can refer to 

one another, as in the binding and empty- category cases. Priority in 

par tic u lar, as shown by Pulvermuller (2002), is something the brain can 

automatically keep track of; mechanisms originally adopted for move-

ment detection can reliably indicate the order in which words are 

assembled.

In addition there has to be, in any version of UG, a syntactic displace-

ment rule that permits any constituent of a unit that has not undergone 

closure to be reattached at the left periphery of that unit, an operation 

that can apply successively wherever appropriate conditions are pres-

ent. Given these ingredients and nothing  else but an adequate lexicon, 

it is possible to generate sentences of the level of complexity shown in 

(52)–(54):

52. Large black dog bite people dog think be dangerous.

53. Mary want know who kill antelope big forest yesterday.

54. What John say John think new tribe go do?

I am assuming that pronouns  were not an early invention and that, 

apart from a small number of adjectives, the lexicon still contained 

nothing beyond nouns and verbs and a handful of modifi ers, possibly 

undistinguished by class. (These assumptions are not in any way essen-

tial for the theory.) Even with these limitations, a child in that period 

would not have had to do more than learn vocabulary in order to ac-

quire language. The rest would have been provided by automatic pro-
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cesses already established in the ner vous system. You will note, how-

ever, that the examples leave something to be desired in at least two 

respects: they are less than clear on where one phrase or clause ends 

and the next begins, and who did what to whom is not always as obvi-

ous as it might be.

This is because the UG presented  here is radically underspecifi ed. 

There are  whole areas of grammar, such as word order, agreement, and 

functional categories, on which it remains silent. This might not be 

what one would expect from the last half- century of theorizing about 

UG, but it is exactly what one would expect from an evolutionary adap-

tation. Evolution cannot predict the requirements of something that, 

once established, might turn out to have those requirements. It can only 

read what it sees. What it could see was that a species was using sym-

bolic items by stringing them together, and it set about accelerating, 

expanding, and automatizing this pro cess, as it had automatized many 

others that had proven adaptive (bipedal running, aimed throwing, 

Acheulean hand- ax knapping,  etc.). Although no specifi c aspect or de-

vice of language was in and of itself adaptive, the  whole package, at 

any stage of development, was calculated to enhance fi tness. Conse-

quently ge ne tic factors would ensure that each development would 

spread through the population. What they could not do (or did not 

have time to do, if the out- of- Africa diaspora intervened at this stage) 

was fi ne- tune the linguistic engine, particularly in order to meet the 

needs of the hearer.

UG itself is usually regarded as being neutral with respect to speaker 

and hearer. It should make it easier (automatic, in fact) for speakers to 

produce sentences, while also making it easier for hearers to pro cess 

sentences than it would have been if they had remained unstructured. 

The question is, did it make it easy enough for the hearer? Some of the 

things UG failed to spell out— relative positions of head and modifi er, for 

example— could be resolved by conventions of use. Others— determining 

who did what to whom, what constituents  were closely linked structur-

ally with one another and which  were less closely linked, where one 

phrase or clause ended and another began— were not completely spelled 

out or not spelled out at all.

The existence of underspecifi cations in UG is precisely what leads to 

the wide degree of variation and the constant pro cesses of change that 
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are found throughout the world’s languages. This chapter has dealt 

with what cannot vary or change. At least a large proportion, perhaps 

even all nontrivial types of variation and change, arise from a single 

factor: the need to specify things UG left unspecifi ed, a need driven 

mainly by problems the brains of hearers had in pro cessing the bare 

output of UG.

Before we proceed, it is important to note that any shortcomings of 

this restricted UG with regard to communication did not apply when it 

was used for thought. Indeed, that is not going far enough. What was a 

communicative disadvantage was actually a strong cognitive advantage. 

For offl ine, “abstract” thinking, all that was required was that concepts 

be linked with one another. The clutter of case and agreement and all 

the other variable features of language could only be an impediment to 

thought. Thinkers normally know what they are thinking; they don’t 

need signposts to sort it all out.

Bear in mind always that the brain is neutral as regards cognitive and 

communicative functions. Both involve the same algorithms. Both 

link together clusters of neurons that have repre sen ta tional functions 

(whether words or concepts) by the same means. If communication is 

involved, further pro cessing is necessary; that is the only difference. 

That difference explains why, though thinking is the  same the world 

over, language varies signifi cantly from place to place.
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We have now effectively fi nished the part of this book 

that deals with biological evolution. The human brain, once insemi-

nated with words, provided an instrument that enabled members of the 

species to acquire and use language. After that it was up to those mem-

bers to make what they could of it. Of course, they could use linguistic 

materials only in ways those materials permitted and could change 

them only by adding features, not by altering or discarding fundamen-

tals. It follows that subsequent developments, while constrained by UG, 

 were primarily cultural innovations, and it follows too that they would 

have to be learned inductively. Bear in mind that one of the things we 

have to explain is why, if human cognition is uniform worldwide, human 

languages appear to be so diverse.

This approach, one based on a principled distinction between un-

learned (biologically based) and learned aspects of syntax, differs radi-

cally from both empiricist and nativist approaches. For empiricists, all of 

syntax is learned inductively. For nativists, only trivial, peripheral as-

pects of it are learned inductively. Consequently the bar for justifying 

such a theory is higher than it would be for any theory that fell squarely 

within the terrain of either the nativist or the empiricist camp.

Such an approach has to show not merely that it fi ts the facts of lan-

guage but that it can illuminate those facts in ways that neither alterna-

tive can. It should be able to make sense of things that other approaches 

failed to explain or simply ignored. It should lead to insights that in turn 

yield new research goals. It should be able to do this most explicitly in 

three areas that have in various ways proved diffi cult for existing theo-

ries of language to deal with. Those three areas are language variation 

CHAPTER 6

Variation and Change
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and change, language acquisition, and creolization and its resultant 

languages, which unites aspects of both. Accordingly the present chap-

ter deals with variation and change and Chapters 7 and 8 with acquisi-

tion and creolization, respectively. In Chapter 9 we return to Wallace’s 

problem.

Why Variation and Change?

Chomsky (2010: 58) saw two questions about language as salient. The 

fi rst was why there are any languages at all— after all, the world had 

remained without language for four billion years, and countless mil-

lions of species had lived and died without any of them developing one. 

Chapters 3 through 5 dealt with that issue, showing that only a two- 

stage process— an ecologically driven breakout from the restrictions of 

prelinguistic communication, followed by a brain- driven enhancement 

of behaviors that this breakout made possible— could have given an 

otherwise not particularly distinguished primate powers so much in 

excess of its needs. The second question was why there are so many lan-

guages (and, one might add, why those languages seem to differ from 

one another as much as they do). We can speak about the song of Ben-

gal fi nches or the communication of vervet monkeys as if entire species 

shared the same code. Why  can’t we similarly speak of the language of 

humans?

In the words of Baker (2001: 207), “Why  doesn’t our innate endow-

ment go the  whole way and fi x all the details of the grammar of human 

language?” Baker agrees that one frequent answer— because language 

adapts itself to the requirements of different cultures— won’t work. There 

are no consistent correlations anywhere between any cultural feature 

and any linguistic feature. Typologically similar languages can be found 

among sub- Arctic herdsmen and dwellers in tropical forests, but you 

can also fi nd a range of very different languages in each of these cultur-

ally relatively homogeneous groups.

In fact the arguments of Deacon (1997) and Christiansen and Chater 

(2008) apply  here. Once humans had the materials for a starter lan-

guage, change was inevitably going to take place at a rate too fast to 

form a target for natural selection. Take a case where human behavior 

surely has been incorporated into the genome: the precision, fl exibility, 
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and strength of the human handgrip. We inherited a good basic grasp 

from branch- gripping primate ancestors, but try to imagine a chimpan-

zee texting on an iPhone and then repairing your watch (even if it knew 

exactly what it was supposed to be doing). Humans have developed the 

primate grasp into two basic grips, a power grip and a precision grip, 

arguably from the actions of throwing and clubbing, respectively (Young 

2003). But these are actions that  were performed in similar ways over a 

long time period rather than in different ways over relatively short peri-

ods, as must have been the case during the development of language, 

once its ge ne tic component was in place.

Moreover once basics  were in place, further specifi c developments 

 were no longer evolvable. No grammatical structure in and of itself 

confers any adaptive advantage over others. Skill over language as a 

 whole— faster speech that made more sense, pro cessing that extracted 

that sense more rapidly and accurately— was the only thing that might 

confer enhanced fi tness. Moreover, as we saw in Chapter 5, even UG it-

self was at least as much due to the brain’s own need for economy of 

wiring and automatic, repeatable routines as to natural selection sensu 

stricto. Once the brain had those two things, it had all it needed. Why 

would it have gone further? And how, even if it had, would it have gen-

erated not a set of species- wide features but a fl ood of variables?

However, answering Baker’s (2001) question in this way merely poses 

another question: If by the time the human species emerged (or shortly 

thereafter) we had a ge ne tic recipe for language, why did language need 

to develop any further? As far as a language of thought is concerned, 

that recipe probably hasn’t changed or been added to since the basic al-

gorithms for syntax fi rst appeared— and we know how effective it is for 

that purpose. As a means of communication, it was orders of magnitude 

more effective than the communication of any animal, or than its pre-

ceding protolanguage, for that matter.

This follow- up question has no single answer. A variety of factors con-

tributed to the current state of affairs, factors that fi rst operated alone 

and later in concert to produce variation and change. Bear in mind that 

these two things are fundamentally the same. Change is simply varia-

tion on a temporal axis, as fi rst made fully explicit in Weinreich et al. 

(1968) and later developed in work by Labov (1972) and colleagues. Con-

sequently we can treat both as different aspects of a single phenomenon: 
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what must happen when you have a UG that supplies the major building 

blocks for language, but by no means all of the building blocks that lan-

guage users might fi nd useful or even indispensable.

To the best of my knowledge, no one has looked at language change 

and variation in quite this way. Previous studies have concerned them-

selves mainly with classifying and describing different kinds of change. 

Some recent studies have focused on the distinction between “inter-

nally motivated” and “externally motivated” classes of change (Jones and 

Singh 2005; Hickey 2010). Early generative studies such as King (1969) 

naturally saw change through the prism of grammatical rule systems and 

divided changes into cases of rule addition, rule loss, rule reordering, 

rule simplifi cation, and restructuring of underlying forms. Equally nat-

urally, later generative grammars saw change as “essentially a random 

walk through the space of possible combinations of pa ram e ter settings” 

(Battye and Roberts 1995: 11). Ayoun (2003: 12), who notes the survival 

of pa ram e ters into the Minimalist Program, states this position even 

more fl atly: “Adopting a different value for a given pa ram e ter could be 

the only way a language may change over time.”

As the foregoing suggests, students of language change have been 

much more concerned with asking how languages change than in ask-

ing why languages change. Over two de cades ago, Breivik and Jahr 

(1989: 1) “felt it safe” to stake the extremely modest claim “that histori-

cal linguistics has now left the stage where all the causes of language 

change are unknown” (emphasis added). But the essays in that collec-

tion all deal with causes of par tic u lar changes in par tic u lar languages. 

and no general theory of linguistic change is even suggested. Fifteen 

years later one source concluded that “although the prestige of a par tic-

u lar variety plays an important part, language changes can never be 

predicted” (Dirven and Verspoor 2004: 204).

Consequently while the overall landscape through which this chap-

ter will travel may seem familiar enough in its details, the treatment 

will not. To break a new trail through even a well- trodden landscape 

(and, as suggested earlier, the landscape of diachronic linguistics may 

be well- trodden but is hardly well- mapped) should inevitably present 

novel views of the scenery. Hopefully some of these may help to show 

why, when it comes to change and variation, languages behave the way 

they do.
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Inherent Instability

The fi rst factor to look at is perhaps the most ineradicable: the inherent 

instability of the phonetic element. Phonetic space— the area within 

which speech sounds can be produced— is, because of the structure of 

the human vocal organs, without clearly marked internal boundaries. 

This is most obvious in the case of vowels, but consonants are also af-

fected. Consonants may have, in principle, distinct places of articulation, 

but in practice these vary due to a variety of infl uences, such as whether 

a sound is pronounced at the beginning, middle, or end of a word, or 

what other sounds occur in its immediate vicinity on any given occa-

sion. All speech sounds are, objectively speaking, gradient, but human 

perception of speech sounds is categorical. What this means is that al-

though it is impossible on acoustic evidence to draw nonarbitrary lines 

between any two adjacent sounds, humans will inevitably hear either 

the “same” sound twice or two distinct sounds. That is at least in part 

because it is contrasts between sounds just as much as the sounds them-

selves that enable us to recognize a word and distinguish it from similar 

words.

Phonetic instability creates a pool of variables that can then be 

pulled in different directions by a variety of extralinguistic factors: 

social, cultural, or merely statistical. Chance fl uctuations in the fre-

quency of par tic u lar variants can reach a tipping point and precipitate 

categorical change. Some pronunciations become fashionable, perhaps 

because the group using them acquires prestige, while others, used by 

disadvantaged groups, are demoted to an underworld of “nonstan-

dard” pronunciations. Nothing better illustrates the sheer arbitrariness 

of this pro cess than the social fate of the two phonetic variants of the 

past tense of eat (/eyt/ and /et/) in British and American En glish, re-

spectively. In the United Kingdom /et/ is the upper- class and /eyt/ the 

lower- class pronunciation; in the United States the status of the two is 

reversed.

The effects of phonetic instability are not limited to phonology. Ripple 

effects spread instability to other linguistic levels. Changes in pronun-

ciation can make words unrecognizable in a few thousand years, so that 

even if a language was determined down to its last details by ge ne tic 

factors, its lexicon would still be subject to change. Rapid and casual 
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speech, by far the commonest kind in small face- to- face societies, 

 accelerates and intensifi es changes arising from other causes. This af-

fects all words up to a point, but words with infl ectional prefi xes or suf-

fi xes suffer the most. Grammatical information tends to be expressed at 

the beginnings and especially at the ends of words, but it is precisely 

 here that phonological instability has most impact. Sounds within 

words change relatively slowly, because they are always pronounced 

(more or less) the same way. But sounds on the peripheries of words 

contact a wide range of different sounds from the beginnings and ends of 

immediately adjacent words. Consequently peripheral sounds are often 

changed or lost altogether, causing ripple effects that spread through 

grammatical morphology to syntax, as when (for example) suffi xes ex-

pressing tense on Latin verbs became indistinguishable or disappeared, 

causing Latin’s daughter languages to replace them with periphrastic 

expressions employing verbs like the equivalents of “have” or “be.”

But there  were other factors that contributed to variation and change, 

perhaps the most important being that UG was radically underspecifi ed 

in two quite different ways. One kind of underspecifi cation existed be-

cause there  were things unspecifi ed in UG that had to be specifi ed in 

speech. The other kind  were cases where additional specifi cation, though 

not strictly necessary for communicative purposes, was seen as enhanc-

ing the effi ciency of communication.

Underspecifi cations That Must Be Specifi ed

There are at least two major areas for which no structure is specifi ed in 

the version of UG described in Chapter 5: word order and action, event, 

and state descriptions.

Word Order

The reason word order seems so important in language might at fi rst 

sight be taken as stemming from the fact that language uses only one 

output channel at a time. It can use speech or manual sign, and there 

are people who can simultaneously speak and sign the same message, so 

it is possible to imagine a human language that incorporated elements 

of both— one, for instance, in which all nouns  were spoken but all verbs 
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signed. Such a language would save a lot of time, because nouns and 

verbs could be expressed simultaneously. But no such language exists, 

or (so far as we know) ever existed. So the reason for the importance of 

word order is probably less a shortage of output channels than a condi-

tion on pro cessing: we can pro cess only information that is presented 

sequentially.

But what ever its motivation, sequential utterance forces us to specify 

word order. A rough word order falls out from simple attachment of 

closest constituents— verbs always start an attachment pro cess, objects 

are (usually) attached before subjects, and so on— but relative place-

ment of heads and modifi ers is nowhere specifi ed in UG. Because lan-

guage is linear and sequential, the choice must be made. But because 

the brain, far from designing an optimal language, is merely satisfying 

its own needs for wiring economy and automated routines, no instruc-

tions have been provided on how to make that choice.

There is a tendency for either head- fi rst or modifi er- fi rst strategies to 

involve many if not all structural categories. If in some language verbs 

precede their complements, then in many and probably in most cases 

nouns will precede their adjectives. But there are numerous exceptions 

(En glish is one) even to this generalization. Grant that exceptions may 

often result from linguistic change, as this one does; the very existence 

of such change argues against any principled, across- the- board lan-

guage universal involving head- modifi er ordering.

In the early Middle Ages Old En glish changed from an O(bject)- V(erb) 

order to a V(erb)- O(bject) order. Expressing a standard generativist view, 

Lightfoot (1991) has described such changes as resulting from a series of 

exceptions to OV order accumulating until the basic structure of the 

language was quite abruptly reanalyzed as VO. This view has been spe-

cifi cally endorsed for Old En glish by Koopman (1990) and Stockwell 

and Minkova (1991), among others, but Pintzuk (1996, 1999) showed 

from contemporary sources that there was no sudden reanalysis but 

rather a long- drawn competition between alternative grammars with 

OV and VO orders respectively. That competition didn’t end decisively. 

Adjective- noun order in En glish still follows the head- last pattern of OV 

languages, unlike the Romance languages, which, although descended 

from (predominantly) OV Latin, have completed the head- modifi er 

switch for all categories.
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How, then, to account for the frequency of uniform head- modifi er 

ordering? It would seem to be due to an extralinguistic factor: a prefer-

ence for symmetry, widespread among humans, that has been shown in 

fMRI studies to be supported by intensifi ed brain activity (Sasaki et al. 

2005). As for the inherent instability of ordering, particularly as it in-

volves the categories of Subject, Verb, and Object, one need look no fur-

ther than the fact that there is no known language that adheres always 

to a single categorical ordering. All languages allow themselves some 

freedom in the distribution of these major categories, since speakers of 

all languages have communicational needs that involve the foreground-

ing or backgrounding of information. All it takes is for sentences with 

noncanonical ordering to occur so frequently that some speakers begin 

to treat them, fi rst, as alternatives to, and later, as replacements for the 

language’s original canonical ordering.

Tense- Modality- Aspect (TMA) Systems

The second area of underspecifi cation that must be repaired covers the 

expression of the relative timing, reality, or degree of completion of par-

tic u lar actions, events, or states (in terms of grammar: tense, modality, 

and aspect). Note that in a few languages (e.g., Chinese) not all these 

categories are obligatorily marked, but two things should be noticed. 

First, there is a good deal of overlap in the categories: if an action is 

+completed (aspect), it must be +past (tense) (except for the so- called 

future perfect, e.g., will have left). Second, even where marking is not 

obligatory, there will always be optional means of expressing the cate-

gory. So possession of some kind of tense- modality- aspect (TMA) sys-

tem is a presumptive candidate for universal status.

However, the absence of any universal pattern for expressing those 

categories, indeed the very wide variety among both categories chosen 

and means adopted, argues against that status.

Means include (but are not necessarily limited to) infl ections on the 

verb and free particles, which may be obligatory or optional and in ei-

ther case may precede or follow the verb. In the simplest conceivable 

model, there would be just one marker for tense (past versus nonpast), 

one marker for modality (things that had not yet happened or might 

never happen, i.e.,  were unreal, vs. things that had happened or  were 
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still happening, i.e.,  were real), and one marker for aspect (ongoing or 

repeated actions vs. single, punctual ones). The zero form (the verb stem, 

without marking) would do duty for the unmarked (most expected, most 

frequent) case: past for tense, real for modality, completed for aspect. 

Note, however, that “past” may be computed from two reference points: 

the present moment (the norm among Eu ro pe an languages) or the time 

of the main topic of current discourse (the norm among creole lan-

guages and many West African and Southeast Asian languages, usually 

referred to as “relative past”).

The TMA system found in many creole languages comes closest to this 

model (Bickerton 1981, 1984b), and for reasons discussed in Chapter 8 I 

originally assumed it must be specifi ed in UG. I no longer believe this to 

be the case. There seems to be a very clear distinction between things 

specifi ed in UG (the pro cesses Merge or Attach and Close, the phrase and 

clause algorithms, and the relations that fall out from these) that are 

present in all languages, and things left unspecifi ed (word order, agree-

ment, case, and much more) that vary between languages. The TMA 

system is one of these variables; indeed (outside creoles) it is hard to fi nd 

any pair of languages that have identical systems. Thus En glish speakers 

often have a hard time getting their heads around the category “sub-

junctive,” even though subjunctive is no more than a subdivision of the 

modality category [- real].

Yet the ubiquity with which this simplest conceivable model, or some-

thing closely approximating to it, is found among creoles argues that, 

even if TMA is not specifi ed in UG, there is a strong bias, resulting 

 perhaps from some mix of perceptual, memory- based, and other nonlin-

guistic factors, in favor of adopting it whenever evidence for any compet-

ing model is absent or ambiguous. In other words, the categories of 

tense, modality, and aspect themselves (as distinct from their varying 

instantiations in different languages) appear to arise from some way of 

dividing up reality that likely precedes the appearance of language. Note 

that the basic creole system (stem plus one marker each for tense, mood, 

and aspect, yielding eight different structural forms) represents a com-

bination of the minimal structural apparatus with the maximum se-

mantic coverage.

TMA systems worldwide vary on a number of axes. One of these is 

the semantic scope of the system. Some languages have TMA systems 
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that incorporate semantic notions additional to the time/reality/event- 

type- based trio that dominates TMA systems generally. In a number of 

languages there is something called “evidentiality.” Evidentiality en-

codes such things as how the information in a sentence was obtained— 

whether from the speaker’s own experience (in which case the sensory 

channel may be noted), from hearsay (in which case the status of the 

informer as witness or nonwitness of the events observed may be ex-

plicitly marked), from plausible inference, from speculation, or from 

generally accepted knowledge— and whether it was obtained recently or 

in the more distant past. Most languages that have evidentiality encode 

only a couple of these distinctions, though in extreme cases (e.g., Mat-

ses, an Amazonian language; Fleck 2007) a language may include most 

of them. This is an example (we will meet more) of a feature either nec-

essary or useful to language but not specifi ed in UG that may therefore 

take on a life of its own.

Another way TMA systems can vary is increased specifi cation. For 

example, languages may divide the category [+past] into immediate, re-

cent, and remote past. They may divide the category [- real] into wholly 

imagined and possible future events, with further divisions based on 

speaker intentions for the future and/or the relative likelihood that the 

events described will in fact take place. They may divide the category 

[- completed] into actions that are continuous (still in progress at the 

temporal reference point) as opposed to actions that are discontinuous 

but still being repeated (or likely to be repeated) on both sides of that 

reference point (e.g., Mary walks to work every day, though she’s not doing 

that right now). Overall (if we exclude nonuniversal components such 

as evidentiality) any randomly selected pair of TMA systems will prob-

ably divide an identical semantic area into a different number of catego-

ries. It follows that none of those categories will have exactly the same 

meaning or function in both languages, just as, if a pie is cut into seven 

slices, at least some of those slices will differ in size and content from 

those of the same pie cut into ten slices.

If TMA systems show this degree of variability, how are we to account 

for the universality of the three basic distinctions of past/nonpast, real/

unreal, and completed/uncompleted? To establish the fi rst distinction, 

even if one has adopted relative past, this needs only an episodic mem-

ory to store events in a serial order that is permanently recoverable. 
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Humans do indeed have an autobiographical memory (Conway 2005; 

Conway and Pleydell- Pearce 2000): we can almost always recall the 

sequence in which things happened to us, even when we are unsure of 

precise dates, so a relative past should present no problem. To establish 

the second, all one needs is for the brain to be able to differentiate 

 between stored memories and things for which no memory is (yet) 

stored. The basis for the third distinction is less clear (as is its impor-

tance), but that may be merely because we still know so little about 

how memory (or much  else in the mind) really works. Overall the mix 

of universality and variability that TMA systems exhibit suggests nei-

ther a linguistic universal nor a series of ad hoc inventions but rather 

some nonlinguistic universals that have been incorporated into lan-

guage in varying ways.

Underspecifi cations That Need Not Be Specifi ed

Inherent instability due to continuous phonetic variation (inevitable, 

given the kind of speech organs we have) plus the underspecifi cations of 

UG in terms of its lack of detailed instructions about relative positions of 

heads and modifi ers and its failure to specify structures for nonlinguis-

tic universals made it inevitable that full spoken languages would have 

to vary and change. But things could have stopped there. A language 

that had selected its word order (with or without obedience to universal 

symmetry) and found some means to express TMA categories would 

have as much expressive power as any modern language. Indeed the 

existence of languages such as Riau Indonesian (Gil 1994) suggests that 

nothing in principle prevented this. What is not clear is “why all of us 

should have the capacity to learn natively languages whose units in-

clude not only phrases and sentences” (Carstairs- McCarthy 2011: 436) 

but all the other complexities we fi nd in grammar. Still less clear, in 

light of Riau Indonesian, has been why those complexities exist at all. 

We have had many studies of how languages change, in par tic u lar stud-

ies of grammaticization, the pro cess that takes content words and makes 

them into grammatical markers that may later become attached to 

larger words (Heine and Kuteva 2007, 2012; Givon and Shibatani 2009). 

We have had very few studies of why such complexities might have been 

introduced.
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The picture changes once we approach this issue from the perspective 

of an only partially specifi ed UG. Protolanguage evolved to make possi-

ble recruitment for confrontational scavenging. But language (or rather 

that part of language instantiated in UG) did not evolve in response to 

any par tic u lar human need. Rather it evolved to improve the brain’s 

speed and accuracy in pro cessing words and concepts. It was successful 

not to the extent that it improved human fi tness but rather to the extent 

that it satisfi ed the brain’s need for economy and automaticity. Neither 

brains nor individuals could have foreseen that the fi rst words that grew 

into protolanguage would eventually “provide a uniform format for all 

concepts” that “mixes conceptual apples and oranges” (Boeckx 2012: 

498). Nor could they have foreseen that the syntax that grew out of pro-

tolanguage would create the most powerful cognitive mechanism that 

had ever existed.

All that (at some period perhaps around 200,000 years ago) still lay in 

the future. What lay in the immediate present was the fact that what the 

brain had devised was less than optimal for human communication.

I noted in Chapter 5 that the instructions of UG  were biased in favor 

of the speaker. They made sentences easy to create (indeed made them 

quite automatic and without any need for conscious intervention). Put 

together with this the fact that humans do not come neatly divided into 

speakers and hearers. This is fortunate, since speakers and hearers have 

an inherent confl ict of interest. Speakers want to reduce to a minimum 

the structural apparatus they use because there is an energy cost at-

tached. Hearers want to have speakers’ messages spelled out as pre-

cisely as possible to ensure correct understanding. However, every 

speaker is just as often a hearer, and every hearer is just as often a 

speaker, so there was no real confl ict of interest for those who (as 

speakers) found sentence easy to produce but (as hearers) considerably 

more diffi cult to parse and understand. In other words, it was in ev-

eryone’s interest to spell out the relations between things represented 

in sentences more clearly and unambiguously than the skeletal syntax 

alone could do.

Language is intrinsically and inescapably hierarchical in structure, 

and all its signifi cant structural relations are hierarchical and vertical 

rather than linear and horizontal. This is not problematic for the brain 

because the brain is built to create hierarchies and transform them into 
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linear structures. The brain was not, so far as is known, similarly spe-

cialized to transform resultant linear structures back into their original 

hierarchical structures. It can be done, but there is a computational cost, 

as well as the risk of misinterpreting content. The problems in this kind 

of transformation are at least threefold.

First, there is the problem of determining which words are most 

closely related with which other words. In a hierarchical tree structure 

this is clearly apparent: you can see instantly what is directly attached 

to what, and what units form groups under a single dominant node. In 

a linear structure you can see none of this. For instance, take a sentence 

such as Here customs that to the average educated person seem like ancient his-

tory persist into the present century. Nothing in this sentence except its 

structure tells us that the  whole phrase customs that to the average educated 

person seem like ancient history is the subject of persist (with which it agrees 

in number) and takes plural number from its head customs. That there 

can be confusion in cases like this, where two singular nouns intervene 

between plural customs and the verb, is shown by the frequency with 

which similar sentences in the present tense, even in writing, are en-

countered with the singular agreement marker on the verb (customs 

that . . .  persists).

A second problem arises because UG has no means of showing the 

function of different phrases with respect to their verb— the thematic 

roles of their arguments, in other words— other than by word order. 

But word order can be effective only for two arguments, and that only 

if the language has SVO structure and V is transitive. In such a lan-

guage we know that the subject (usually an Agent if there is one) will 

precede the verb, and the direct object (most frequently a Theme, what 

the action of the verb most directly effects) will follow it. However, a 

sequence of two unmarked arguments after a verb (the so- called dou-

ble object construction) provides no indication of which is which. (En-

glish speakers know this only because of the alternative— a preposi-

tionally marked indirect object, as in I sent the letter to Mary— which 

shows that in the double- object alternative I sent Mary the letter, Mary 

must be an indirect object.)

Worse still are cases where the verb also has a string of non- 

subcategorized arguments, expressing things like Means (with X), 

 Benefi ciary (for X), Time, Place, and so on. They  can’t be assigned a 
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numbered sequence because they won’t all be there in every sentence. 

Suppose I said I sent box Barbara mail her sister Tuesday. Pragmatics and 

semantics might be able to fi gure out that what I intended was I sent a 

box to Barbara by mail for her sister on Tuesday. But how could communica-

tion fl ourish if we had to work out the pragmatics and semantics of most 

sentences before we could understand them?

The third problem arises in determining where one unit (phrase or 

clause) of a sentence ends and where the next unit begins. For instance, 

in a sentence such as The book Bill sent Mary reminded me of it, the noun 

Mary appears between and is equidistant from the two verbs sent and 

reminded. Nothing in the form of the sentence tells us that there is a 

boundary between clauses, that Mary falls to the left of it, that the sen-

tence is not about Mary doing anything, but that Mary is the indirect 

object of sent and bears no relation whatsoever to reminded. In speech, of 

course, intonation could clarify the issue. A slight fall in the intonation 

pattern on Mary and a slight rise on reminded may mark the boundary. 

Alternatively a slight pause between sent and Mary could indicate the 

(identical in words but different in structure) pair of sentences, The book 

Bill sent. Mary reminded me of it (but Bill still hadn’t sent the magazines). 

Intonation, however, is not syntax.

A slightly different kind of confusion arises where the same word 

serves as both noun and verb. In a Denver newspaper I once saw the 

headline Spy Charges Dog Inspectors. Nothing in this headline indicates 

whether it should be interpreted with charges as a verb and dog as a noun 

(“Some spy has imposed a fee on (or accused) people who inspect dogs”) 

or with charges as a noun and dog as a verb (“Accusations that they are 

spies continue to be leveled at certain inspectors”). Disambiguation is 

left to pragmatic knowledge rather than being automatically provided 

by, say, a particle marking the boundaries of a phrase, a word- class 

marker for nouns or verbs, or some marker indicating that dog is (or is 

not) a modifi er of inspectors.

Underspecifi cation in these areas  doesn’t demand specifi cation; oth-

erwise languages like Riau Indonesian  couldn’t survive. But the fact 

remains that the vast majority of languages have acquired devices 

(ones that cannot form part of UG because they vary, to a large extent 

unpredictably, from language to language) in the ways they spell out 

the following three relationships:
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A.  Relations between words that are closely connected with one 

another.

B.  Functional relationships between phrases and the verbs they 

modify.

C.  The boundaries of phrases and clauses.

It should be noted that any given device is not necessarily limited to a 

single function. Some forms may discharge more than one. Additionally 

some forms may also contain useful semantic content or may perform 

some other function that helps clarify or disambiguate the meanings of 

sentences.

Before we examine these classes in detail, however, we should note 

that the means of repairing underspecifi ed structures turn out, despite 

superfi cial variety, to be surprisingly similar in nature. Repairs in all 

three areas almost always, perhaps without exception, use some particle 

of phonetic material, which may be added to sentences in exactly four 

ways. These ways are created by the intersection of just two variables: 

before versus after and free versus bound. The before- after distinction, as 

we have seen, is one that is forced on language by its linear nature and by 

the failure of UG to fully specify sequential ordering of constituents. The 

free- bound distinction arises from the fact that particles can be attached 

directly to words as parts of those words (bound) or can simply accom-

pany them as discrete entities (free). Due to the consequences of rapid 

speech, these stages are frequently sequential in the history of a lan-

guage: free particles may become bound, though the reverse is seldom 

attested. Choices among patterns do not have to be uniform across all 

categories of a language or all three types of relationship. For example, 

particles that signal functions of arguments in En glish (by, to, for,  etc.) are 

free and before, whereas the one particle that signals person and number 

on verbs (third- person- singular present- tense -s) is bound and after.

Where do these particles come from? Most come from the same 

source: what  were originally content words that have been downgraded, 

de- stressed, often curtailed (e.g., reduced from two syllables to one, nor-

mally the stressed one), and bleached of much or all of their original 

semantic content. The pro cess, known as “grammaticization,” has been 

well studied (among many others, Heine and Kuteva 2007, 2012; Hop-

per and Traugott 2003) and is quite uncontroversial except for one issue: 
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unidirectionality, or whether grammaticization must always turn content 

words into function words, never vice versa. However, nothing in the 

present theory requires either unidirectionality or its absence. The pro cess 

can often be seen in midprogress, especially in creoles and some West Af-

rican languages, where, among other things, verbs meaning “give” can be 

seen changing into markers of dative arguments and verbs meaning “say” 

into markers of factive subordinate clauses (Lord 1973; Sebba 1987).

Grammaticization of Relations between Words

The relationships most often grammaticized in languages include rela-

tions between words and the nouns they modify and between a verb and 

its associated arguments, most commonly the subject. The fi rst type is 

most familiar to En glish speakers as “gender,” since this becomes a prob-

lem the moment an En glish speaker arrives in Eu rope. But “gender” is no 

different in its effects from “noun classifi ers” as found in Swahili or Chi-

nese. The only major difference is that things we call “gender” are some-

what loosely based on distinctions between “male,” “female,” and “inani-

mate,” whereas noun classifi ers are based on many different properties of 

their referents (things like “human,” “artifact,” and “long thin object”).

In En glish, apart from some archaic forms (“authoress” as opposed to 

“author”), gender does not exist outside pronouns. However, it still has 

implications for nouns; for example ship, though not marked for gender, 

is implicitly feminine (May God bless all who sail in her/*him/*it), thereby 

underlining the fact that in a language with either gender or noun- 

classifying systems, all nouns, regardless of their meaning, have to be 

assigned to some class or other.

In languages that, unlike En glish, have a full gender or noun- classifi er 

system, it is customary for all adjectives and determiners (articles, de-

monstratives,  etc.) to carry some marker of class membership:

 1a. Las poemas suyas que me mostraron anoche me parecian 

magnifi cas.

 b. Los cuentos suyos que me mostraron anoche me parecian 

magnifi cos.

  “I thought that the poems/stories of yours that they showed me 

last night  were marvelous.”
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In these Spanish examples, articles, adjectives, and possessive adjectives 

all carry the gender marking of their head, even though several words 

may intervene between noun and adjective. Noun- classifi er systems op-

erate in a similar way.  Here, however, class agreement markers may even 

extend to the verb, which then take the class marker of their noun- 

phrase subject’s head:

 2. Watu wazuri wawili wale wameanguka.

 “Those two good people fell.”

Wa is the Swahili marker for any number of humans greater than one.

As this suggests, noun classifi cation is closely linked with verb- subject 

agreement. Agreement is vestigial in English— only third- person- 

singular present- tense -s survives out of a much richer array of num-

ber and person markers on Old En glish verbs— but fl ourishes in Ro-

mance languages, as anyone knows who has ever conjugated a Spanish 

or Italian verb. It shows unambiguously and automatically, without 

any need to pro cess syntactic or semantic structure, what is argu-

ably  the most crucial semantic relationship in the clause: who did 

what. However, like all the other phenomena discussed earlier (and 

unlike the basic structures generated by UG), languages don’t have to 

select it.

If they do, of course, other options open up. A language with rich 

agreement  doesn’t have to show a subject overtly, so long as the referent 

is pragmatically obvious from the situation (I, we, or you) or has been 

established in discourse:

3a. Juan se fué ayer. No volvera hasta el ãno que viene.

 “John left yesterday. (He) won’t come back until next year.”

Even where there is more than one possible antecedent for the pronoun, 

it may be dropped:

3b. Juan encontró a Pedro hoy. Dije que era muy feliz.

 “John met Peter today. He said he was very happy.”

In principle this could be four ways ambiguous: John said John was 

happy, John said Peter was happy, Peter said John was happy, Peter said 

Peter was happy. But only the fi rst is likely to be understood, even 

though on purely pragmatic grounds the fourth is equally likely. This is 
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because in languages generally subject continuity is the default case; it is 

assumed that the subject of a clause will be the same as the subject of 

the preceding clause unless circumstances indicate the contrary.

Expectation of subject continuity is the cause of another phenomenon 

that is not normally considered in connection with things like gender 

but shares with it an important function. Switch- reference markers de-

termine whether, in any two consecutive clauses, the subject of the fi rst 

will be the same as (SS condition) or different from (DS condition) the 

subject of the second. As in the following example from the Mexican 

language Zuni, the marker is often attached, as a kind of early- warning 

signal, to the fi rst of the two clauses:

4a.   ho’ kwayi- nan        yak’o-nna.

 1SING- NOM- exit- SS vomit- FUT.

 “I will go out and throw up.”

4b.   ho’kwayi- p         Nemme’ yak’o-nna.

 1SING- NOM- exit- DS Nemme vomit- FUT.

 “I will go out, and Nemme will throw up.”

If Spanish had switch- reference marking, (3b) could unambiguously 

distinguish between two pairs of the four interpretations of (3b).

Pure agreement phenomena are not limited to the subject- verb rela-

tionship. In polysynthetic languages, the verb can carry affi xes that link 

it to other arguments. (In (5), SM indicates subject- marker and OM, 

object- marker.)

 5. Njuchi zi- na- wa- lum- a     alenje.

 bees   SM- past- OM- bit- FV hunters (FV = fi nal vowel).

 “The bees stung the hunters.”

(5) is from Mohawk (Baker 2002). Note that the verb alone, zinawaluma, 

could serve as a complete sentence (“They stung them”). But even when 

subject and object nouns are both present, as in (5), the verb stem 

lum must be accompanied by both a subject marker, zi, and an object 

marker, wa.

Note that cases like (5) shade into the second category of variables: 

markers that show the relationship between a verb and its arguments.
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Grammaticization of Verb- Argument Relations

“Who did what?” is not the only question language is required to an-

swer. There is also “What was done to whom (or what) with what, for 

whom (or what), when and where and how?” Arguments of verbs play 

a variety of roles, but UG provides no specifi c tools for the job other than 

order of attachment, necessary for the speaker but little help to the hearer 

( just one more thing to laboriously pro cess and maybe get wrong) since, 

as noted in Chapter 5, no invariant order of argument attachment is 

stipulated. Where the language happens to attach objects to the right of 

the verb and subjects to the left, as in En glish, word order makes it pos-

sible to distinguish the two. But at least half the world’s languages have 

verbs at the end of the clause, while a substantial minority places the 

verb at the beginning.

Moreover even in En glish, SVO ordering is not always followed:

6. The letter itself I gave to Sue, but the envelope I kept.

In cases like this, context and pragmatics make it easy to determine the 

sense. But imagine if the second clause had been something like . . .  but 

the wind the fence broke. Would that mean “The wind broke the fence” or 

“The fence broke (obstructed) the wind”? In En glish we know that (with 

object- fronting) OSV is a possible order, but also that SOV is impossible 

in En glish under any circumstances, so the second meaning is correct. 

But while in a true SOV language subject- fi rst is usually commoner 

than object- fi rst, one cannot rely on that.

One way of dealing with this is to have an object marker either on the 

verb (as in (5)) or on the argument itself (i.e., as part of a case system). 

Case is by far the most pop u lar solution for SOV languages. Dryer (2002) 

found that, out of a sample of over fi ve hundred languages, 72 percent 

(181/253) of SOV languages had case systems, as against only 14 percent 

(26/190) of SVO languages. (Verb- initial languages came halfway be-

tween at 47 percent.) These fi gures suggest that word- order choices, 

themselves variables outside the scope of UG, are the strongest determi-

nants in the choice of a type of marking for verb- argument relations.

Case systems vary unpredictably in the extent to which they may pro-

liferate. Leaving aside languages that have no case at all, En glish is one 

of the most impoverished. It has no case marking on any nouns or their 
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modifi ers; overt case is found only on pronouns, where there are two 

(Nominative and Accusative: I/me, they/them), unless one counts Geni-

tive (my/their,  etc.). Among the richest are Finnish, with fi fteen (Nel-

son 1998) or sixteen (Holmberg and Nikanne 1993) cases, and Hun-

garian, with nineteen (Megyesi n.d.) or twenty- three if you include 

“less productive” cases (Rounds 2009), or “17 to 27” (Thomason 2005: 

16). This uncertainty refl ects ongoing and largely unresolved disagree-

ments over what exactly a case marker is or is not. It has even been 

argued (Spencer 2008) that what Hungarian has are not case markers 

at all but rather postpositions expressing semantic features rather than 

functional roles.

Disagreements over classifi cation have more to do with descriptive 

con ve nience than with any substantive issue. We should recall that there 

are only four options for incorporating materials unspecifi ed in UG. 

They can be added before or after head words, and in either case they 

can be attached either as free units or directly to the heads themselves. 

By convention, case markers are limited to morphemes attached to words; 

free morphemes are excluded, even if these have identical functions. 

Any problems with defi ning them arise simply because all morphemes 

(except for a handful, like the vowel marked “FV” in the gloss for ex-

ample (5), which exist solely to satisfy phonological requirements) carry 

some degree of meaning, however slight or vague.

This becomes clearer if we look at En glish prepositions.  Here one of 

the clearest examples of a case marker is the preposition by, which can 

indicate either of two thematic roles, Agency (arrested by the police) or 

Location (sitting by the door). In the case of Agency, by has no competitors 

and is probably the nearest thing to a pure case marker that En glish has. 

In the case of Location, it shares that function with a host of other 

prepositions—in, on, at, under, beside, above, and so on— and more closely 

resembles the problematic Hungarian markers. We should abandon at-

tempts to force grammatical markers into traditional, watertight com-

partments and accept that there are functional clines with overlapping 

categories, where any given marker may fulfi ll one or several functions. 

Since the purpose is everywhere the same— to facilitate the receiver’s 

analysis of incoming sentences— this seems a legitimate approach, but 

even to begin to execute it in detail would take us far beyond the scope 

of this book.
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So far we have treated the functional relationships between verbs and 

their arguments as if these constituted a single class. In fact they repre-

sent two closely related and overlapping but still distinct classes: gram-

matical functions (subject, [direct] object, indirect object,  etc.) and the-

matic functions (Agent, Patient/Theme, Goal,  etc.). The mapping between 

these classes is far from straightforward, one- to- one mapping. If there is 

an Agent, it will usually be a subject, but by no means always. There 

will almost always be a Theme or Patient, and it will most often be an 

object, but if it is the only argument (often the case with intransitives) it 

will be the subject (in En glish at least) because a sentence must have a 

subject. But where there is a lack of fi t between categories there are in-

evitably problems for any system of case marking. This gives rise, among 

other things, to the phenomenon known as “ergativity.”

Ergativity provides another axis along which languages can vary. 

Languages can be accusative (which means they attach the same case 

marker to subjects of transitive and intransitive verbs and a different 

case marker to objects of transitive verbs) or ergative (which means they 

attach the same case marker to subjects of intransitive and objects of 

transitive verbs). Basque is an ergative language:

7a. otsoa    etorri  da.

 wolf- DET arrived is (DET = determiner).

 “The wolf has arrived.”

 b. ehiztariak       otsoa    harrapatu du.

 hunter- DET- ERG wolf- DET caught   has.

 “The hunter has caught the wolf.”

The Absolutive case (the one that includes intransitive subjects and 

transitive objects) has a zero case marker; the Ergative case (for transi-

tive subjects) is marked by -ak. In other words, ergative languages rank 

thematic role above grammatical function.

In languages like Spanish that have no case marking, an incipient 

ergativity could be arising in the following way. Because Spanish, un-

like En glish, does not require an overt noun phrase to precede the verb, 

subjects of intransitive verbs can either precede or follow them (i.e., oc-

cur where a transitive- verb object would appear), depending on the 

relative novelty or importance of subject and verb. (Italics  here indicate 

a shift in rather than a high degree of emphasis.)
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8a. Juan ha llegado.

 “John has arrived.”

 b. Ha llegado Juan.

 “John has arrived.”

But this is precisely the kind of development that can lead, over time, 

from a language with SVO order to one with VSO order. Since nearly 

half verb- initial languages have developed case marking, which is three 

times commoner among them than among SVO languages, it could be 

that, at some future date, case markers could develop in Spanish along 

ergative rather than accusative lines. In other words, it is diffi cult, per-

haps impossible to change any linguistic feature without triggering 

other, sometimes apparently quite different types of change.

The advantages of grammaticizing verb- argument relations are not 

limited to improved pro cessing of regular, canonically ordered struc-

tures. There is a permanent tension in language between uniformity 

and liberty in the ordering of constituents. Uniformity is easier to pro-

cess automatically, but language users have other needs too. As (8) sug-

gests, they seek means to present information in ways that will fi t what 

the speaker knows (or ought to know or should be taking more careful 

note of). All languages show the results of this tension; all vary in the 

degree to which they permit fl exibility in word order. What most limits 

fl exibility is the hearer’s need to know what verb any given phrase is an 

argument of and what thematic role a par tic u lar phrase plays. If it is 

easy for the hearer to reconstruct this information (in other words, if a 

language has a suffi ciently rich and explicit system for marking these 

functions), then greater freedom is permitted. A truly free word- order 

language has proved as elusive as a really free lunch— no language mixes 

constituents from different clauses, pace Evans and Levinson (2009a). Ji-

warli (Austin 2001; Austin and Bresnan 1996) comes very close yet lacks 

the verbal agreement- marking claimed by Jelinek (1984) and others to be 

what licenses free word order. However, it does have both case marking 

and head- agreement markers on every modifi er of a noun head, so 

that even where heads and modifi ers are separated by other material, 

constituency is immediately recoverable. Indeed overall recoverability 

of information seems to be the guiding principle rather than any rigid 

linking of conditions with prerequisites. In other words, there appears 
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to be a smorgasbord of relationship- indicating devices, from which lan-

guages seem free to draw any selection that meets some yet- to- be- 

specifi ed criterion of pro cessability.

Grammaticization of Phrase and Clause Boundaries

The third type of response to the limitations of UG stems from the fact 

that UG does not specifi cally mark the beginnings or ends of structural 

units. Take a sentence such as John found the money Mary had withdrawn. 

 Were it not for its distinctive intonation contour, nothing would distin-

guish this from John found the money. Mary had withdrawn. It is not enough 

to say that intonation and context between them would always disam-

biguate ambiguous structures. Language is not always used under opti-

mal conditions. The environment could be noisy, the hearers distant, 

distracted, or inattentive. Hence redundancy in linguistic devices is ubiq-

uitous, probably (again) more than nature needed.

Unit boundaries are marked by par tic u lar word classes that are fi nal 

attachments to phrases and clauses. In other words, members of these 

classes are the last to be attached to their clause or phrase.  Here there is 

a good deal of overlap with the functions of items already discussed. For 

instance, case markers may serve as right- hand boundary markers. 

Other boundary markers have only that function, for example, deter-

miners. The set of determiners does not include numbers, although 

numbers are often fi nal attachments to phrases, because determiners 

can be attached to their left: [her [three boys]], [those [fi ve trees]]. But no 

two determiners can occur in the same phrase: *[the his [ friends]] (but 

the friends of his okay), *[my that [book]] (but my book is that one okay), and 

so on. While determiners may also encode semantic information, such 

as whether a referent is assumed known to the speaker (“defi nite”) or 

not, there are other ways of expressing this, so boundary marking is 

their primary function.

Left- hand boundaries of clauses are most often marked by comple-

mentizers (what are sometimes called “subordinating conjunctions” in 

nongenerative grammars). Some of these have additional semantic func-

tions, especially those that introduce adjunct clauses (clauses not sub-

categorized by the head verb, such as if, because, although,  etc.). That is a 

clear example of an item that bounds fi nite clauses, just as to is a clear 
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example of an item that bounds nonfi nite clauses; they have no in de-

pen dent meaning in these positions. It is only to be expected that in 

many cases determiners (items that bound phrases) serve as the source 

for complementizers (items that bound clauses).

There are some languages (En glish is one) for which the fact that all 

sentences require an explicit subject makes it possible to use subjects as 

clause- boundary markers and hence makes complementizers less nec-

essary. The need for complementizers is greater in languages like Span-

ish, where there may be no overt subject, witness (9a) and its transla-

tion (9b):

 9a. Who do you think (that) he saw?

 b. Quien crees *(que) vio?

(A star outside parentheses indicates that the item(s) inside them cannot 

be omitted.) However, in a different context, En glish follows the Span-

ish example in having an obligatory complementizer:

10a. The man *(that) saw him was John.

 b. El hombre *(que) le vio era Juan.

In view of (9), the following contrast may seem at fi rst sight puzzling:

11a. Who do you think (*that) saw him?

 b. The man *(that) saw him was John.

(A star inside parenthesis indicates that the item inside them must be 

omitted.) Surprisingly, while there is a voluminous literature on the 

phenomenon represented by (11a) (the “that- trace effect”), I have not 

found any substantive discussion of this contrast or of the related con-

trast between these two contexts and the usual optionality of that in both 

relative- clause and complement- clause environments. Even a paper that 

explicitly discusses differences between complementation in N- and 

V-contexts (Pesetsky and Torrego 2006), specifi cally citing the that- trace 

effect, makes no mention of it.

To summarize, while in Spanish the “purest” complementizer is oblig-

atory throughout, in En glish it is obligatory in one context, optional in 

others, and obligatorily omitted in another. Can we make sense of this 

in light of the claim that the main function of complementizers is to 

mark the boundaries of major structural units?
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Spanish and En glish differ in that En glish, with trivial exceptions, 

does not mark person and number of subject on verbs and must there-

fore have overt subject pronouns, whereas Spanish does not need (or 

normally use) these. It follows that in sentences like (9b), two infl ected 

verbs would directly follow one another if it  were not for the comple-

mentizer. Since in SVO languages subjects mark clause boundaries, the 

boundary between main and embedded clause is not clearly marked in 

Spanish. You might think that it could be easily inferred; a second verb 

must mean a second clause. But this is not always so (see examples 

(50)–(52) in Chapter 5), and even if it  were, at least one interpretation 

problem would remain. The only context in which verbs can directly 

follow one another in Spanish is where the second is an infi nitive, and 

in such cases the subject of the fi rst verb must also be the subject of the 

second. This is not true in (9b). The inferences required to make sense of 

sentences like (9b) lie well within the pro cessing powers of hearers, but 

the automaticity of language pro cessing is built in part on minimizing 

the role of inference. Que does just that with respect to the marking of 

boundaries and their implications;  here it signals “Be prepared for dif-

ferent subjects on V1 and V2,” thereby functioning in a similar way to 

switch- reference markers.

The contexts in which that can be deleted are precisely the contexts in 

which fi nal- argument subjects of lower clauses already mark the clause 

boundary:

12a. The man [Mary saw] was John.

 b. I think [Mary said [the man was John]].

But where the fi nal argument is absent and the subordinate clause 

modifi es a noun head, as in (11b), that becomes obligatory. Omitting it 

 here would allow the sequence the man saw him, a complete sentence in 

itself, and leave was John as a baffl ing asyntactic tag (was him or the man 

“John”?). In other words, that- omission would automatically generate 

“garden path” sentences.

The garden- path sentence is a well- studied phenomenon known to 

severely disrupt comprehension (Christianson et al. 2001; Bailey and 

Ferreira 2003; Lau and Ferreira 2005). Typical examples include the 

 horse raced past the barn fell and while Mary dressed the baby slept in her crib. 

In the fi rst, the  horse raced is not (as it seems) active but a reduced form of 
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the passive the  horse that was raced; in the second the baby is the subject 

of slept rather than the object of dressed. The existence of such sentences 

shows that En glish has no systematic means of avoiding them. But at 

least it has no systematic means for generating them; as these examples 

suggest, a variety of sentence types may be involved, and garden- path 

cases crop up rarely but across the board. However, if deletion of relative- 

clause subject that was to be permitted, every sentence with that- deletion 

would automatically become not just structurally ambiguous but, like 

(10a), actually biased in favor of an incorrect interpretation.

Finally, we come to that- trace cases. These at fi rst sight might seem 

the hardest to account for, since the two- verb sequence entailed by (11a) 

obligatorily leaves the clausal boundary unmarked. However, they have 

to be considered not as isolated cases but in light of the overall distribu-

tion of that. Whether that is one word with several meanings or func-

tions or several words with single meanings or functions is, of course, a 

nonissue. The point is that its obligatory use in contexts like (11b), the 

only context in En glish where its use is obligatory, inevitably creates an 

association with relative clause (an N modifi er) rather than complement 

clause (a V modifi er). Thus a sentence like *who do you think that saw him 

would simultaneously do at least two dysfunctional things: it would fi ll 

the gap left by the extraction of who (thus making it harder to identify the 

extraction site of who and therefore to correctly parse the sentence) and 

leave open the possibility that the sentence contained some kind of rela-

tive clause, a red herring that would interfere with the parsing pro cess.

Thus paradoxically, in this one case the omission of an overt clausal 

boundary marker helps rather than hinders the discovery of clause 

boundaries by presenting a verb with no immediately obvious subject 

and forcing the hearer to identify the gap with the who already encoun-

tered. In short, though there is no way we can predict variation, varia-

tion both within and between languages can be explained if we look at 

how prior choices of structure or word function affect subsequent 

choices. What we really need are comprehensive comparative studies of 

languages that will show how choices of which underspecifi cation(s) a 

given language repairs fi rst and the means it chooses to repair them will 

affect subsequent change in that language. In this way we might be-

gin to be able to explain not just the how but also the why of language 

change.
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Causes of Change

The fact that languages are everywhere variable does not, in and of it-

self, necessitate that languages should change. It is possible to imagine a 

world in which languages vary from one another just as much as they 

do in ours, but where there is no change. Languages could have simply 

made their initial choices and consistently adhered to them.

Is such a world possible? Probably not, at least not if its languages 

 were structured like ours— perhaps not under any conditions. There are 

several reasons why this should be so. Perhaps most basic is the simple 

fact of underspecifi cation. If there is anything whose behavior is not 

specifi ed in UG, there is nothing to prevent it from changing. Next most 

basic are the inherently unstable factors referred to earlier: phonological 

instability and word- order variation, either of which may in turn cause 

other changes. After these come the multitudinous social and cultural 

factors that impinge on language: shifts in power and/or prestige, self- 

identifi cation with conservative or progressive language trends, creation 

of mechanisms that bond in- groups and exclude, indeed often defi ne 

outsiders, and so on, practically ad infi nitum. Conquest of one group by 

another may enable the now dominant language to affect the language 

of the conquered to any extent up to and including complete extinction, 

but at the very least yielding changes more radical than normal wear 

and tear could bring in a comparable time frame. Withdrawal of a once- 

dominant language may create a vacuum that hitherto- marginal lan-

guages may fi ll or that may give rise to an altered version of the original 

target. Of these last two fates, conquest affected En glish, while target 

withdrawal affected several languages that emerged in what had been 

the Roman Empire. More radical still was the fate of those languages 

that came into existence as a direct result of Eu ro pe an colonialism, in 

many ways the most revealing extralinguistic factor. These, and their 

implications for the nature of language in general, are dealt with at 

length in Chapter 8.

To the extent that these more radical change situations reduce chil-

dren’s access to rich and robust data drawn from a preexisting language, 

children will fall back on what are, in effect, earlier stages of human 

language. In an extreme, albeit hypothetical case, input might be so re-

duced that only the pure output of UG remained, causing language to 
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revert to its condition immediately after the speciation that produced 

modern humans. Syntax would then consist of nothing more than the 

basic forms described in Chapter 5, which as we saw suffi ce to produce 

a language of sorts, albeit one suboptimal for the hearer. In the real 

world, it is unlikely that this could ever happen. No input likely to occur 

naturally would be restricted enough. (An experimentally controlled 

input would be another matter, but ethical reasons prohibit such ex-

periments.) Words have to be learned if there is to be any language at all, 

and words tend to drag syntactic implications along with them. Learners 

take what they can and fi t it as best as they can into the framework UG 

provides. If things still fall short, if key items are still missing, they are 

supplied by adapting what ever is available.

There are many well- worn routes, used at various times in the course 

of language change and almost always in the course of creolization. In-

defi nite articles are supplied by the numeral “one,” defi nite articles by 

demonstratives, [- real] mood by the equivalent of the verb “go,” 

[- completive] aspect by locative verbs, and so on. If grammatical infor-

mation is lost through the erosion of bound morphemes, free mor-

phemes will be co- opted. If crucial words, words expressing concepts or 

functions that language apparently cannot do without— things like pos-

session, existence, refl exive expressions, different types of question— do 

not occur with suffi cient frequency to be picked up from input, peri-

phrastic expressions may appear, chosen from a narrow range of ingre-

dients. For instance, refl exives are typically drawn from words for body 

parts, though even among creoles there is variation in the part chosen. 

The creole Morisyen chose the French- derived word for “body,” mo lekor, 

“myself,’ literally “my body,” like thirty traditional languages out of a 

sample of sixty- two in the World Atlas of Language Structures, including 

Japa nese and Igbo. Haitian Creole chose the French- derived word for 

head, tet- li, “himself,” literally “head- his,” like twelve traditional lan-

guages in the same World Atlas sample. In other words, during episodes 

of input reduction speakers are driven by the same forces that, at an 

earlier stage of language development, drove speakers to create impor-

tant function words from more transparent lexical expressions.

It now becomes possible to ask (if not yet to answer) a number of 

questions about the nature of change and variation in language that 

could not have been posed under previous theories. The theory achieves 
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this result through, fi rst, its systematic distinction between what can 

and cannot vary in syntax; second, its identifi cation of the function of 

most variable items (repairing the underspecifi cations of UG); and third, 

its division of repair functions into the three categories: marking of 

phrase and clause boundaries, of relations between connected words, 

and of relations between verbs and their arguments. Questions that can 

be asked once this framework is set up include but are not limited to the 

following: Can we establish minimal and maximal numbers for the dif-

ferent types of repair? Is there any internal implicational ordering in 

the choice of repair strategies, either positive (if X is chosen, Y will also 

be chosen) or negative (if X is chosen, Y will not be chosen)? If there is 

such an ordering, does it extend across all three categories, or is order-

ing category- internal? If not, is the choice of repair strategies wholly 

determined by contingency— in a word, anarchic? Do languages tend to 

focus on one par tic u lar category; do they repair in all three more or less 

equally; or are there different paths, and if so, what prompts languages 

to choose one rather than another? Is it possible to create a typology of 

variation and change based entirely on a language’s ways of dealing 

with aspects of grammar unspecifi ed by UG? The width and variety of 

new fi elds for future research that are opened up is a further indicator of 

the value as well as the validity of the theory proposed  here.

At the same time, some consequences of the present model must be 

spelled out, and they are not to everyone’s taste. For many, the most 

aversive will be that a large part of the grammar of any language has to 

be learned inductively, even by children. The structure of UG may radi-

cally reduce the hypothesis space that children can entertain. It will 

also provide certain expectations as well as certain dis- expectations, 

one or two of which emerge in the acquisition of En glish (see Chapter 

7). However, after that, children are on their own.

Objections to This Model

Even as I write these words I can hear cries of protest from orthodox 

generativists. Some of these relate to par tic u lar issues, others to one 

very general issue. If I  were to answer all possible par tic u lar objections, 

I would need another book. I shall therefore deal fi rst with just one of 

these before answering the more general one. Hopefully this fi rst one is 
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the most important of the par tic u lar objections; certainly it is one that 

well illustrates the ways the present model differs from most if not all 

previous ones.

A Par tic u lar Objection: Functional Categories

Readers will probably have noticed that throughout this chapter I have 

treated things like prepositions, complementizers, and determiners not 

as major word classes in their own right but as modifi ers of either nouns 

or verbs. This runs counter to virtually all generative treatments of 

these constituents. Mainstream generative grammar treats all types of 

word in the same way. Classes other than verbs and nouns are “func-

tional categories” and with regard to structure are treated exactly like 

nouns and verbs. This means, among other things, that they must be 

heads. Because they are heads they must have what all heads (at least 

potentially) have: specifi ers ( just as nouns have articles and verbs have 

auxiliaries) and complements ( just as nouns have adjectives and rela-

tive clauses and verbs have objects,  etc.). For example, noun phrases are 

complements of determiners [the [black dog]], and the resultant Deter-

miner Phrase may then become the complement of a Prepositional Phrase 

([of [the black dog]]).

Generativists seem quite undeterred by the fact that, in a minimalist 

analysis, categories like “specifi er” and “complement” have no business 

to be there. Chomsky (1995) claims that there should be nothing in the 

derivation of a sentence beyond the numeration (the list of words that 

are going to be incorporated in the sentence, plus, of course, all the 

properties those words have) and the pro cess Merge, plus anything that 

can be deduced from those ingredients. This or some similar set of as-

sumptions fi ts a theory driven by “virtual conceptual necessity,” the 

belief that a theory of language should contain nothing but the absolute 

minimum required for the production of language. In other words, it 

makes explicit the kind of assumption that has informed all the best sci-

ence since the days of William of Occam, if not before.

That every word should constitute a head and that every head should 

come equipped with a specifi er and a complement (or at least with 

places where such things can be put and hence places that other things, 

even though heads in their own right, can move to if those places hap-
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pen to be vacant) cannot be deduced from the ingredients listed either 

by Chomsky or by the present theory. If these properties and relation-

ships cannot be deduced from the numeration and Merge (or Attach, 

Close, and phrase and clause algorithms), then they are in de pen dently 

motivated entities that are not conceptually necessary. They should 

therefore be excluded from any truly Minimalist theory.

The reason for including them in allegedly Minimalist treatments re-

veals a per sis tent weakness that runs through generative history: no-

tions developed in one phase of that history are retained in subsequent 

phases even when changes in the theory render those notions unneces-

sary or even pernicious. The trinity of specifi er- head- complement de-

veloped when the sine qua non of syntax was X-bar theory (Chomsky 

1972; Jackendoff 1977). Born of a natural desire for uniformity and 

systematicity in syntactic operations, X-bar theory stipulated that the 

basic syntactic unit was the phrase, that all word classes  were poten-

tially heads of phrases, and that all phrases  were hierarchically struc-

tured in exactly three levels each: a phrase head XP (X = any word class, 

and P = Phrase) branched into Spec(ifi er) and X’ (pronounced X-bar) 

and X’ branched into Head and Comp(lement). As noted in Chapter 2, 

X-bar theory was explicitly banished from at least the strong version of 

Minimalism (Chomsky 2007: 4– 5), but its stipulations apparently re-

main unmodifi ed in most Minimalist treatments.

Prior to X-bar theory, most syntacticians took a commonsense ap-

proach and treated minor categories as modifi ers of major categories. 

The only reasons for changing the traditional view appear to be the 

purely theory- internal considerations described  here rather than em-

pirical ones. Moreover these are theory- internal considerations that 

no longer form an integral part of current theory. In accordance with 

these facts, the present model makes no apology for reducing lexical 

categories to two main classes: Heads (subdivided into nouns and 

verbs) and Modifi ers (subdivided where necessary into all the other 

word classes).

A General Objection: Pa ram e ter Theory

A common generativist reaction to the overall treatment of change and 

variation in this chapter, and specifi cally to the contention that all 
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variable items have to be learned, is likely to go as follows: Surely this is 

a retrograde step! We had the  whole fi eld of variation and change cov-

ered with a theory of pa ram e ters and pa ram e ter setting, giving, in addi-

tion to rich linguistic descriptions, by far the fullest explanation of how 

children acquire language. Why reject the work of literally hundreds of 

well- trained scholars who have developed this most explanatory of 

theories?

Part of the answer is surely implicit in the treatment of pa ram e ters in 

Chapter 2. There are simply too many pa ram e ters, and the relations be-

tween them are too multifarious and lawless for the notion to serve any 

useful purpose. To say that “the child sets a pa ram e ter” has no more 

content than saying “the child learns a rule.” Moreover there are prob-

lems with the act of pa ram e ter setting itself.

Take the verb- raising pa ram e ter (Emonds 1985; Pollock 1989). One of 

the contrasts between French and En glish lies in the placement of ad-

verbs (and some other items, such as negative markers) with respect to 

the verb:

13a. John often kisses Mary.

 b. *John kisses often Mary.

 c. Jean embrasse souvent Marie.

 d. *Jean souvent embrasse Marie.

It is widely assumed that in all languages verbs can assign properties 

(things like thematic roles and case) to their direct objects only by direct 

juxtaposition. It follows that all languages must start where En glish fi n-

ishes, with the verb immediately adjacent to its object. If that is so, it 

must be that embrasse starts out where kisses is in (13a)— that is, the po-

sition embrasse has in (13d)— and then moves to its left (“raises,” since 

leftward movement is movement up a hierarchical tree structure) to oc-

cupy the position it holds in (13c). Pa ram e ters must be set, as everyone 

agrees, on the basis of the input the child receives. But the only way a 

child can know that a verb had been raised is by observing the relative 

positions of verbs with respect to adverbs, negatives, and so on. So why 

is “the child sets the verb- raising pa ram e ter in French positively” any 

more than a highfalutin way of saying “the child notices that adverbs, 

negatives, and so on directly follow verbs in French”?

We  haven’t even begun to consider the evolutionary problems that 

pa ram e ters face. Baker (2001, 2003) looks at pa ram e ters in an evolu-
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tionary context more closely than any other generativist, but his con-

clusions are quite equivocal. In Baker (2001) the possibility that pa ram-

e ters came into existence to serve as boundary markers for potentially 

hostile groups is dismissed, considering the wide diversity that can exist 

between neighboring languages, as “overkill”— a single speech sound, as 

in the biblical shibboleth, or the typical Canadian pronunciation of about, 

would have suffi ced. Yet group- identity marking plus out- group exclu-

sion is exactly the solution adopted in Baker (2003).

In fact there has never been a valid evolutionary explanation for pa-

ram e ters. If they are to be useful in children’s language acquisition 

without having to be learned, they must be part of UG. But if they are 

part of UG they must have spread throughout the species. How could 

differences that distinguish one group from another have come to be 

the property of everyone? For that matter, one can see why the genome 

might have spelled out linguistic invariants, but why should it provide 

recipes for variation, and how could such recipes have entered the ge-

nome by any means? Questions like these remain not just unanswered 

but virtually unasked.

Finally, both some recent work by generativists and some explicit 

conclusions reached by at least one generativist further devalue the pa-

ram e ter concept. The recent work involves what are known as “micro pa-

ram e ters” (Kayne 1996, 2005; Vangsnes 2005; Son and Svenovius 2008). 

A micropa ram e ter is a point of grammar that differs within a group of 

closely related languages (e.g., the Romance family, Scandinavian lan-

guages) or even dialects of the same language, and usually concerns only 

some minor grammatical feature. Examples in En glish include the li-

censing of subject- auxiliary inversion in Belfast En glish after wonder (I 

wonder could he be buying more beer) and the use of the for- to construction 

to introduce infi nitives in some varieties of American En glish spoken 

in Arkansas and Oklahoma (He’s gone for to buy more beer). The discovery 

of micropa ram e ters increases by orders of magnitude the number of 

pa ram e ters that must exist, and to a similar extent reduces the plausi-

bility of supposing that a set of pa ram e ters to be fi xed by experience 

forms part of the biological equipment of every human infant.

But if pa ram e ters, micro- and macro-, are so numerous and so diverse 

that they must be excluded from UG, and so intermingled that there is 

not anywhere, contra original hopes, a small group of master pa ram e ters 

the setting of which would simultaneously fi x a  whole range of other 
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pa ram e ters, pa ram e ter settings reduce to a set of facts about par tic u lar 

languages that their acquirers must simply learn in the same way that 

they learn vocabulary items— by good old- fashioned induction. As 

Hornstein (2009: 165) points out, “If pa ram e ters are stated in the lexi-

con (the current view), then parametric differences reduce to whether a 

given language contains a certain lexical item or not. . . .  [Pa ram e ter 

setting] is no different from a rule- based approach.”

Hornstein’s (2009) position suggests that at least some mainstream 

generativists are moving in a direction similar to that of this book. He 

too proposes a radically reduced UG (albeit along lines different from 

those pursued  here) and wonders “whether the PLD [Primary Linguis-

tic Data] is suffi cient for the LAD [Language Acquisition Device] to con-

struct a grammar given just the invariant basic operations and princi-

ples for constructing them” (167). This is a question any theory of an 

only partly innate syntax has to answer positively if it is to be accepted.
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There is one thing (perhaps the only thing) on which vir-

tually all writers on child language are agreed: that in the beginning 

there is a child, A, and a language, B, that A does not yet have, and that 

A aims (consciously or otherwise) at acquiring B by a specifi cally tar-

geted effort of some kind. This effort may or may not be helped by un-

conscious knowledge internal to A, depending on one’s theoretical bias, 

but it is one that may best be characterized by the terms learning or ac-

quisition and treated as a task rather than a set of automatic reactions.

Granted Chomsky has often spoken of the “growth” of language, 

comparing it to the growth of physical organs such as arms and legs: 

“Language development really ought to be called language growth be-

cause the language organ grows like any other body organ” (Chomsky 

1983), and accordingly “language learning is not something that the 

child does; it is something that happens to the child” (Chomsky 1988: 

34). Yet over the years he has shown considerable ambivalence about 

the nature of acquisition. At the same time as he was making such 

statements, he was elaborating the notion of a Language Acquisition 

Device (LAD) that required assumptions no different from those of 

other models.

The relationship of LAD to UG and the “knowledge of language” dis-

cussed in Chapter 2 rather resembles the relationship of the Trinity in 

Christian theology; they sometimes appear to be distinct from one an-

other but are really aspects of a single entity. The LAD as a repository of 

“knowledge of language” supplies the child with a set of hypotheses 

about all possible languages that can be tested against primary linguistic 

data, enabling the child to identify the grammatical system of the local 

CHAPTER 7

Language “Acquisition”
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language (Chomsky 1965, 1972). In introducing the principles- and- 

parameters model of UG, Chomsky states that as regards “theory of lan-

guage acquisition, we assume that the child approaches the task equipped 

with UG” (Chomsky 1981: 8, emphasis added). “Growth” can hardly be 

described as “a task”— certainly not one requiring specialized equipment.

The LAD contained, among other things, a set of pa ram e ters, the val-

ues of which the child had to set, ideally by simply choosing between 

two preordained settings. Hence “an explanatory theory [of language 

acquisition] ought to specify how the learner sets the pa ram e ters . . .  on 

the basis of relevant input data” (Dresher 1999: 27). This was normally 

conceived of as a single, serial pro cess; the child would zero in, as it  were, 

on the correct grammar by a progressive elimination of possible alterna-

tives. However, a different view is equally compatible: if all grammars 

are potentially available to the child (as they should be if the grammars 

of six- thousand- odd languages are to be equally accessible and as has 

been implicitly assumed throughout the history of LAD), two or more 

grammars could be entertained simultaneously. Each would compete, 

acquiring points wherever it coincided with primary data, until one or 

the other won out, and children fi nally decided they  were acquiring En-

glish rather than Chinese, or vice versa (Yang 2002).

The seemingly commonsense notion that a language is something “out 

there” and constitutes some kind of “learning task” for the child is ex-

pressed even more forcefully by those who reject the notion of any form 

of task- dedicated innate assistance. At one end of the empiricist spectrum 

are those who hold some sort of “general nativist” position— there may be 

innate pro cesses, but these, unlike the LAD, are not specifi cally dedicated 

to language— and who believe that acquisition remains “a pro cess of hy-

pothesis formation and testing” ( O’Grady 1987: 173). At the other end are 

those who may accept that children have “underlying linguistic repre sen-

ta tions” but claim that these consist of “concrete item- based schemas” 

rather than “more abstract linguistic ‘rules’ ” (Tomasello 2001: 67) and 

thus have to be learned in the same way that any other kind of skill or 

knowledge has to be learned: by induction from primary data, helped by 

generalization and analogical reasoning.

Even where language is regarded as some form of Platonic idea, dis-

covered rather than evolved or invented, it is apparently not enough for 

the child to simply rediscover it and put it in motion. “The notion of 
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language as an abstract object does not change the idea of how it might 

be learned, from the current formal architecture. In either case, hy-

pothesis formation and verifi cation is a possible model” (Bever 2009: 

231). The Minimalist Program too might have been expected to make 

some changes in the generative approach to acquisition. Surprisingly it 

has not (Longa and Lorenzo 2008). Like most issues that minimalists 

have not yet satisfactorily dealt with, acquisition is typically offl oaded 

onto the “interfaces”— the requirements of the sensory- motor (read, 

phonological) and the conceptual- intentional (read, semantic) systems, 

between which syntax is now seen as no more than a linking mecha-

nism: “Issues of language acquisition . . .  also now presumably reduce to 

interface matters” (Larson et al. 2010: 4, emphasis added). Exactly how 

the issues are “reduced,” and what the child actually does in such 

cases— how its behavior differs, if at all, from that envisaged in previous 

models— remains unexplored.

An Alternative to the Consensus

What could we say if we took seriously Chomsky’s notion that language 

just grows in the child? Such a notion is clearly in the spirit of the pres-

ent account. I have claimed  here that the core of language is a small set, 

with perhaps no more than two or three members, of algorithms that 

automatically create basic structures and that are invariant across lan-

guages. Such a mechanism is quite suffi cient to generate a full human 

language, albeit one that would be stripped- down and skeletal in nature 

compared with any actually existing language. Since the mechanism is 

invariant rather than aspiring to be a recipe for constructing any of the 

world’s multitudinous languages, it does not require the child to per-

form any kind of cognitive operation on it or with it. In fact the child 

behaves exactly as the spider, the beaver, or the bat does; the biological 

program for what the species does best simply sets itself in motion when 

stimulated by the words around it.

At the beginning, children learn words. They do not attempt to deter-

mine the overall nature of the input they receive. They can have no no-

tion that what they are learning is En glish, or Yoruba, or Japa nese. For 

the moment, all they are doing is acquiring words that they will then 

use to communicate with those around them. Once they have found 
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two words that they can combine in order to say something they want 

to say, they will combine them. They have the innate algorithms— there 

is no need to hypothesize any kind of developmental delay— but they 

cannot yet deploy them, simply because they don’t yet know enough 

words to fi ll the requirements of the algorithms. Take the algorithm for 

forming clauses: combine a verb and all its subcategorized arguments. 

Verbs are harder to acquire than nouns, and learning a verb is no guar-

antee that one will immediately learn the nouns that would combine 

with that verb to form something the child might have a reason to say. 

It will be a matter of months before children can fi ll the framework of 

even the simplest (single- argument) argument structure with appropri-

ate lexical items. That does not deter them. They do not wait until they 

have determined how their target language handles a par tic u lar struc-

ture. Why should they? They have a language already. Their only prob-

lem is, though the language they have shares much with the language 

they will eventually speak “natively,” it is not the same as that language. 

But in the early stages they do not allow this to bother them. They prob-

ably don’t, at fi rst, even notice any mismatches.

However, as they mature, as they realize that members of any social 

species have to follow the norms of others, they do start to notice them, 

as they would notice any other social demands that they are expected to 

comply with. Only then do children begin to self- correct. But they do 

not do so on any general or principled basis. They correct one surface 

form by substituting another surface form. They do this at fi rst on a 

purely case- by- case basis. It will be some months more before they start 

generalizing, for example (if their target is En glish), by following the 

rule that forms past tenses by affi xing -ed to verbs and plurals by affi x-

ing -s to nouns. This procedure— following the innate recipe, adjusting 

it to fi t the primary data when obliged to do so, then storing the result 

for subsequent use— continues until the stored revisions to the original 

program amount to a complete grammar of (some variety of) the target 

language, what ever that is.

Subsequent sections of this chapter will go through the cycle of lan-

guage development in the child and examine how the claims of this alter-

native approach affect each stage of that cycle. But before discussing par-

tic u lar stages, a more general issue should be dealt with: whether early 

child language may legitimately be regarded as a form of protolanguage.
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Is Child Language Protolanguage?

One widely criticized claim of the model presented in Bickerton (1990b, 

1995) was that the language of young children could be regarded as a 

form of protolanguage. The most thorough criticism of such claims came 

from Slobin (2004) and Mufwene (2008); hopefully responding to them 

will clarify some issues on which earlier treatments may have been in-

suffi ciently explicit and even, in one respect, misguided.

Mufwene (2008: 272) does not fi nd “any conceivable parallels between, 

on the one hand, the early hominids’ brains and minds that produced the 

proto- languages posited by Bickerton (1990b, 2000) and Givon (1998) 

and, on the other, those of both the modern adults who produced (in-

cipient) pidgins and the modern children who produce child language.” 

His observation is correct but irrelevant. The term protolanguage deliber-

ately abstracts away from the natures of its various producers’ brains 

and minds, which of course do differ widely. It does so in order to pro-

vide a purely formal description of a system (or perhaps “lack of system” 

would be a better descriptor) that characterizes a medium distinct on 

the one hand from animal communication and on the other from true 

language, yet for those reasons plausible as an intermediate stage be-

tween the two. It has no serious competitors for the latter position, so 

far as I am aware, although unless one wants to countenance a direct 

leap from an alingual state to modern language in all its glory, some 

such intermediary must have existed.

Moreover despite differences among its producers, one important rea-

son for the existence and nature of protolanguage is shared by all of 

them: shortage of words. Without an adequate vocabulary, nothing ap-

proaching the syntax of natural language can be developed. Proto- 

humans did not have enough words because they hadn’t yet invented 

enough words; trained apes do not have enough words because their 

trainers  haven’t taught them enough words; pidgin speakers do not 

have enough words because the social circumstances under which pid-

gins develop do not enable them to learn enough words; young children 

do not have enough words because they  haven’t yet had time to learn 

enough words.

Grant that in the fi rst two cases there are additional reasons that make 

true language impossible. Proto- humans didn’t have the time (hundreds 
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of thousands of years, at the very least) needed to develop a neural in-

frastructure for syntax, and apes probably never will. Conversely, pid-

gin speakers and children do have such an infrastructure in place; pid-

gin speakers already have at least one full language, and children soon 

will. But this does not mean that there is necessarily any difference in 

the forms their utterances take. Indeed in a majority of cases there is 

nothing in the structure of those utterances that in a double- blind test 

would show whether they  were produced by an ape, an adult pidgin 

speaker, or a child. That this circumstance should obtain despite the vast 

mental differences that Mufwene (2008) and Slobin (2005) point out is 

remarkable, and surely a signifi cant datum in itself.

Slobin (2005) also disagrees on more par tic u lar grounds and at a for-

mal level. To him, features of child language are, even at early stages, too 

rich and too complex to fi t the defi nition of a protolanguage. He points 

out that the utterances of children learning an agglutinative language 

such as Turkish or a polysynthetic language such as Inuktitut will differ 

markedly from those of children learning an isolating language such as 

En glish: “Children under 2 who are exposed to such languages do not 

exhibit the sort of ‘pre- grammatical’ speech described by Bickerton, 

Givón, and others, such as absence of grammatical morphology and re-

liance on topic- comment word order. Turkish toddlers show productive 

use of case infl ections on nouns as early as 15 months of age— that is, 

productive morphology at the one- word stage” (257).

The typology of languages being as it is, it would be remarkable if 

things  were otherwise. En glish words typically appear in their stem 

(citation) forms— unsurprisingly, since there are fewer than a dozen 

bound grammatical morphemes in the language. Words in languages 

like Turkish or Inuktitut seldom if ever appear in their bare stem form; 

in a vast majority if not all cases, they are accompanied by infl ections of 

some sort. Take the following sentence, cited by Slobin (2005):

1. kazağ-ım-ı    at- tı- m.

 sweater- my- ACCUSATIVE throw- PAST- 1ST PERSON.

 “I threw my sweater.”

(1) was produced by a Turkish child of eigh teen months. An En glish child 

of a similar age would probably have said throw sweater. But it would have 

been beyond the powers even of an infant Chomsky to produce kazak 
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atmak— the nearest possible Turkish equivalent to throw sweater— since 

the child will seldom if ever have heard such forms. In other words, chil-

dren learning a polysynthetic or agglutinative language have no option 

but to produce multimorphemic words virtually from the beginning, be-

cause these are the only words they hear frequently enough to learn.

Note that Slobin (2005) does not claim that Turkish children initially 

or always use polymorphemic words as correctly as they are used in (1). 

McWhinney (1976: 398), writing on the acquisition of Hungarian, an 

agglutinative language that has many structural similarities to Turkish, 

notes that “word segmentation errors are quite rare for Hungarian chil-

dren” but that “the segmentation errors that do occur involve separation 

of one morpheme from another within a word.” McWhinney further 

notes that such errors often reveal incomplete semantic analyses of 

compound words. In other words, Hungarian- speaking and Turkish- 

speaking children are simply “learning words” in the same way that 

English- speaking children do. Words do not come with labels on them 

saying whether or not they are polymorphemic, so children cannot 

know this in advance. They cannot analyze words into their component 

parts, or even know that words have component parts, until they have 

encountered contrasts such as “sweater- my- ACCUSATIVE” versus 

“sweater- my- NOMINATIVE” or “sweater- your- ACCUSATIVE.” Conse-

quently (1) and sentences like it do not, in and of themselves, provide 

adequate evidence to demonstrate full mastery and understanding of the 

infl ected words they contain.

Despite this, I am now convinced that child language, unlike early- 

stage pidgin (sometimes referred to as “jargon” to distinguish it from 

established and already regularizing and complexifying pidgins), is not 

really a form of protolanguage. Adopting such a position commits one to 

the view that the innate component is somehow not available during 

the fi rst two years or so of a child’s life. Then, due to maturation or to 

the removal of some kind of developmental bottleneck, syntax comes 

on line, so to speak, and the child transitions smoothly from protolan-

guage to language.

What’s wrong with this position? The apparent existence of some 

kind of bottleneck operative until the child’s third year has been noted 

frequently in the literature (Bloom 1970; Brown 1973; Pinker 1984; 

Crain and Lillo- Martin 1999), although there are relatively few attempts 
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to explain it. That the innate component matures over time has been 

suggested on various grounds by several authors, including Radford 

(1986, 1990) and Wexler (1998; Borer and Wexler 1987). However, the 

maturation hypothesis fi nds itself in opposition to a more widely held 

position: the continuity hypothesis (Hyams 1986; Boser et al. 1992; Lust 

1986).

The continuity hypothesis sees the innate component as constituting 

the child’s initial state; in other words, all of UG is potentially available 

to the child from birth (Lust 1999: 118). Perhaps the strongest argument 

in favor of continuity theory is that “there is nothing within the theory 

of UG to explain how and why UG should be so fractionated [as the 

maturational hypothesis claims] . . .  or why the parts are ordered as 

they are” (125). The strongest argument against the continuity hypoth-

esis is that if it holds, “the child has a fi xed set of linguistic abilities, to-

gether with a developing language. The only way to explain this con-

junction is to assume that new pieces of language are learned. . . .  The 

maturation hypothesis provides for a stronger theory of innateness than 

the continuity hypothesis” (Borer and Wexler 1987: 125).

The Borer and Wexler (1987) argument is a powerful one if used 

against standard interpretations of UG, which contend that all of the 

grammar of any language (except for a never adequately defi ned “pe-

riphery” of idiosyncratic exceptions) can be derived from UG. Indeed the 

maturational hypothesis seems at fi rst sight to be more consistent with 

the empirical data than the continuity hypothesis, which has to claim 

that those developmental delays that gave rise to the maturational hy-

pothesis are in fact due to the complexity of the child’s task in mapping 

between UG and the raw language data the child receives. This mapping, 

according to Lust (1999: 142), “takes time.” Time, surely— but several 

years?

As the foregoing suggests, both the maturation hypothesis and the 

continuity hypothesis have heavy strikes against them, on a standard 

view of UG. However, the words of Borer and Wexler (1987) cited earlier 

inadvertently show how well a continuity hypothesis fi ts the view of UG 

as a partial or skeletal grammar. If syntax is part innate and part learned, 

the fact that the maturation hypothesis “provides a stronger theory of 

innateness” than the continuity theory counts against the maturational 

theory rather than for it. The purpose of hypotheses about language ac-
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quisition should not be to provide stronger theories of innateness (or 

anything  else) but rather to provide theories about UG and acquisition 

that yield a better fi t between these and all we know about neurobiol-

ogy and biological evolution, while remaining consistent with the ob-

served course of language development in children. What Borer and 

Wexler see as a vice, the present approach sees as a virtue. On this ap-

proach, the child has “a fi xed set of linguistic abilities” and at the same 

time “a developing language.” Consequently, just as Borer and Wexler 

claim, “new pieces of language” (those that don’t fall out automatically 

from the fi xed set of abilities) do indeed have to be “learned,” just as the 

present approach assumes.

Moreover that approach has at least one advantage over the others. 

Maturational theory can account for developmental delays only by 

hypothesizing delays in the maturation of par tic u lar components of 

syntax. But the only motivation for such hypotheses is the delays in 

learning themselves— a piece of circular reasoning. Continuity theory 

did provide a reason for those delays (the long time necessarily taken 

for a child, even aided by UG, to map from primary data to a grammar 

of the target language), but that account was not particularly plausible 

and provided no extrinsic reason for why the pro cess should take so 

long or why its stages should take the course that they invariably do. 

The real explanation for delays lies in the nature of the words ac-

quired, the number of words acquired, and the order in which they 

are acquired. In the sections that follow, as each developmental stage 

is reviewed, readers will see how these factors and the interactions 

between them play out over the course of acquisition and how they 

explain the course that acquisition takes over the fi rst few years of a 

child’s life.

As we turn to the early stages, we will see that infant speech does look 

exactly like protolanguage. But prehumans and apes don’t have any in-

built grammar, and pidgin speakers, being adults, have one but fi nd it of 

little use, since what they are now forced to acquire  doesn’t have any 

grammar, and (since they are no longer children) they no longer have 

free access to mechanisms that would have enabled them to turn struc-

tureless input into structured output. Children, in contrast, do have free 

access to those mechanisms and are merely waiting until they have 

enough words to put the mechanisms to work.
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The One- Word Stage

Recall that the basic assumptions made  here are as follows. The child 

does not “learn” or “acquire” language but rather produces it, just as bats 

do not “learn” or “acquire” echolocation, and beavers do not “learn” or 

“acquire” dam building. Beavers produce dams as an automatic reaction 

to the sound of a running stream (Richard 1983; but see Zurowski 

1992). Children produce language as an automatic reaction to the sound 

of a running stream of speech, with which they are almost constantly 

bombarded from birth onward (and even before). They learn words be-

cause words are essential to their future lives as members of a social, 

speaking species. They put those words together because they are pro-

grammed to do so by the pro cesses discussed in Chapter 5.

I shall ignore the very earliest stage of language development, bab-

bling, since this involves only phonology. I shall also ignore a stage ob-

served by Peters (1983) but ignored in most accounts in which the child 

seems to be attempting sentences; utterances have sentential prosody 

but few if any recognizable words. This second phase, however, deserves 

much more study to determine whether the child is merely imitating 

caregiver models or at least some such utterances are original. If the lat-

ter, this would provide further evidence for the present “coming, ready 

or not” hypothesis. Consequently, for the purposes of this book, the fi rst 

developmental stage is the “one- word” stage.

All languages show a period in which words are produced in isola-

tion, although often such words will be followed after a brief interval by 

others that are semantically or pragmatically related (Scollon 1976). At 

fi rst glance this might seem to indicate that some form of syntactic bot-

tleneck is indeed responsible. However, Carranza et al. (1991), following 

spectrographic analyses by Branigan (1979) of both successive and con-

catenated words, suggest that the avoidance of phonological complica-

tions arising when two words are concatenated is a plausible motive.

A factor seldom taken into consideration is sheer shortage of vocabu-

lary. Early words are few in number and very gradually acquired over a 

period of several months. The child’s early vocabulary is such that in 

fact very few of its words could be joined to form any kind of utterance 

that makes sense. First words show a high degree of uniformity across 

languages. In most languages, nouns heavily outnumber all other word 
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classes (Braine 1976; Gentner 1982). Moreover nouns of certain types 

predominate: proper names and common nouns with concrete refer-

ents. There typically include “food ( juice, cookies), body parts (eyes, nose), 

clothing (diaper, sock), vehicles (car, boat),  house hold items (bottle, light), 

animals (dog, kitty) and people (dada, baby)” (Pinker 1995: 142). Perhaps 

the next most common category consists not of any true word class but 

of names for frequently repeated routines and events: allgone, peekaboo, 

pee- pee, bye, oh- oh, oops. (Note that several of these are exclamations that 

cannot integrate into syntactic structures for speakers of any age.) Verbs 

and adjectives are extremely rare. The speech of one boy (Ted) reported 

by Gentner (1982) had no true verbs in the fi rst sixty words learned (over 

a period of ten months); the most verb- like objects  were a past participle, 

stuck, and prepositions like up and down, which probably functioned as 

shorthand for (pick me) up and (put me) down. There  were only two adjec-

tives, happy and hot, but there  were forty- one nouns.

As the foregoing suggests, most of the theoretically possible combina-

tions from such lists (e.g., sock juice, happy nose, oops peekaboo,  etc.) would 

be either meaningless in themselves or nothing that a child under two 

might reasonably be expected to want to say. In the absence of any 

clearly defi nable motivation for one- word or two- word limits, the null 

hypothesis should be that as soon as children learn any words they can 

meaningfully put together, they put them together. In concrete terms, if 

Gentner’s (1982) subject Ted never said sock up or up sock when one of 

his socks fell to the fl oor, that was more likely because he had no inter-

est in rescuing his sock than because of any incapacity to concatenate 

sock and up. It should be relatively easy to test this hypothesis by drop-

ping socks to the fl oor (or performing any other action that might trig-

ger the conjoined utterance of any pair of words the child knows) and 

then observing the child’s reaction, verbal or otherwise. But so far as I 

know, no one has yet done this.

At least three factors combine to determine what words are learned 

fi rst: ostensive reference, frequency, and phonological salience. Nouns 

with ostensive reference are those whose meaning can be learned from 

the physical pre sen ta tion of their referents, with or without benefi t of 

parental explanation, nouns like book and lamp rather than nouns like fear 

and mercy. Such meanings are much easier to grasp than those of verbs, 

even the most concrete of which—fl y, say, or break— have to generalize 
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across a wide range of fl iers and breakages. Among nouns that can be 

defi ned ostensively, those that occur most frequently will naturally be 

the fi rst learned; for instance, among body parts, foot was known to all 

members of a sample of twelve children, armpit to none of them (Goldin- 

Meadow et al. 1976). As for phonological salience, nouns and verbs are 

more salient than things like prepositions or auxiliaries; they carry 

heavier stress and don’t undergo contractions or elisions.

It should be borne in mind too that the separation of any words at all 

from the stream of speech is no mean feat. Listening to a recording in a 

language that one  doesn’t know is an edifying experience  here, because 

this is exactly how the future language of any child must initially sound 

to that child. One factor that makes it possible to divide speech into 

words is statistical learning (Saffran et al. 1996; Kuhl 2010). The child 

determines word boundaries by the relative likelihood of transitions 

between sounds: the less frequent a transition is, the likelier it is to oc-

cur between rather than within words. Clearly it will be easier to com-

pute boundaries for words that always take the same form and that 

never undergo the kinds of change associated with contractions and so 

on that are typical of grammatical as opposed to lexical (referential) 

items.

The Two- Word Stage

The one- word stage frequently (though not always) lasts several months. 

The two- word stage is considerably shorter. Common sense suggests that 

as the child progressively escapes the restrictions of infancy, a wider 

range of capacities is deployed, synergies result, and the pace of develop-

ment consequently quickens. But common sense isn’t always (or even 

often) science, and I know of no cogent proposal involving cognitive 

development that would explain why the two- word phase should be 

shorter than the one- word phase, or even why either of them should ex-

ist in the fi rst place. Vague appeals to “cognitive limitations” or “devel-

opmental phases” are not enough.

Early attitudes to early child language, up to the 1950s,  were that 

the child learns by imitation, analogy, and the like. These beliefs could 

hardly have survived a more thorough study of the raw data. But before 

such study could develop, Syntactic Structures changed the entire ballgame. 
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The child was thenceforth seen by many researchers as forming “gram-

mars” of some kind at every stage from two words up. One early attempt 

at such a grammar (Brown and Fraser 1964) merely listed and sorted 

combinations, selecting just two “word classes” based on whether words 

occurred in fi rst or second position in utterances. A rival approach 

(Braine 1963), “pivot- open” grammar, saw a handful of words like more, 

off, and allgone operating as “pivots” (capable of appearing as either fi rst 

or second word) with a large “open” class consisting of all other words 

(hence inclusive of nouns and verbs alike). Such attempts, while they 

might have been observationally adequate (although pivot- open gram-

mars  weren’t even that), failed either to give any adequate explanation 

of what the child was doing or to relate the two- word stage to subse-

quent stages, let alone the fi nal adult form of the grammar.

Recall that the innate algorithms provide no information on the order 

of adjacent constituents. Words in a phrase or clause may attach to the 

left or to the right of their heads. Experience is the only guide  here, yet 

early in the comparative study of acquisition across different languages 

it was observed that children very rarely make mistakes in the order of 

constituents (Bloom 1970). Note that if one gets pairwise attachment 

right, there is no need for any further mechanism for determining the 

overall word order of the language: if a precedes b and b precedes c, then 

transitivity gives you that a must precede c. In fact once one has deter-

mined what the words are, determining the order of words is a far easier 

task, which must be a contributory factor to the difference in length 

between the one- and two- word stages.

The two- word stage serves to establish some of the major word- order 

relationships in the target language: subject- verb, verb- object, adjective- 

noun, and so on— a vital building block for the operations that develop 

in subsequent stages. Note that, as with the one- word stage, there is no 

limit on child production that prevents longer utterances in principle, 

but development is still delayed by small vocabulary size and condi-

tioned, to a large extent, by the nature of vocabulary growth.

Although some recent work has cast doubt on the reality of a “vocab-

ulary spurt” (Ganger and Brent 2004), there is no question that the pace 

of word learning picks up as the second birthday approaches and con-

tinues at a rapid rate through the next couple of years or more. Numer-

ous explanations have been given for this phenomenon (see Nazzi and 
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Bertoncini 2003 for a con ve nient summary of these). However, there is 

no need to assume that any par tic u lar cognitive development is in-

volved, since Zipf’s Law (Zipf 1935) adequately accounts for the relevant 

phenomena.

As we saw in the previous section, frequency is one determinant of 

what words are learned fi rst. Zipf’s Law states that the frequency of any 

word is inversely proportional to its rank in the frequency table (Zipf 

1935). It follows that, ceteris paribus (and things aren’t that equal, since 

salience plays a large role and the commonest words are seldom salient), 

the commonest words will be learned fi rst. But Zipf’s Law means, among 

other things, that a minority of types will yield a majority of tokens. For 

instance, though a mature speaker of En glish may have a vocabulary of 

over fi fty thousand words, the commonest two thousand words yield 80 

percent of the text of the million- word Brown Corpus and 96 percent of 

the text of informal speech (Francis and Zucera 1982).

In consequence, a cycle of lexical development forms. The fi rst fi fty to 

one hundred words (a normal tally for the one- word stage) are acquired 

very slowly. Even allowing for the fact that comprehension always out-

strips production, the text even of motherese (the simplifi ed register 

used by caregivers in some but not all cultures) must exceed the knowl-

edge of children at this stage; much adult speech probably sounds to the 

child something like “No blah blah blah blah dog blah blah car blah 

blah.” The child may be able to fi gure out from context and general 

pragmatics that mother means “No, you  can’t take the dog in the car 

with you.” But lack of salience prevents the child from getting the very 

commonest words. The function words (grammatical items)— pronouns, 

prepositions, and the like— may act as useful structural signals for the 

older child but from a younger child’s perspective are so much useless 

padding. So the slow pace of early word acquisition is caused in part by 

the fact that the child has to pull isolated plums of referential and osten-

sively defi nable sense out of a pudding of mysterious ingredients.

Another factor is what you might call “lexical isolation.” First words 

represent a wide scattering of meanings that don’t necessarily have 

much connection with one another. But having a workable vocabulary 

entails building a word web, a collection of words partly defi nable in 

terms of their relations with one another: a dachshund is a dog, a dog is 

an animal, an animal is alive and a hammer isn’t; red is what’s left 
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when you reach the boundaries of brown, orange, and pink; and so on. 

The existence of such a semantic network is treated by some writers 

(e.g., Deacon 1997) as a prerequisite for any kind of truly symbolic sys-

tem. Surely it is an aid in word learning: the denser the network of 

meanings you build, the fewer the holes left in it and the easier to fi ll 

those holes by learning the appropriate word(s) on fewer and fewer ex-

posures as the word web becomes more complete. This pro cess forms a 

powerful contributor to the pro cess known as “fast mapping” (Born-

stein et al. 1976; Carey and Bartlett 1978; Heibeck and Markman 1987), 

in which children, usually well past the two- word stage, will learn 

words on as little as a single exposure. But continued word learning also 

makes possible the full comprehension of more and more sentences, not 

the spotty, largely pragmatic comprehension described in the preceding 

paragraph. And full comprehension in turn makes more words usable 

in the child’s own productions.

In other words, word learning is an autocatalytic pro cess. Entry into 

the two- word stage is contingent on developing a critical mass of words. 

Transitioning from the two- word to the next stage is simply a function 

of the increasing rapidity of vocabulary growth that this mass makes 

possible, and for that reason the two- word stage is (absent severe devel-

opmental problems) much shorter than the one- word stage.

Before we proceed to the next stage, however, it may be worth briefl y 

glancing at one grossly underresearched group. As Nelson (1981: 215) 

noted, “We have all observed children who go virtually through the 

second birthday, or even later, without producing language and then, at 

about 25 months, begin to produce sentences that are roughly equiva-

lent to those of children who have been producing right along.” Are 

such cases exaggerations or even myths, like the alleged fi rst words of 

Lord Macaulay: “Thank you, madam, the agony is sensibly abated”? If 

they are not (and it shouldn’t overtax the abilities of graduate students 

to fi nd cases of apparently otherwise normal children of two or more 

who  haven’t spoken yet, and study their subsequent development), and 

if their fi rst sentences are as Nelson suggested, this would have signifi -

cant consequences for acquisition studies, casting doubt on any theories 

that include hypothesis testing or the essentiality of communication 

and adding support to the claim that language deploys automatically as 

words are learned.
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“Telegraphic Speech”

What follows the two- word stage has traditionally been described as 

“telegraphic speech” (Brown and Fraser 1964), a medium more recently 

described as consisting of “strings of words . . .  in phrases or sentences 

such as this shoe all wet, cat drink milk, and daddy go bye- bye,” although at the 

same time “a number of grammatical infl ections begin to appear,” and 

“simple prepositions (in, on) are also used” (Yule 2010: 175). As Yule’s 

defi nition suggests, the “telegraphic speech” stage has no clear boundar-

ies and, like the stages that precede it, is no more than a con ve nient label 

for phases of the continuous unfolding of the language faculty.

If the two- word stage was largely concerned with determining the 

linear relations of word pairs, the telegraphic stage is largely concerned 

with things like grammatical infl ections and simple prepositions. Up 

until this point, the child acquiring En glish and similar languages has 

had to deal only with the word classes UG explicitly deals with: nouns, 

verbs, and modifi ers of these. Paradoxically (and for En glish speakers, 

quite counterintuitively) this fact may make languages like En glish and 

Chinese harder to acquire than highly infl ected languages. In highly 

infl ected languages, children are from the very beginning spoon- fed 

with bite- size bits of the unscripted parts of their language— that is, as-

pects of language that emerged post– UG formation and that therefore 

have to be learned. These things are actually attached to words they 

have to learn, which gives them a head start of maybe a year or more 

over children with isolating, infl ection- poor languages.

On the other hand, in languages like En glish and Chinese, most words 

appear free of those bits, and the bits themselves, brief, unstressed, mini-

mally semantic, and subject to heavy phonological distortion, fl oat in 

limbo between easily recognizable bare nouns and verbs. No wonder 

one fi nds what you might call the throw- sweater/kazagimi- attim effect— 

the fact that children learning a highly infl ected language show greater 

grammatical sophistication at an earlier age than children learning an 

isolating one like En glish.

However, even a child learning En glish must sooner or later deal with 

a class that, after all, includes the commonest vocabulary items in the 

language. As vocabulary grows and longer utterances can be more fully 

comprehended, more and more of these grammatical morphemes are 
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brought to the child’s attention. They present two distinct problems. 

One involves their meanings, many of which are highly language- 

specifi c (in contrast to those of referential words, which usually have at 

least a core of consistency across languages) and elusive in ways that will 

be examined in a moment. The second problem involves their sounds; 

they frequently take varying forms, due to a combination of low stress 

with elisions or contractions that depend on the speech sounds that oc-

cur immediately before or after them.

Little of theoretical interest can be said about the second problem. The 

fi rst is another matter. Consider all infl ections, particles, and “function 

words” as constituting a single class: the class of grammaticizable se-

mantic distinctions. They include, but are not limited to, things like 

gender, tense, case, number, person, and so on. Is the list fi nite? Almost 

certainly it is, and probably quite short too. Some distinctions (e.g., evi-

dentiality markers on verbs) are relatively rare, while some (e.g., plural-

ity on nouns) are very common. The question that arises is whether the 

category “grammaticizable distinction” is in some sense known to the 

child, who may even have intuitions about things that could be gram-

maticizable distinctions and things that could not.

The task of acquisition would be greatly lightened if some precogni-

tion existed, but such evidence as there is appears confl icting. In creole 

languages, as noted in Chapter 8, par tic u lar types of tense, aspect, and 

modality appear with a frequency well beyond chance, even though the 

system constituted by these types differs from those found in most if not 

all of the creole’s antecedent languages (Bickerton 1981). However, 

hardly any creole has simple past with moment- of- speech as its refer-

ence point, which does occur in En glish child speech, even when the 

form chosen to express it is not a correct form in the target language. 

Seth, the child of one of my former students, seemed at one stage to be 

actively seeking some grammatical marker for simple past tense, and 

after experimenting with different forms, for several weeks settled on 

didja (not necessarily implying a question):

2. Didja toot.

 “I ( just) farted.”

What seems the likeliest possibility is that general cognitive factors supply 

a list of common distinctions that may (or may not) be grammaticized 
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in any given language. Any item on that list can be acquired easily on 

the basis of positive evidence, but whenever the child fi nds no clear evi-

dence for a par tic u lar distinction, a default assumption applies.

As with the one- and two- word stages, the so- called telegraphic speech 

stage does not correspond to anything substantive in language develop-

ment but merely refl ects the growth of vocabulary. There is no corre-

sponding stage in polysynthetic languages. It may be illuminating to 

consider the signifi cance (and some consequences) of this.

Polysynthetic and isolating languages are, in their purest forms, 

merely extremes on a bimodal distribution in which many languages 

mix elements of each type. However, mixtures are seldom even, so most 

languages are predominantly isolating or predominantly polysynthetic. 

In polysynthetic languages grammatical items are embedded in words 

so that the child can, at least in principle, deploy the following discovery 

procedure. First, factor out the part(s) of a word with lexical content— 

that is, the part(s) that refer to some entity or activity in the world. 

What is left must have grammatical function(s). Check against other 

words and substitutions within them to determine how many separate 

grammatical items there are in each case. Figure out from context what 

each one’s function is. Provided that the form of a grammatical item 

does not vary too unpredictably in different contexts, the child’s task is 

not too dauntingly diffi cult. It is in fact only a more circumscribed 

variant of the task all children face when confronted by any language: 

the task of factoring out individual morphemes from the unbroken 

stream of speech. So this may indeed be easier to do than to locate and 

identify items that occur, seemingly randomly, between things you al-

ready know.

However, two things can be said with relative certainty. The fi rst is 

that differences in learnability and any consequent pressure on lan-

guages to adapt cannot be particularly great; otherwise we would all be 

speaking something like Turkish or Inuktitut. The second is that the 

relatively slow acquisition by English- speaking children, and the prob-

lems they have in acquiring grammatical items, cannot arise as a result 

of some form of bottleneck or developmental delay. Nor can it be due to 

maturation of an innate grammar, since it would be absurd to suppose 

that Turkish has a faster maturing grammar than En glish or vice versa. It 

is the nature of the target language rather than some internally regulated 
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pace of linguistic development that is responsible for different patterns 

of acquisition.

The contrasting patterns in Turkish and En glish acquisition lend fur-

ther support to the proposal that grammar has learned and unlearned 

components. Suppose that there was a UG that was universal in the sense 

discussed in Chapter 2, that is, capable of generating the grammars of all 

the world’s languages. If this  were the case, there would be no reason for 

the same grammatical functions to be learned more quickly and easily in 

some languages than in others or for differences in the ways grammatical 

relations are expressed to cause different rates of acquisition in different 

languages. Note too that it is precisely in areas un- or underspecifi ed in 

the kind of UG described in Chapter 5 that interlinguistic differences in 

the pace of acquisition occur. If all grammars  were equipotential, as the 

classic UG/LAD entails, such effects should not occur. Children should 

have no expectations whatsoever about what kind of language they  were 

going to encounter. However, in real life they behave as if they did indeed 

have expectations, and where those expectations are frustrated, delays in 

the acquisition of par tic u lar structures occur.

The sections that follow look at three areas that cause diffi culties for 

children acquiring En glish: the causative/noncausative distinction, sen-

tence negation, and the syntax of questions. In all these areas the pace 

of acquisition is, for children acquiring En glish, slower than acquisition 

of the same areas in languages where there are no distortions of UG- 

predicted patterns, and slower too than in other areas of En glish gram-

mar where those patterns are followed. Current theories of acquisition 

have no satisfying explanation for the data surveyed  here.

The Causative/Noncausative Distinction

While there exist a few En glish verbs that can be used both causatively 

and noncausatively (e.g., melt: The ice melted vs. I melted the ice; feed: The 

cows are feeding vs. She is feeding the cows), in many cases verbs require an 

external causative, make (He made X do Y). In others there are pairs of 

verbs (e.g., teach, learn) that are semantic mirror images of one another: 

one inherently causative and one inherently noncausative. However, 

many children treat a wide variety of noncausative verbs as if they  were 

causative. Bowerman (1974) gives seventeen examples of noncausatives 
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used as causatives by the same child, and lists one hundred examples 

from other children, featuring thirty- six different verbs, all produced 

before the children had reached age four. Examples (3) and (4), for in-

stance,  were both produced by Bowerman’s daughter before age three:

3. Go me around.

4. Can you stay this open?

This suggests that a rigid causative/noncausative distinction for verbs 

does not form part of the innate grammar. Why should it? Absence of 

stipulation is one of the things that characterize the kind of UG envis-

aged  here. In Chapter 5 we saw how absence of any stipulation as to 

what could or could not constitute a modifi er licensed the modifi cation 

of one verb by another verb and thereby made possible serial verb con-

structions. Accordingly it seems likely that in earlier stages of human 

language, all verbs could potentially be used in either causative or non-

causative senses. Inevitably in actual use some verbs would be used in 

one sense much more frequently than the other, leading to restrictions 

in their meaning that, since they are learnable, would simply be learned.

However, the data for causative/noncausative acquisition in En glish 

present a problem for a number of existing claims about how acquisition 

in general works. Take, for instance, the proposal by Baker (1979) that, 

given the lack of overt negative evidence (being told explicitly that certain 

sentences are wrong), children would hypothesize a rule only if that rule 

could be confi rmed on the basis of positive evidence; in other words, they 

would not take the riskier path of guessing at a rule simply because they 

had found nothing in their input that would contradict it. This was re-

fi ned into the “subset principle” (Berwick and Weinberg 1984): children 

would always hypothesize the most restrictive rule— in this case, that a 

verb used noncausatively could only be used noncausatively— and main-

tain that rule unless positive evidence (the same verb used causatively) 

showed that the rule was too restrictive.

But if the subset principle worked across the board, children would 

never take a verb they had learned as a noncausative and use it as a 

causative. Since verbs like go and stay are never used causatively in adult 

speech, the subset principle should prevent children from ever produc-

ing sentences such as (3) and (4). The existence of verbs like feed or melt, 

even if children had happened to encounter such verbs used in both 
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ways, would not constitute evidence for the less restrictive rule. It would 

merely indicate that some verbs incorporated both properties, leaving 

the child to discover which verbs behaved in this way on a case- by- case 

basis. Mistakes made through overextending causativity can never be 

repaired on positive evidence only.

Evidence from the causative/noncausative distinction is just as damag-

ing to empiricist theories of learning. Recently there has been consider-

able support for the notion of “item- based learning,” which claims that 

“children’s early utterances are or ga nized around concrete and par tic u lar 

words and phrases, not around any system- wide syntactic categories or 

schemas” (Tomasello 2000a: 156). For instance, while children may be 

able to produce the window broke, they “cannot go on to produce He broke it 

or It got broken, even though they are producing simple transitive and pas-

sive utterances with other verbs” (Tomasello 2000b: 210).

But if children cannot even generalize to legitimate constructions, 

how is it that they are able to overgeneralize to illegitimate ones? Toma-

sello (2000a: 158) himself has to admit that children can learn non-

causative verbs and then use them causatively. He tries to avoid this 

counterevidence by claiming that children “produced very few of these 

types of overgeneralizations before about 3 years of age” (158) and cites 

three sources (Bowerman 1982, 1988; Pinker 1989) to support his claim. 

But his cited sources are general summaries ranging over numerous 

child language phenomena, and while they mention a few examples 

across a wide age range, they give no specifi c information on and 

make no specifi c claims about how early transitive use of intransitives 

commences— although they do show that such errors continue to occur 

up to age six or even later (examples in Bowerman 1988). This is pre-

cisely because, in the absence of parental correction, only the continued 

absence from primary input of sentences like (3) and (4) over a long 

period can eventually convince the child to abandon such expressions. 

Signifi cantly Tomasello fails to cite Bowerman (1974), a paper, unlike 

those he cites, that deals extensively and exclusively with the causative/

noncausative issue. Of seventeen mistakes involving noncausatives used 

as causatives made by Bowerman’s daughter, no fewer than nine ap-

peared before the age of three. Such errors therefore cannot be dis-

missed as some weird aberration of later learning, and it’s not clear what 

difference it would make even if they could.
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Causative/noncausative errors support the view that children are not 

doing the kinds of thing that acquisitionists, empiricist and nativist 

alike, claim they are doing. They are not learning by rote the permissi-

ble structures for par tic u lar verbs; they are not forming hypotheses 

based only on positive evidence; and they are not restricting their hy-

potheses to a narrow subset of possible ones. They are forging ahead 

with their own ideas about what the syntax of the target language 

should be, and they are surprisingly resistant to counterevidence. Evi-

dence from two further areas supports this view. Both areas are among 

the most thoroughly studied in the fi eld, with a large body of work go-

ing back more than half a century. All these studies, however, approach 

the problems from either inductive- learning or orthodox generative as-

sumptions, so we should reexamine them too through the lens of the 

present theory.

French versus En glish Negation

The problems that English- speaking children have with negative sen-

tences are well- documented. Those problems arise partly because the 

sentential negator not seldom appears alone in spontaneous discourse 

but typically undergoes vowel reduction to n’t and subsequent combina-

tion with auxiliaries that may themselves appear in reduced forms. 

Consequently not gets lost in a forest of didn’ts, don’ts, won’ts, hasn’ts, 

and aren’ts and is hard for the child to access. Conversely exclamatory 

and noun- phrase negator no is highly salient, occurring frequently in 

isolation and with relatively heavy stress.

The situation of French- speaking children is quite different. Formal 

French has two sentential negators, ne and pas, one preverbal, the other 

postverbal. However, the fi rst is rarely pronounced in colloquial French, 

while the second is never reduced or elided. Moreover French is a 

syllable- timed rather than a stress- timed language, so there is far less 

difference in salience between pas and its accompanying verb than 

there is between not and its verb in En glish.

These facts play a highly signifi cant role in the development of nega-

tion in the two languages. Since En glish speakers normally acquire no 

in their early vocabulary (and usually long before not), expressions like 

no ball almost invariably occur in the two- word stage. It is therefore 
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unsurprising that in the telegraphic stage, before auxiliary verbs are 

learned, sentence- initial no continues to be the sentential negator of 

choice. Consequently one fi nds sentences like No the sun shining and No I 

see truck (Bellugi 1967). Shortly thereafter sentences such as He no bite 

you and I no want envelope begin to appear. Of three children whose out-

put is summarized in Deprez and Pierce (1993), one had reached 50 

percent preverbal negation by age 2.4, and one had reached 70 percent by 

age 2.0, though no rather than not was oftener used. Signifi cantly, identi-

cal forms of negation are found almost universally among creole lan-

guages, although they never appear in any variety of adult En glish.

Is there a canonical position for negative markers in UG? If there is, 

logically it should be immediately before the predicate, since such mark-

ers negate only the content of the predicate, not the existence of the 

subject. But if that is so, what accounts for the earliest phase of pre- 

sentential negation? Either the prepredicate preference is not in UG, or 

no + S simply extrapolates from the two- word no + N pattern into the 

start of the telegraphic stage.

Negation develops differently in speakers of French. French- speaking 

children under the age of two have well- established pas in all the right 

places: before infi nitives but after fi nite verbs. Distinguishing between 

fi nites and nonfi nites is hard for English- speaking children because the 

forms of present tense and infi nitive are identical except for third- 

person- singular (e.g., break, [to] break). However, it is much easier for 

French- speaking children, since French stem forms (e.g., roul-), can be 

derived from the occurrence of infl ected forms—roulons, roulez, rouler 

(“We roll, you [pl.] roll, to roll”)— and the fact that the infi nitive itself is 

infl ected. Consequently while nonstandard forms of negation in En-

glish persist well into the third year, they are virtually absent from the 

beginning in French. (Pierce 1989 shows that sentences misplacing pas 

with respect to the verb account for less than 3 percent of her data.)

Do we need any further assumptions to account for the difference 

between the two developmental patterns? Those who approach the is-

sue from a generative perspective have proposed explanations based on 

abstract principles and covert pro cesses. According to Klima and Bellugi 

(1966), En glish negative- placement errors result from children’s failure 

to acquire a negative- lowering transformation. Deprez and Pierce (1993), 

on the other hand, hold that En glish negatives are really in the same 
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position in both child and adult; what happens is that children fail to 

perform a subject- raising movement that would carry the subject above 

(hence to the left of) verb and negative. Conversely they attribute the 

virtually error- free negative production of French children to their early 

acquisition of verb raising, obligatory for fi nite verbs (since, under this 

set of assumptions, verbs must raise to acquire tense) but barred for 

nonfi nite verbs (which are, of course, always tenseless).

What would have to be true if such explanations  were correct? One 

answer would be that the child’s brain must somehow represent much 

more than words plus recipes for assembling phrases and clauses; it 

must also represent grammatical categories, not just “noun” and “verb,” 

but things like “subject” and “tense.” More than that, it must represent 

hierarchical tree structures with empty spaces in them for things to 

move to and labels for those places. The fact that no such things are ac-

cessible to consciousness is, of course, totally irrelevant. But whether 

these are plausible mechanisms for brains to have is another matter en-

tirely, and surely a legitimate issue.

A generativist might respond, “Well, we don’t really know how the 

brain represents anything.” This is no longer true. We know, for instance, 

that “the repre sen ta tion of a word is neurobiologically realized in mostly 

cortical networks having a topology that depends on the modalities cor-

relating with external aspects of the meaning” (Assadolahi and Pulver-

muller 2001: 311) and that the neuromagnetic signals of individual 

words can be detected with an accuracy far beyond chance (Kellis et al. 

2010). Nothing remotely approaching this level of understanding is 

available for repre sen ta tions of the abstract categories and structures 

that would have to exist if the proposed mechanisms for negative acqui-

sition (and countless similar proposals by generativists)  were to actually 

work. Indeed, so far as I know, there are not even any speculative ac-

counts of how and with what the brain might construct the necessary 

repre sen ta tions.

Of course, none of this means that such repre sen ta tions cannot exist. 

It is simply an issue of probabilities and consequent research strategies. 

A normal research strategy is to start with some parsimonious and rela-

tively well- supported proposition and take it as far as one can. If this re-

solves the issue, no alternative needs to be considered. Only when that 

pro cess breaks down will the researcher begin to try alternatives. In the 
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case of negative acquisition, an account based on word learning seems 

perfectly adequate.

Assume that all children know (whether innately or from experience 

is immaterial  here) that a sentence can be negative and that something 

in the sentence will mark this fact. English- speaking children then seek 

to identify a negative marker but are unable at fi rst to correctly do so, 

mainly for phonological reasons. Consequently they begin by choosing 

the wrong marker (no) and putting it in the wrong place (sentence- 

initially instead of predicate- initially) because, after all, this is where no 

typically appears in adult speech. English- speaking children, failing to 

locate (or perhaps even identify) any negative marker in the “right” po-

sition, do revise what they had fi rst assumed and begin to place no 

predicate- initially, even though there is not a single example of this in 

their input. They persist with this behavior until they begin to acquire, 

most likely on a piecemeal basis, a string of reduced negatives—aren’t, 

don’t, and so on— from which evidence the correct negative placement 

can eventually be factored out.

Conversely French- speaking children avoid these problems by having 

from the start a readily identifi able negator (pas) and two clearly marked 

positions for it, immediately before or after the fi rst verb (whether main 

or auxiliary), either of which gives it full predicate scope. In other words, 

all they are required to do is to observe and obey the relative positions of 

adjacent words— that is, set a relationship left unspecifi ed by UG, which 

determines only dominant- subordinate relations based on order of at-

tachment. As we saw in considering the two- word stage, paying atten-

tion to the order of words is a major preoccupation that prevents all but 

a tiny fraction of ordering errors even in the earliest stages. (It also hap-

pens to be one of the six “operating principles” that Slobin 1973 attri-

butes to child learners.) Moreover word order is the only evidence on 

which children could base the assumption that verbs “raise.”

Thus the course of acquisition in both languages can be better ex-

plained by the most parsimonious explanation— the child learns words 

only, has problems learning function words, but forges ahead anyway, 

using inbuilt schemas— than by assuming any pro cess involving transfor-

mations, covert movements, or any other kind of abstract apparatus. This 

makes it unnecessary for us to hypothesize any otherwise unsupported 

brain mechanisms that might somehow represent such abstractions. This 
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conclusion is strongly reinforced by data on the acquisition of interroga-

tives, which illustrate the tenacity with which children can resist the 

evidence of caregiver speech when such evidence goes against their in-

nate recipes for sentence building.

Acquiring Question Forms

In En glish a very large proportion of adult utterances to children con-

sists of questions: 33 percent according to one study (Cross 1977), 44 

percent according to another (Newport et al. 1977). The inversion of 

auxiliary and verb that characterizes most of them, WH- (who, what, 

where,  etc.) and yes- no questions alike, should therefore be more famil-

iar to children than almost any other feature of En glish. If children 

 were learning inductively and without any inbuilt expectations, correct 

question structures should be among the fi rst things they acquire.

However, “questions are perhaps the only syntactic structure for 

which English- speaking children commonly make word- order errors” 

(Ambridge et al. 2006: 520). Indeed it takes children two years or more 

to fully master these structures (Klima and Bellugi 1966). The earliest 

questions, in the two- word stage, typically consist of a WH- word plus a 

noun, like where kitty? Subsequently questions are produced as declara-

tive structures, their interrogative nature shown only by intonation. 

This is the structure used in creole languages, as well as in languages 

like German where questions marked only by intonation form a legiti-

mate alternative to auxiliary- or verb- subject inversion. German chil-

dren acquire this question pattern early and effortlessly, whereas the 

subject- verb inversion type is not acquired until much later (Mills 1985). 

In Kaluli, a language of New Guinea, an invariant interrogative marker 

for noun phrases was acquired by twenty- fi ve months, but sentential 

interrogative particles that required a fi ner person distinction in the 

verb caused problems (Schieffl in 1985). In Hebrew yes- no questions are 

formed with declarative order and marked by intonation only, while 

WH- questions require only the question word placed at the beginning 

of a declarative structure. According to Eyal (1976), nearly 80 percent of 

a sample of Hebrew- speaking children under thirty months produced 

errorless questions, whereas English- speaking children did not reach 

this level until the middle of their fourth year.
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The delay in acquiring question forms in En glish might be supposed 

to have something to do with a comparable delay in learning auxiliary 

forms. These indeed are often contracted and carry low stress, which 

might make them a poor target for word learning. Delayed auxiliary 

learning doubtless contributes to the diffi culty of acquiring questions. 

However, it cannot entirely explain it, because in yes- no questions aux-

iliaries typically appear uncontracted and occasionally even stressed. 

(Did you pull the doggy’s tail?) Relevant  here is the Auxiliary Clarifi cation 

Hypothesis (Richards 1990), which proposes that since children are bi-

ased to attend preferentially to the beginnings of sentences, auxiliaries 

are more readily pro cessed and learned more easily when they occur in 

questions. If this  were really the case, we would predict that an increase 

in the frequency of auxiliaries in caregiver speech would facilitate chil-

dren’s acquisition of correct question forms. However, in a study that 

both reviewed the literature and conducted experimental tests (Fey and 

Loeb 2002), the authors found that increased use of auxiliaries in ques-

tions by caregivers had no signifi cant effect on children’s subsequent 

production.

Indeed available evidence from a number of different sources seems to 

consistently support the proposal that, for child learners, there is some-

thing bizarre about En glish question formation. It is as if children come 

with the expectation that questions should not involve order changes 

but should be expressed through intonation change, perhaps helped out 

with an invariant morpheme that signals interrogative mode (as is the 

case for negatives). When this expectation is violated, and especially 

when the violation involves some exotic feature such as subject- auxiliary 

inversion, children are baffl ed, and it may take years rather than days 

or months for them to fully acquire the correct forms.

Note that while this proposal fulfi lls the predictions of the present 

model, the data to be explained are as puzzling for theories of inductive 

learning as they are for theories in which the child is guided by UG. 

Theories of both types are, and necessarily have to be, neutral with re-

spect to the world’s languages.

Inductive learning theories cannot assume any kind of built- in pref-

erence on the part of the child for one type of syntactic structure over 

another, because nothing is supposed to be built in. For inductivists, the 

neonate’s brain is a blank slate (apart, of course, from what ever faculties 
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enable inductive learning), and therefore everything has to be derived 

from experience. But since the majority of children in modern nation- 

states get exposed to only a single language, no preferential bias would 

be obtainable. Subject- auxiliary inversion cannot be judged more diffi -

cult than other types of structure because there does not exist any ob-

jective, universal metric of linguistic diffi culty, and subjective metrics 

are determined by the language one happens to have learned oneself.

To an adult speaker of En glish, the mechanisms of an agglutinative 

language like Turkish may seem horrendously diffi cult— certainly far 

more diffi cult than anything in En glish and surely a harder learning 

task for the child. Yet according to Aksu- Koc and Slobin (1985: 845), 

“The infl ectional system [of Turkish] appears early, and the entire set of 

noun infl ections and much of the verbal paradigm is mastered by 24 

months of age or earlier,” an age at which many English- speaking chil-

dren are still struggling to get past bare two- word utterances. In addi-

tion to explaining how such things can be, recall that inductivists also 

have to explain why En glish interrogatives should take so long to mas-

ter when at least a third of the input consists of them.

Standard nativist accounts must be equally language- neutral. UG 

cannot admit a bias for some languages or language types. All human 

languages, even all types of structure, should be equally easy to learn, 

with allowance for varying degrees of complexity and input frequency. 

Neither factor applies  here. Questions have high frequency in caregiver 

speech, and their complexity is low, requiring only, in the case of yes- no 

questions, one movement, and in the case of WH- questions, two. Recall 

that in the case of negatives, generativists routinely assume that covert 

movement occurs very early. Why should overt movement be a bigger 

problem than covert movement?

In all three areas, neither empiricist nor nativist proposals give satis-

factory results. Yet in all three the evidence is fully congruent with a 

theory that assumes a limited innate blueprint for syntax and leaves its 

detailed local execution to be acquired inductively— by trial and error, 

one might almost say.
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“Error” as a Source of Insight

The foregoing suggests a useful way of looking at child “errors.” The 

kinds of error that children typically and repeatedly make should help 

us to distinguish more precisely between what UG makes available to 

them and what it does not. The latter are things that have to be learned, 

and we would therefore expect them to take more time. Cross- linguistic 

studies of error (and its relative absence in some languages) will fur-

ther refi ne this pro cess. If a par tic u lar feature is acquired easily in 

language A but only with considerable diffi culty in language B, this 

suggests two things. First, acquisition where it affects functional cate-

gories could be easier in highly infl ected than in poorly infl ected lan-

guages for the reason given earlier: inescapable ingestion of gram-

matical morphemes at a much earlier age. Second, acquisition of some 

structural features could be much harder in languages that have sharp 

and unexpected deviations from the simplest ways of expressing basic 

patterns laid down by UG.

At this point it is worth beginning to consider the signifi cance of 

creole languages for acquisition studies. These languages will be cen-

tral to Chapter 8, but since they have an important bearing on acquisi-

tion issues, the present chapter would be incomplete without some 

reference to them. Bickerton (1981) was the fi rst source to propose a 

connection. That work noted a number of “errors” in language acquisi-

tion that would have been perfectly grammatical in a creole language 

and suggested the unlikelihood of there being two acquisition devices, 

one for use when input was robust and uniform, another for use when 

input was chaotic and defi cient. If there was a single mechanism de-

signed not for discriminating among a range of possible languages but 

for producing a language of a par tic u lar type, this would predict the 

occurrence of creole- like errors during the acquisition of noncreole 

languages.

And indeed we fi nd similarities between creoles and acquisition data 

in all three of the areas surveyed. Typically the same verb can be used 

both causatively and noncausatively: we plant the tree versus the tree plant; 

sometimes even nouns are turned into causative verbs, as in we cobweb 

(“sweep, remove cobwebs from”) the  house (Guyanese Creole) and we 

lawnmower the yard (Hawaiian Creole En glish). Negative sentences in 
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English- lexifi ed creoles invariably take the form Subject + no + verb 

phrase. Questions retain affi rmative order and are marked only by into-

nation, plus occasionally an interrogative particle. In other words, it is 

precisely where creoles differ from En glish that we fi nd the most per sis-

tent problems for children acquiring En glish (an isolating language that 

should be almost as easy to acquire as a creole).

The innate grammar would not distinguish causative from noncaus-

ative verbs, since all its pro cesses are across the board, and if a pro cess 

applies to one verb, noun, phrase, or clause, it applies potentially to all 

members of that class. Similarly the innate grammar has nothing what-

ever to say about distinctions between the different types of sentence 

(affi rmative, negative, interrogative); a single order is assumed. It fol-

lows that “errors” will cluster at points where the target language has 

introduced modifi cations of or additions to the innate grammar.

The claim that children are adapted to learn a language of a par tic u-

lar kind has been highly controversial since its introduction. It fl atly 

contradicts the conventional wisdom of both empiricists and nativists— 

that children are not specially adapted for any kind of language, or 

that they are equally well adapted for all. It is therefore surprising that 

virtually no one has tried to test one of the claim’s clearest predictions: 

that creole languages should be acquired more quickly and with fewer 

errors than noncreole languages. The only studies of which I am aware 

are by Dany Adone involving the acquisition of Morisyen (Mauritian 

Creole),: a brief study of the acquisition of WH- movement (Adone and 

Vainikka 1999) and two books (Adone 1994, 2012), the second of which 

expands on the fi rst to include experimental work on Seselwa (Sey-

chelles Creole).

Adone’s results are highly suggestive. She found, for example, that 

the TMA system, which follows the general pattern of creole TMA sys-

tems, was acquired almost without error. Signifi cantly errors occurred 

only where Morisyen had added additional TMA markers to the basic 

three— that is, anterior (past with a current- topic rather than a moment- 

of- speech reference point), irrealis (futures, conditionals, subjunctives, 

 etc.), and nonpunctual (still ongoing or habitual actions; for additional 

information on creole TMA systems, see Chapter 8). For instance, (fi )n, 

a perfective, was sometimes confused with anterior ti, and the division 

of irrealis functions between defi nite- future pu and indefi nite ava led to 
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some further confusion. Children halfway through their third year 

 were regularly producing grammatically correct biclausal sentences:

5. kone  kot   li  ‘n     ale.

 know where he PERF go.

 “(I) know where he has gone.” (Rod, age 2.4)

6. kuma sa  pu  buze mo pu  tonbe.

 when this IRR move I IRR fall.

 “As soon as this moves, I’ll fall down.” (Ter, 2.4)

7. get  lakaz pu  rant  dan garaz la.

 look  house IRR enter in  garage the.

 “Look at the (toy)  house that can fi t into the garage.” (Ben, 2.7)

Moreover they seemed almost to be recreolizing creoles: in modern Se-

selwa, serial- verb constructions have tended to become ste reo typed and 

limited with respect to the number of verbs that can be employed in 

them, but Seselwa- speaking children used serials much more freely and 

productively (Adone 2012: 144).

The fi eld badly needs more studies of the present- day acquisition of 

creole languages, especially of those creoles that have been least infl u-

enced by contact with other languages. (Saramaccan is the prime ex-

ample.) Such studies should be longitudinal as well as cross- sectional, 

so that the development of par tic u lar individuals can be followed over 

a period of years. The present theory clearly and defi nitely predicts a 

series of par tic u lar outcomes. Children acquiring a creole language 

should make fewer errors than children acquiring a noncreole lan-

guage. Children acquiring a noncreole language make “mistakes” that 

resemble structures typical of creole languages, but children acquiring 

creole languages should seldom if ever make “mistakes” that resemble 

structures not found in creole languages but found in noncreole lan-

guages. Such errors that do arise should affect those areas where the 

creole in question deviates most markedly from the innate instruc-

tions for language building. Children acquiring a creole language 

should reach a fi nal state, corresponding to adult competence, at (on 

average) a substantially earlier age than children acquiring a noncre-

ole language.

If such studies found any one of these four predictions empirically 

falsifi ed, this would count against the present theory. If such studies 
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found several or all of these predictions falsifi ed, the theory would fi nd 

itself in deep trouble.

Conversely, of course, if the predictions are borne out, it would pro-

vide extremely strong support for the theory. One strong source for op-

timism is the so- called syntactic spurt (Radford 1990). Starting at or 

shortly after the beginning of the third year, children (at least those 

learning En glish) typically develop a wide range of structures, includ-

ing biclausals. In many children this pro cess is extremely rapid. Seth 

went from Putting boots. Putting boots on. Put boots. Daddy boots on to I don’t 

know where Pink Eddie go, Didja go the beach and see the birds, Didja give the 

bread the birds (these are probably not questions, as noted re example 

(2)), Daddy made it go ding, I forget to push a light, I like stay in the cemetery in 

a period of less than three months. Experimental work by Crain (1991) 

and others has shown that by age three, children can correctly produce 

a much wider range of structures than they have ever had occasion to 

use in spontaneous speech.

A number of explanations have been advanced for this phenomenon, 

usually involving some delay in the maturation of UG (Radford 1990; 

Borer and Wexler 1987, 1992), which prevents the full range of struc-

tural options from being pro cessed by children. However, both empiri-

cal data (Slobin 1985) and theoretical issues (Boser et al. 1992; Deprez 

and Pierce 1993) support the “continuity hypothesis” that UG is fully 

present throughout development. From the present viewpoint too there 

seems no need to postulate any form of grammatical maturation. The 

syntactic spurt begins immediately after the start of the “lexical” or “vo-

cabulary spurt” (Goldfi eld and Resnick 1996; Anisfeld et al. 1998), an 

increase in the pace of word learning. It looks as though the only thing 

preventing the child from producing longer and more complex struc-

tures prior to this vocabulary spurt is simply the absence of the numbers 

and kinds of words that would be required to fi ll all the slots in those 

structures.

Data from “normal” circumstances— in this case, acquisition of well- 

established languages from abundant, regular, and homogeneous care-

taker input— is seldom adequate in itself to resolve scientifi c questions. 

Unfortunately experimental methods, which in this case would involve 

raising children with varying degrees of input deprivation, are ruled out 

on ethical grounds. We have to turn to “natural experiments”— abnormal 
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circumstances under which input to children has been distorted, de-

graded, or limited in any way. There appear to be only two such circum-

stances: those that involve “feral children” (children who for one reason 

or another have had little or no contact with other humans) and those 

in which creole languages are created. The former are rare, poorly and 

often misleadingly documented, and involve considerations (such as a 

possible “critical period” that makes primary acquisition impossible after 

a certain age) that are irrelevant to any determination of the way lan-

guage is structured. Accordingly such cases will not be dealt with  here.
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Creole languages have long defi ed precise defi nition. They 

are generally understood to be relatively new languages, formed mostly 

(but by no means necessarily or exclusively) through contact between 

speakers of Eu ro pe an and non- European languages. While most such 

languages take most if not almost all of their vocabulary from a single 

Eu ro pe an language (their “main lexifi er”), their grammars contain nu-

merous un- European features. These languages do not fi t easily into tra-

ditional categories. Consequently almost anything  else that can be said 

about them is controversial to some extent.

According to one view (Hall 1966), creoles originate as part of a “pidgin- 

creole cycle”: typically Eu ro pe ans come into contact with non- Europeans, 

and a crude contact language (a pidgin) develops. A pidgin is no one’s na-

tive language. However, if it is acquired by children, it quickly becomes 

regular and develops all the resources of a full human language. The fate 

of the resultant creole language varies. If it remains in contact with its 

main lexifi er, it may “decreolize”— reduce grammatical differences be-

tween it and its lexifi er— until it is hardly distinguishable from a nonstan-

dard dialect of the latter. If it loses contact, it will be subject only to the 

pro cesses of linguistic change that affect all language. Although the idea 

of this cycle has been criticized recently (Mufwene 2001; DeGraff 2003, 

2005; Ansaldo and Matthews 2007), the only creole whose full history 

and prehistory is known in detail, Hawaii Creole En glish (HCE), followed 

the cycle through all its stages, and no suffi cient reasons have been 

shown for supposing that other plantation creoles developed differently.

Since Coelho (1880– 86) it has been known that creoles resemble one 

another much more than one would expect for languages developing in 

CHAPTER 8

Creolization
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different parts of the world, with speakers from a variety of ge ne tically 

and typologically different languages. Focusing on these similarities 

rather than differences has been criticized by Mufwene (2001: 51– 52), 

since “there is no compelling reason for downplaying differences in fa-

vor of similarities. . . .  Both are equally signifi cant.” This can be true 

only if one’s interests are purely taxonomic. Anyone with scientifi c (i.e., 

explanatory) goals will concentrate,  here as elsewhere, on what are the 

most unexpected aspects of any phenomenon, hence those most in need 

of explanation. In this case, given the (at least) hundreds of languages of 

widely varying typologies spoken by the parents of the fi rst creole 

speakers and the lack of contact between the regions involved, similari-

ties between creole languages are unquestionably the most unexpected 

phenomena.

Coelho (1880– 86) had suggested that similarities might result from 

universal psychological tendencies, mysterious at that date. After Chom-

sky it seemed natural to fi nd their source in some form of innate gram-

mar (Bickerton 1974, 1984b). It was for this reason that I fi rst proposed 

the notion of a biological program for language, the Language Bioprogram 

(henceforth LB; Bickerton 1981: 133). Thus viewed, creoles  were a series 

of natural experiments with varying degrees of input deformation and 

deprivation, the results of which might tell us what is innate in language 

and what has to be learned. As with all natural experiments, those re-

sults are noisy and subject to multiple confounds. But since the only 

way to obtain clearer results would entail limiting linguistic input to 

different groups of children— a type of experiment ruled out by ethical 

considerations— those results are the best we are likely to get.

Although the theory presented  here differs in a number of ways from 

the original Bioprogram (it is now fi rmly rooted in evolutionary theory, 

among other things), the predictions it makes about creole languages do 

not differ substantively from the original predictions. Since children 

start to develop syntax with little regard for the language they are sup-

posedly “learning,” and since their (pidgin) input contains little that 

would add to or run counter to their innate algorithms, they produce 

similar structures worldwide despite wide variety in the developed lan-

guages spoken around them. Since nature has equipped them with mech-

anisms capable of generating a complete language, the pro cess of cre-

olization can be completed in a single generation. Since once a language 
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has been learned, it is no longer possible to directly access those mecha-

nisms, only children can produce a creole language.

Once one starts looking at creoles from a universal perspective, the 

problem of defi ning them changes. Languages described as creoles do not 

form a natural class. Plantation creoles differ structurally in some but not 

all ways from fort creoles (languages that emerged from in situ trading 

contacts between Eu ro pe ans and non- Europeans in Africa and Asia), 

which in turn differ from late- creolized pidgins (typically Pacifi c pid-

gins that acquired native speakers only after several generations of use 

by adults). These differences have nothing to do with peculiarities of the 

areas in which they developed and everything to do with the very dif-

ferent nature and extent of contacts between the participants involved. 

It is therefore a waste of time to look for “a theory of creolization,” if by 

that we mean a theory that will provide a single explanation for all lan-

guages that have been described as creoles.

In contrast, plantation creoles do form a natural class, creating as good 

a natural laboratory as one could reasonably expect. The uniformity and 

ubiquity of the economic pro cesses involved in plantation- based societies, 

described below, remove many variables from the context. Those vari-

ables that remain— ethnicity of the population, demographic profi les, 

length of the various phases of the plantation economy— are instructive 

rather than confounding, once one grasps the notion of a continuum of 

creoles.

The Continuum of Creoles

A continuum of creoles must be distinguished from a creole continuum, 

although the pro cesses that underlie both are the same. In a creole con-

tinuum (DeCamp 1971; Bickerton 1971, 1973) such as is found in Ja-

maica, Guyana, and Hawaii, one fi nds instead of a single relatively homo-

geneous grammar a (more or less) continuous spectrum of grammars, 

ranging from one extreme, largely unintelligible to naïve En glish speak-

ers to another, barely distinguishable from dialectal forms of En glish. (See 

Bickerton 1975/2009b for a detailed description of one such spectrum.) A 

creole continuum arises because in some creoles, at different periods or 

different social levels, speakers have had different degrees of access to 

the lexifi er, and the differing varieties that resulted have persisted into 
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the present. Under such circumstances, the gap between what is pro-

vided by input and what is required by a full human language— hence 

what has to be drawn from UG and from preferred strategies for areas 

underspecifi ed by UG— will inevitably vary, requiring more repair in 

some varieties, less in others.

If this is true even within single creoles, it must be true a fortiori of 

creoles as a  whole. No two creoles have the same historical profi le. They 

vary in dates of fi rst contact, rates of demographic change, percentage of 

lexifi er speakers, and other factors, so that main- lexifi er accessibility 

and the consequent width of the input/full- language gap will vary from 

one creole to another. While there is no objective metric that can mea-

sure the structural distance between any two languages, crude estimates 

based on the number of mismatches between creole and lexifi er struc-

tures suffi ce to indicate roughly where any given creole should be placed 

on a continuum that extends from creoles differing radically from their 

lexifi ers to ones differing comparatively little, while others occupy in-

termediate positions. Clearly the fi rst of these groupings— creoles that 

differ radically from their lexifi ers— holds the greatest linguistic inter-

est, since these should come closest to the output of a pure UG and show 

the largest component of unlearned strategies.

The notion of a continuum of creoles affords a potential means for fal-

sifying the present theory, which entails an implicational relationship 

among creoles. Provided we restrict ourselves to plantation creoles, it 

should be possible to arrange them in a cline such that, assuming the 

leftmost member has the largest set of nonlexifi er grammatical features, 

the one to its immediate right has a subset of those features, the next a 

subset of the second’s features, and so on until the rightmost member, 

which would have the smallest subset. If it proved impossible to arrange 

creoles in this way, that would count against the theory. Moreover the 

cline should match the sociohistorical data: creoles from areas that have 

had more lexifi er exposure should always be found to the right of creoles 

that have had less. Any reversal of this relationship would also count 

against the theory.

The remainder of this chapter will discuss only plantation creoles, and 

the term creole will be taken as referring to these exclusively, unless oth-

erwise stated. Plantation creoles (taken as including languages spoken 

by those who escaped from plantations) will include all of the most radical 
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creoles, and the circumstances that created them reduce (while of course 

they cannot eliminate) sociohistorical variables to levels below those of 

any other type of creole. Similarly pidgin will refer to the immediate 

precreole type of protolanguage, as empirically demonstrated in Hawaii 

and reconstructable for other creoles— what is sometimes referred to as 

“jargon”— rather than to stabilized and grammaticized varieties.

The Plantation Cycle

Plantation creoles resulted from a socioeconomic cycle that played out, 

with minor variations, on a number of islands in the Ca rib be an, the 

Gulf of Guinea, the Indian Ocean, and (in one case) the Pacifi c, as well 

as in a few isolated parts of South America, all of which  were originally 

uninhabited or (except for Hawaii) underinhabited. Original popula-

tions  were small and included roughly equal proportions of Eu ro pe an 

(mostly monolingual) and non- European (usually multilingual) speakers 

(Baker and Corne 1982). Under these circumstances, non- Europeans had 

a good chance at second- language acquisition of the dominant Eu ro pe an 

language.

The picture changed when the higher profi tability of sugar caused a 

shift from small homesteads to large plantations. A labor- intensive in-

dustry and the need to quickly recover initial investment costs caused 

massive and rapid infl uxes of slave labor. During this phase, importation 

of slaves into Suriname over a twenty- year period increased seventeen-

fold (Arends 1995), and Jamaica experienced a ninetyfold increase in its 

non- European population in less than thirty years (Kouwenberg 2009), 

while in Haiti the non- European population, which increased twenty-

fold in its fi rst forty- year period, grew two- hundredfold in little more 

than a century (Singler 2006). Over similar periods the Eu ro pe an popu-

lation seldom more than doubled or trebled.

The linguistic consequences of this rapid expansion  were massive and 

have been misinterpreted by many creolists who assume that if a con-

tact variety of the main lexifi er was created in a colony’s earlier years, 

that variety would have been handed on to the newcomers. Some pro-

gressive “basilectalization” (Chaudenson 1992, 2001; Mufwene 1996a, 

1996b) might then have moved the creole further from the lexifi er, due 

to more imperfect learning by each wave of immigrants. No empirical 



Creolization  223

evidence for such a pro cess has been produced. In reality the commence-

ment of the expansion stage was so sudden and its pace so rapid that 

gradual degradation of the initial contact language is highly unlikely. 

The latter would have been as impenetrable to new arrivals as the lexi-

fi er itself. But those entrusted with “seasoning” the newcomers and ex-

plaining the work program could not afford to wait for them to learn it. 

To communicate with new arrivals (or for those new arrivals to com-

municate with one another), all parties had to revert to a rudimentary 

pidgin, the medium that would serve as the main input for the creole 

that would eventually develop. From Hawaii there is abundant empiri-

cal evidence (Roberts 1995, n.d.) that rapid expansion led to the com-

plete destabilization of a previous semistabilized and expanding pidgin 

(based not on En glish but on vernacular Hawaiian) that was much more 

widespread than Pidgin En glish prior to 1876. In all other creole societ-

ies there is little or no direct evidence of the precreole phase, enabling 

“pidgin denial” to fl ourish (see below).

Thus a rudimentary pidgin formed a signifi cant part of the input to 

locally born children. Another part consisted of the (several, at least) 

non- European languages that would continue to be used alongside the 

pidgin by the foreign- born. But the notion that children born in- colony 

acquired suffi cient control over parental languages to impose structures 

from those languages on the developing creole, although widespread 

among creolists, has little support from the sociohistorical data.

Consider the life cycle of the average slave child, bearing in mind that 

“there is now a scholarly consensus that enslaved women played a key 

role in the fi eld labor force of British Ca rib be an sugar plantations” (Brere-

ton 2005: 144). Consequently women  were brought back into the fi eld as 

quickly as possible after childbirth, leaving other women to breastfeed 

and look after their children— women to whom those children often 

became more attached than they  were to their mother (Hindman 2009: 

424). In plantation nurseries with children from different ethnic groups, 

pidgin would have been the only means by which all the children could 

talk to one another throughout the most critical phase of their linguistic 

development. Subsequently from age fi ve onward, children worked in the 

“third gang,” employed on light cleanup work (Higman 1995: 162).  Here 

their main interaction would have continued to be with other children. 

They would see their parents (if either or both survived) mostly on 
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Sundays and holidays. It follows that children raised under plantation 

conditions would have needed the pidgin more than they needed their 

parents’ language(s).

The expansion phase would not end until most if not all of the culti-

vable land in the colony had been brought into production. At that point 

populations would stabilize, with own ers importing only enough slaves 

to make up for negative population growth. By this stage a developed cre-

ole language would already be in place, and subsequent immigrants would 

learn it as a second language.

In light of the foregoing, it is strange to be informed that “for many 

other creolists, the scenario for creole genesis that the Language Bio-

program Hypothesis requires is crucially at odds with established facts 

about the history of the colonies where the creoles arose” (Kouwen-

berg and Singler 2008: 4). The authors fail to cite a single alternative 

scenario from these “other creolists” or even one of the “established 

facts” on which their opinions are allegedly based. Since a more de-

tailed account of two of the most crucial sites for creole creation, Ha-

waii and Suriname, will be given later in this chapter, readers can 

judge for themselves which scenario comes closest to the facts. The 

claims made in Bickerton (1981, 1984b)— that creoles are produced by 

children, in a single generation, from a relatively structureless early- 

stage pidgin, with the aid of an innate program for language— have 

been challenged frequently but never convincingly and often in defi -

ance of empirical evidence.

Criticisms of the Innate Program

Before looking at specifi c criticisms, it is necessary to dispose of certain 

confusions for which I myself am largely responsible. The severity of these 

is revealed by Baptiste (2012) and McWhorter (2013). These involve the 

relationship between the LB and Chomsky’s Universal Grammar.

Clearly Chomskyan UG was the stimulus for the LB without which 

the LB could not even have been hypothesized. In the beginning (Bick-

erton 1974) I was less interested in what the LB was than in what, on 

the creole evidence (those areas in which plantation creole grammars 

showed a higher degree of similarity than existing theories predicted), 

the LB contained. By 1981 I had formed a vague notion that the LB rep-
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resented a single monolithic grammar, but how this related to the 

Chomskyan model remained mysterious. In commentary on Bickerton 

(1984b), several generativists pointed this out. Recall that the paper in 

question was published at a time when the principles- and- parameters 

model of UG (Chomsky 1981), a stunning achievement in conceptual 

terms, had just appeared and was enjoying enormous prestige. Obvi-

ously there could not be two Universal Grammars. But there appeared 

to be a simple way the two models could be reconciled. Creoles might 

represent the set of unmarked pa ram e ters in a pa ram e terized UG, 

and if “unmarked pa ram e ter” meant “default pa ram e ter,” that setting 

would be assumed by the child in the absence of evidence to the con-

trary (Bickerton 1984a, 1986). Since in most cases contrary evidence 

from a pidgin input would be too limited and confl icting to establish 

settings, the set of default pa ram e ters would apply repeatedly in dif-

ferent creoles.

At this point (in the late 1980s) the major focus of my interest 

shifted to the evolution of language, and from then on anything I pub-

lished on creoles was purely reactive. In fact, as I realized only re-

cently, this was a serendipitous development. It turned out that one 

could not hope to fully understand how creoles emerged without un-

derstanding how language had evolved, and understanding how lan-

guage evolved suggested that the true nature of syntax (a mix of bio-

logically given and inductively learned materials, as described  here) 

differed from any account hitherto proposed. Among the benefi ts of 

this new account was a fi nal clarifi cation of the true relationship be-

tween the LB and UG.

The two cannot coexist: they are different theories about the same 

thing. The LB, as now conceived, is the single monolithic grammar 

originally suggested but with a much narrower scope, as Chapter 5 

showed. As such, it stands in stark contrast to rich versions of UG such 

as the principles- and- parameters model, but much less so to more im-

poverished models within the Minimalist Program, such as those of 

Hornstein (2009) and Boeckx (2010). The LB is used by children in cre-

olizing situations in exactly the same way as it is by children in “nor-

mal,” established- language settings (see Chapter 7). All that differs is 

the quantity or quality of primary linguistic data in the two cases. Con-

sequently creoles consist of:
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1. The universal algorithms for phrase and clause construction.

2. Minimal repair strategies for areas left unspecifi ed by those 

algorithms.

3. Any substrate or superstrate phenomena suffi ciently salient and 

consistent in the pidgin data.

It is no longer assumed, as it was in Bickerton (1984a), that the LB 

might represent unmarked settings of pa ram e ters; the notions of “pa-

ram e ter” and “markedness” are themselves no longer relevant.

Variation in the amount of contribution from (3) is, of course, what 

causes both the continuum of creoles and the continuums within some 

creoles. That amount is easy to overestimate. Take, for example, serial 

verb constructions in creoles, found in a wide range of substrate lan-

guages and widely regarded as due to substrate infl uence. In fact such 

constructions follow naturally from the innate algorithms. Since these 

do not specify any limitation on the content of head or modifi er, verbs 

can freely modify other verbs. If possession of a serializing substrate was 

a necessary and suffi cient condition for creole serial verb constructions, 

such structures would not be found in the Indian Ocean creoles (where 

their presence is nowadays taken for granted by native- speaking lin-

guists; see Adone 2012; Syea 2013), since these have no serializing sub-

strate languages.

Where repair strategies are undertaken, possibilities may be starkly 

limited in number— in extreme cases, to just one. It is hard to see how a 

set of question words could be re- created, as they are in Sranan, Hai-

tian, and other plantation creoles, save by taking any interrogative form 

that could be salvaged from the pidgin and attaching it to words indica-

tive of time, place, person, thing, and so on. In other cases, a single 

strategy may outvalue any alternative. For instance, in the TMA system 

(see below) only one logically possible system combines a minimum of 

lexical material with a maximum of explicit semantic coverage. The 

source given in this chapter seems more plausible in evolutionary terms 

than the explicitly language- dedicated mechanisms suggested in earlier 

treatments.

It cannot be too strongly emphasized that none of these changed as-

sumptions about the content of the innate component makes the slightest 

difference to the original claims of the LB as listed earlier. Each of these 
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claims has been repeatedly challenged over the past four de cades. It has 

been maintained that adults, not children,  were the main agents of cre-

olization. Creole creation is said to have taken more than one, possibly 

several generations. The very existence of precreole pidgins has been 

denied. The differences between creoles are supposedly so great that no 

innate mechanism, even if one existed, could have played a signifi cant 

role in their emergence. Where features in creoles differ from those in 

their Eu ro pe an lexifi ers, differences are attributed to the continuing 

infl uences of substrate languages (the languages spoken natively by the 

ancestors of creole speakers).

In evaluating these challenges, it is important to recognize that un-

derlying them is a mind- set common among creolists and far from un-

known elsewhere. According to this mind- set everything has to come 

from somewhere  else. Every structure and feature in a creole has to 

have a source in some already existing language that is somehow in-

volved in the creolization pro cess. Consequently those sources have to 

be found, and once they have all been identifi ed, creolization has been 

explained. Perhaps possessors of this mind- set have not realized that, if 

they are right, nothing new can arise or can ever have arisen in lan-

guage. This would give us the choice of two equally bizarre conclusions: 

that language has always existed in its present form, or that it  doesn’t 

exist at all. The following sections deal in turn with fi ve main claims 

made by critics of the LB.

Adults versus Children

Since Alleyne (1971) raised the issue, it has seemed to many implausible 

that the vast majority in a plantation colony should have soldiered on 

with an unstructured pidgin for the several de cades it undoubtedly took 

for the locally born to equal them in numbers. But now that Roberts 

(n.d.) has amassed a database of over two thousand citations of the vari-

ous contact languages spoken in Hawaii since the 1780s, we have abun-

dant empirical evidence that what seemed bizarre to Alleyne and others 

is simply what happens when adults without a common language have 

to communicate with one another.

Pidgin En glish spoken in Hawaii in the de cade from 1910 to 1920, 

three or four de cades after the start of mass immigration, when the fi rst 
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creole speakers had reached or  were reaching maturity, was no more 

regular, structured, or expanded than Pidgin En glish spoken in the clos-

ing years of the eigh teenth century. Typical examples include the follow-

ing (all verbatim evidence from court rec ords):

1. What matter you speak buy wine Japa nese store, then me lele 

pelekia (1911).

2. Me buy, me go  house kaukau kela opiuma shit (1911).

3. You license no all same name? (1913).

4. Long time shoe no fi nish (1914).

5. He son- a-bitch, no good. I fi x him, by and by fi x (1915).

6. Chong Chin strong man he hanapaa over there, neck liilii koe make 

no (1917).

7. Yes, no can help, no can hide (1918).

After 1920 more and more new immigrants acquired the emerging 

creole as a second language with varying degrees of success (this was long 

before locally born speakers reached numerical parity with immigrants). 

Pre- 1920 arrivals continued to use the variable and virtually syntaxless 

pidgin for the rest of their lives. (Examples from the early 1970s are given 

in Bickerton and Odo 1976; Bickerton 1981.)

It is true that in the Western Pacifi c, Tokpisin, Beach- la- mar, and other 

pidgins developed systematic structures closely approximating those of 

a full natural language with (apparently) little or no contribution from 

children. However, in these cases the pro cesses took several generations. 

Moreover there existed conditions none of which applied in Hawaii or 

in other plantation colonies: speakers had similar substrate languages 

and they continued to live in their ancestral homelands where those 

languages fl ourished. Consequently we can assume that most Western 

Pacifi c speakers  were fl uent bilingual adults with their ancestral language 

dominant, which would have made possible massive transfers from sub-

strate languages. We cannot assume the same for Hawaii. As will be 

shown, there are indications that children’s competence in substrate lan-

guages was too poor for them to control anything more than the simplest 

structures, if those.

The only group to show consistent and signifi cant substrate infl uence 

in Hawaii was the only group raised purposefully as Japanese- dominant 

bilinguals. This group, known as the kibei, consisted of Japa nese who 
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 were born in Hawaii but who, usually between ages fi ve and nine,  were 

sent back to Japan to complete their education. On returning to Hawaii, 

kibei spoke a variety of HCE that showed strong Japa nese interference in 

such gross details as SOV word order and head- fi nal relative and adver-

bial clauses (Bickerton 1977), features found elsewhere only sporadically 

in the speech of older and more traditional Japa nese. The clincher is, of 

course, the empirical fi nding by Roberts (1998) that in Hawaii typically 

creole forms and structures came exclusively from locally born individ-

uals, most of whom  were explicitly described as “children” or “adoles-

cents” by those who cited them.

Sole justifi cation for the mantra adopted by DeGraff (1999) and a 

number of subsequent writers—“Adults innovate, children regularize”— 

lies in the fact that some typically creole words (e.g., TMA markers bin 

and go or purposive marker fu from for)  were used, if only occasionally 

and unpredictably, by pidgin speakers. Use of the pidgin lexicon by cre-

ole speakers is inevitable; they have to get words from somewhere. But 

pidgin speakers never used bin as an anterior rather than a simple past 

marker or go exclusively as an irrealis rather than a mere sequence- of- 

events marker. Moreover, at the level of structure as opposed to indi-

vidual words, there is no “adult innovation” at all. Three structures 

nowhere found among immigrant speakers are relative clauses ((8), fi -

nite purposive clauses with for/fu (9), and resumptive pronouns obliga-

tory with indefi nite- reference subjects; (8)–(10) are all attested exam-

ples). However, all three are structures frequently produced by creole 

speakers.

 8. The guy gon’ lay the vinyl been quote me price.

 “The guy who was going to lay the vinyl had quoted me a price.”

 9. More better for I write the answer.

 “It’s better for me to write the answer.”

10. Plenty old Hawaiians they do that.

 “A lot of old Hawaiians used to do that.”

In other words, there was nothing for children to “regularize.” They in-

novated and regularized at the same time, unaided by adults.

Support for an “adults fi rst” model of creole creation has been drawn 

from the supposed fact that proportions of children in plantation colonies 

(Haiti was the most frequently referenced)  were far too low to create a 
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viable language for the entire community (among many others, see 

Goodman 1985; Singler 1986). Based on a study of the original French 

census rec ords in Aix- en- Provence, Bickerton (1990a) showed that at no 

time in Haiti’s early history did the number of children under twelve 

fall below 20 percent of the total population. (Indeed the lowest fi gure 

found in any plantation colony was 13.8 percent, in early Suriname.) 

For comparison, the CIA’s World Factbook gives the current proportion of 

children up to age fourteen in the U.S. population as 20.2 percent. De-

spite these facts, Lefebvre (1993: 259) continued to insist that “there was 

an almost total absence of reproduction among the population during 

the critical period.”

These facts support something that is obvious to any lay person who 

has had occasion to compare the linguistic abilities of adults and chil-

dren. They will have noted, for example, that if a parent and child 

move to an area where a foreign language is spoken, the child will, in 

the vast majority of cases, acquire that language much more quickly 

and fully than the parent. Data from Hawaii show that this difference 

in learning ability is far exceeded by the differences in creative ability. 

In any plantation society there would have been locally born individu-

als speaking a fully developed human language while most foreign- 

born adults  were still struggling to stabilize a workable means of com-

munication. Inevitably under these circumstances, foreign- born would 

seek to imitate locally born and would pick up some second- language 

version, adequate or otherwise, of the new creole. That is what hap-

pened in Hawaii by the time the fi rst creole- speaking generation had 

become adults (even though they still represented only a small minor-

ity of the total population). In the absence of indications to the con-

trary, we must assume that similar developments took place in other 

plantation communities too.

Despite the fact that all empirical evidence indicates children rather 

than adults as the creators of creoles and only theoretical conjectures 

support the claim that adults are responsible, the belief that creoles are 

created mainly by adults has broadened and strengthened in recent 

years (among others, see, e.g., Mather 2006; Plag 2008a, 2008b; Siegel 

2009). The main support for this belief is based on similarities between 

structures found in substrate languages that resemble structures found 

in creoles.
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The Infl uence of Substrate Languages

The existence of any kind of UG constrains the overall form languages 

can take. It is perhaps less obvious, if equally true, that even a skeletal 

UG such as that described in these pages constrains the form of lan-

guages to a surprising extent. Granted, what such a UG leaves unspeci-

fi ed results in wide variation among languages. But much of that 

variation is localized in par tic u lar areas of the grammar, and the num-

ber of ways to fi ll the gaps is quite limited in number. This means that 

some close syntactic matches are highly likely to be found even be-

tween any randomly chosen pair of typologically similar (e.g., isolat-

ing) languages.

At fi rst glance the number of matches between creoles and their sub-

strates might seem too high for coincidence to provide a valid explana-

tion. However, it is also the case that, apart from the Indian Ocean cre-

oles (Morisyen, Seselwa) and HCE, all creoles have had a mostly West 

African substrate. In the creole literature it is generally assumed that 

West African languages have a relatively homogeneous structure. Un-

fortunately Africanist linguists fail to share this perception.

Consider what are often treated as the jewels in the crown of substratist 

argument: serial verb constructions (SVCs; e.g., Sebba 1987; McWhorter 

1992; Migge 1998). Typical of the substratist approach is McWhorter 

(1997: 154– 155), who states, “Serial verbs are typical of Ca rib be an creoles 

because of their predominance in West African languages. . . .  All African 

speakers in a given context would have been accustomed to generating 

and pro cessing language through them” (emphasis added).

However, a specialist in African language (Dimmendaal 2001: 382) 

complains, “A ste reo typical view of African languages sometimes en-

countered in the general literature is the presence of serial verb con-

structions. In actual fact, this phenomenon has a rather restricted distri-

bution both ge ne tically and areally. It is found in a largely contiguous 

zone stretching from the Ivory Coast to Nigeria, in languages belonging 

to different subgroups of Niger- Congo: Kwa, Western Benue- Congo and 

Ijoid.” In light of this statement, consider the fact that “Eu ro pe an slaving 

forts or slave- trading depots extended from Cape Verde in the Senegam-

bia south to Benguela in the Angola region” (Richardson 1992: 65). This 

means that the catchment areas for slaves included those inhabited by 
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speakers of Bambara, Wolof, Hausa, Fulani, Kikongo, Lingala, and many 

other Niger- Congo and Bantu languages that do not serialize.

We do not have full demographic profi les of slave provenance over 

time in each Ca rib be an colony, so it is impossible to determine the pro-

portion of speakers of SVC languages at any given time or place. How-

ever, it is highly unlikely that they predominated at all times and places 

and highly likely that in many areas speakers of languages without 

SVCs predominated. If that is so, it becomes mysterious how SVC speak-

ers managed to get non- SVC speakers to adopt SVCs.

Mysteries are dissipated when it can be shown they are based on false 

facts. All three of the creoles that lack a West African substrate possess 

or have possessed SVCs. Morisyen and Seselwa, universally held to be 

SVC- free (Bollee 1977; Corne 1977; Papen 1978; Muysken 1988) was 

shown to have a wide range of SVCs (Bickerton 1989, 1996) that previous 

observers had inexplicably missed. HCE had directional serials (V come, 

V go) in its earlier stages (Roberts 2004, citing contemporary sources). 

The fact that it  doesn’t have any nowadays is unsurprising in view of the 

fact that at least one other creole that does have a West African sub-

strate (Bajan, spoken in Barbados)  doesn’t have SVCs either. In both 

Hawaii and Barbados the most plausible reason for this is the extent of 

pressure from En glish on both islands rather than any substrate effect.

This has not stopped some scholars from attributing a variety of HCE 

features to substrate infl uence. Siegel (2000, 2007), following suggestions 

in earlier work by Roberts, proposed that HCE use of get in both posses-

sive and existential senses stemmed from the existence of similar verbs 

in the substrate (Cantonese yauh, Hakka ju, Portuguese ter, Hawaiian he 

or loa’a). Roberts (2004: 254) further proposes that the HCE expression 

no mo(re), a negative possessive/existential—

11. Us nomo money.

 “We don’t have any money.”

—derives from a Cantonese verb, mouh, of similar meaning. Siegel (2000) 

points to a locative copula hai in Cantonese that parallels HCE stay, a verb 

that both Reinecke and Tokimasa (1934) and Knowlton (1967) saw as 

originating in Portuguese estar. Even the use of stay as an imperfective- 

aspect marker is seen as deriving from Portuguese estar + verb, as well as 

Cantonese hai/haidouh, not to mention Hawaiian noho (Roberts 2004: 
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257– 258). Similarly Siegel (2007) claims that the other two TMA mark-

ers, been and go, correspond to Portuguese uses of ter and ir, respectively. 

The purposive complementizer for is said to come from Hawaiian no/na 

and/or Cantonese waihjo and/or Portuguese para (Roberts 2004: 260– 

261), and even a source for its use with transitive clauses and nomina-

tive subjects (as in (9)) has been located by Siegel (2007) in a Portuguese 

subjunctive construction. Directional serials of the type Verb + come or 

go, earlier frequent among children though rare or non ex is tent nowa-

days, are attributed by Roberts (2004: 262) to a Cantonese serial con-

struction, and she even goes so far as to hint at an origin for us, HCE’s 

fi rst- person- plural nominative, in Northamptonshire dialect (268).

What both Siegel and Roberts fail to mention is that all of these fea-

tures occur in many creoles worldwide. Possessive existential get (or its 

French or Portuguese equivalent) is found in Guyanese, Haitian, Papia-

mentu, and Sao Tomense (Bickerton 1981: 66– 67). A negative possessive 

or existential, napa— an exact parallel of nomo— is found in the Indian 

Ocean creoles (Corne 1988, 1995). The morpheme de (nowadays con-

tracted to e in its aspectual sense) is used, like stay, both for [- completive] 

aspect and locative copula in Sranan. A purposive complementizer de-

rived from for is found in virtually all En glish creoles and its equivalents 

(with reduced versions of pour or para, respectively) in most French and 

Portuguese creoles (Bickerton 1984b); the purposive clauses it heads are 

usually, as in HCE, fi nite, contrasting with equivalent infi nitive struc-

tures in all three lexifi ers. Directional serials have been reported from 

numerous Ca rib be an creoles. In all these cases, African substrate ori-

gins have been repeatedly invoked, but of course the corresponding 

HCE cases are never mentioned, just as the African cases are never cited 

when HCE is under discussion. It is clearly time for Atlantic and Pacifi c 

substratists to engage one another in serious conversation.

If the forms noted by Roberts and Siegel really came from substrate 

languages, one would expect them to be present in the production of 

adults who had full competence in those languages. The fact that not one 

of these forms occurs in any of Roberts’s database citations produced by 

nonlocally- born adults is therefore truly remarkable. Perhaps the most 

striking case is that of the supposed derivation of stay and its functions 

from Portuguese estar. Siegel (2007) claims “general agreement” on the 

correctness of this derivation, citing Reinecke and Tokimasa (1934), 
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Smith (1939), and Carr (1972). He fails to mention, as do they, that stay 

did not enter the Hawaii vocabulary until after 1900, before which the 

Hawaii Pidgin En glish locative was stop. (Some of my oldest in for mants 

 were still using stop in the 1970s.) Since Portuguese had been present in 

large numbers for nearly a quarter of a century by 1900, it is surely re-

markable that not one native Portuguese speaker in Hawaii (nor anyone 

who might have picked it up from them) has been recorded as using stay 

in all that time. Moreover stay as an aspect marker is nowhere cited be-

fore 1920 and is noted in Roberts (1998) as clearly an innovation by the 

locally born.

This leaves the introduction of stay by bilingual Portuguese/HCE speak-

ers (who would have to have been locally born children) as the only 

route by which estar could have infl uenced stay. Later we will see how 

unlikely that was. Failure on the part of substratists to confront incon-

ve nient facts such as these suggests that substrate theory cannot provide 

a coherent theory of creolization.

“Gradual” Creolization

The notion that creoles evolve gradually, over several generations, has 

widespread, if far from complete, support (Arends 1989, 1995; Plag 1995; 

Mather 2006; but see Smith 2006). However, evaluating the evidence re-

quires much more care than most advocates of gradualness have shown.

First, there is confusion of fi rst- citation dates with origin dates. Tak-

ing a historical approach, Baker (1995) uses fi rst- citation dates to show 

that pidgins and creoles are indistinguishable and that development of 

creoles often spread over a century or more. He ignores the fact that 

there is certain to be a time lag between fi rst use and fi rst citation, and 

that this time lag may be both unavoidable and quite long. For instance, 

no Sranan text exists between 1718 and 1767, so a Sranan feature origi-

nating around the time of the fi rst text but too late for inclusion in it 

would have had to wait at least half a century before surfacing. He ig-

nores the unhappy concurrence of three facts about early texts and 

their content: that virtually all  were written by nonnative speakers, that 

many texts are quite short, and that all linguistic features in any language 

vary in frequency, meaning that some are much less likely to be repre-

sented, especially in short texts, than others. (Among these are combina-



Creolization  235

tions of two or three TMA markers, invariably found later than single 

markers in creole texts.) Given these problems, fi rst- citation dates simply 

cannot provide an accurate record of the pace of historical development.

Second, there is confusion between changes entailed by creolization 

and changes that involve normal intergenerational language change. 

Creoles are natural languages; thus they are as subject to “normal” change 

as any others. Most if not all of the evidence for gradualness shows 

changes that either alter already existing creole features or produce al-

ternative ways of expressing things already expressed. (See Bickerton 

1991 for some detailed cases, specifi cally answering the arguments of 

Arends 1989.)  Here there is simply a double standard for creoles. En glish 

has changed considerably since the seventeenth century (when most 

creoles originated), but no one has yet suggested that what was spoken in 

seventeenth- century En gland still had not managed to become En glish.

What might seem the most direct evidence for gradualness, from Rob-

erts (2000, 2004), will be discussed at length later. Roberts’s claim de-

pends not on any linguistic data but solely on the belief that a child can-

not have two native languages. Yet practically all scholars in the fi eld of 

acquisition accept that more than one language can be acquired natively. 

Indeed the term native bilingual (Guthrie 1984; Thorn and Gathercole 

1999; Tse 2001) is standard in the second- language acquisition litera-

ture, while Meisel (2004: 95) fl atly states, “The most important insight 

gained from studies on child bilingualism over the past 25 years is per-

haps that simultaneous acquisition of two or more languages can indeed 

be qualifi ed as an instance of multiple fi rst language acquisition.”

In short, there is no empirical support for a multigenerational or even 

a bigenerational genesis of creoles. A one- generational genesis is inevita-

ble if UG and acquisition are as they have been described  here. It remains 

unclear what set of assumptions, if any, would entail the alternatives.

Pidgin Denial

The belief that pidgins did not always (or never did) directly precede and 

give birth to creoles unites a variety of scholars who sometimes hold 

diametrically opposite positions on other issues. According to Lefebvre 

(1986: 283), who believes Haitian is substrate- based, “No pre- creole pid-

gin phase is postulated,” and her view is shared by DeGraff (2003), who 
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believes Haitian is a dialect of French. In their attempt to “deconstruct” 

creoles, Ansaldo and Matthews (2007), without explicitly denying the 

existence of precreole pidgins, entail such a denial by their rejection of 

any “break in transmission” between creoles and antecedent languages.

Unfortunately in the one case where we know from massive and de-

tailed empirical data exactly what directly preceded a creole, we have 

abundant evidence that this was indeed a structureless pidgin. More-

over, contra the belief that pidgins always constitute an offspring of 

some par tic u lar lexifi er— Pidgin En glish, Pidgin French, and the like— it 

had a highly macaronic vocabulary (Roberts 1998, 2004, n.d.), that is, 

one with words drawn from a variety of languages. The objection that 

other creoles show no evidence of such a stage is baseless. The existence 

of a baragouin— a French word of Breton origin meaning “jargon” or 

“unintelligible gibberish”— that preceded the creoles of the French An-

tilles is well attested (Wylie 1995). In the next section we meet a num-

ber of words in a variety of creoles that are obvious fossils of a precreole 

pidgin. Many of the earliest attestations of creoles, such as Herlein 

(1718), a text that looks like what a second- language learner of Sranan 

might have produced, or the earliest citations of Morisyen (Mauritian 

Creole) in Chaudenson (1981), point in a similar direction. Further in-

direct evidence can be found in the extremely diverse (and loaded with 

homonyms) vocabulary of the Suriname creoles, which yields little- 

noted but extremely signifi cant data whose implications are discussed 

below.

This evidence is consistent with what has been found in pidgins that 

never developed into creole languages (Bickerton 1999). The lexical 

sources for words in the oldest recorded pidgin, the Lingua Franca of the 

Mediterranean, varied considerably across time and space (Schuchardt 

1980). Russo- Norsk contains not only both Rus sian and Norwegian 

words but words from several other languages (Broch and Jahr 1984). 

Despite its name, Chinook jargon gets less than half its vocabulary from 

the Chinook language; the rest is divided among French, En glish, and 

several other American Indian languages (Lang 2008). Fanagalo, a pid-

gin of South African miners, contains a mix of En glish, Afrikaans, and 

African (mainly Zulu) words (Mesthrie1989). Bakker (1989) describes a 

pidgin that began life through contacts between French fi sherman and 

Icelanders, yet most of its words have Germanic sources, from Flemish 
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to Danish. Pidgins are exactly what one would expect them to be if, 

rather than frustrated attempts to learn some single language, most of 

them are simply attempts to communicate by any possible means across 

formidable language barriers. As such, they are likely to have emerged 

in a structureless, macaronic form wherever large numbers of people 

speaking mutually unintelligible languages suddenly came in contact 

with one another.

Pidgin denial resembles Holocaust denial and climate- change denial 

in that deniers seem somehow able to counterbalance a mountain of 

empirical evidence with a few trivial and irrelevant factoids, such as 

that there is no overlap between areas where pidgins are spoken today 

and where they  were hypothesized in the past, or that the term creole 

originally applied to people or animals rather than languages, or that 

the term pidgin came from China (Mufwene 2008, where these are listed 

among reasons for supposing that the pidgin- to- creole cycle is a “myth” 

that linguists should do away with). Indeed major papers that seek to 

demolish the  whole notion of a pidgin- to- creole cycle do not even men-

tion, let alone discuss, the case of Hawaii (Mufwene 2003, 2008; De-

Graff 2005). When Hawaii is referenced, it is only to make statements 

such as the following:. “In Hawaii, American missionaries fi rst taught 

En glish to members of the royal family, who would later become instru-

mental as interpreters during the colonization and the economic exploi-

tation of the islands” (Mufwene 2009: 5). The vision of Hawaiian princes 

resolving disputes between Carolina straw bosses and Chinese laborers 

has much charm, if zero historical support, and suggests there is no 

limit to the lengths to which pidgin deniers will go.

Creole Differences

The fi rst thing to note under this subhead is the curious belief appar-

ently held by many creolists that if there  were a biological program for 

language, that program would have to be executed universally and 

without exception or modifi cation, so that if any creole deviated from 

the program’s specifi cations this would automatically invalidate the 

 whole notion of such a program. In fact “the ge ne tic program meta phor 

encourages the idea that each decision point in development or behav-

ior, and each environmental input, acts under a ge ne tic directive or a 
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ge ne tic set of rules, like ‘in condition X, do A’ or ‘in condition Y, do B.’ 

But there are no such rules in the genome, only a set of templates for 

molecules that will become part of the phenotype. The behavior of 

those molecules depends as much on the nature of the environmentally- 

supplied materials that compose them as on the ge ne tic template that 

contributes to their or ga ni za tion” (West- Eberhard 2003: 14– 15).

A simple misunderstanding of how biology works lies at the root of 

many criticisms of the universalist approach. The “ge ne tic template” 

cannot even begin to operate in the absence of “environmentally- 

supplied materials”— in other words, words— since the skeletal UG de-

scribed in Chapter 5 has to interact with lexical material of some kind. 

In the circumstances of normal generation- to- generation transmission, 

the environmentally supplied materials are abundant, suffi cient to yield 

the vast, though far from limitless, diversity of human languages. In the 

circumstances that characterized plantation colonies, those materials 

 were both sparser and more confl icting, reducing the contribution they 

could make to the child’s intake. Children still had the algorithms for 

phrase and clause construction that  were part of their linguistic heri-

tage, but they could not reliably reconstruct any previous language’s 

system for specifying those areas of grammar that this skeletal UG left 

underspecifi ed.

Here is where the present theory deviates from previous models. The 

original bioprogram (Bickerton 1981, 1984b) was cautious in its notions 

of exactly what the innate component consisted of. The implication was 

that the bioprogram, like its generative congeners, spelled out, if not 

everything in grammar, at least a very great deal of it. This still left 

room for some variation in creole features. The “continuum of creoles” 

concept elaborated earlier would still apply: the differing amounts of 

substrate and lexifi er features accessible in each situation would inevita-

bly cause differences in the resulting language, as children tried to fl esh 

out the skeletal structures that  were all that UG gave them.

Children in a creolizing situation would use those scraps primarily to 

fi ll the gaps left by an incomplete UG. The creole had to have word order, 

and word order  wasn’t specifi ed, so they would take what they could get 

in the way of examples, and what they could get would never be quite 

the same in any two places. Creoles show wider differences in noun 

phrases than in clauses (Kihm 2008) because the UG order of attach-
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ment in clauses partially specifi es sequence, whereas in phrases there 

are no such constraints. But recall from Chapter 6 that there are both 

underspecifi cations that must be repaired and underspecifi cations that 

may be repaired.

Hence there are two sources for variation in creoles. One, stemming 

from the continuum of creoles, is variation in the richness or otherwise 

of material from other languages available to the child, leading most 

frequently to variations in the closeness of a given creole to its main 

lexifi er. The other source, not considered in earlier treatments, consists 

of the strategies adopted to repair underspecifi cations of the second type. 

This will become clearer if we consider some par tic u lar cases of repair. 

Two of these involve question words and TMA systems.

TMA systems and question words are things languages seem to have 

to have; no language entirely does without them. Yet they differ in their 

forms and functions widely across languages— in the case of TMA sys-

tems, dramatically so, for (outside creoles) very few languages have iden-

tical systems. The essence of these things must, in some sense, be innate. 

It is hard to imagine a language that had no means of indicating whether 

utterances  were statements or questions and, if the latter, what exactly 

they  were questioning. It is hard to imagine a language that lacked 

means to express the relative timing or reality of events. But exactly 

how or why these things are innate is harder to say. There seem to be a 

set of human presuppositions about language that is an emergent prop-

erty of the kind of general cognition we have. However, there are far 

more ways of making a TMA system than there are of making question 

words. If you lose your original question words, there is no obvious way 

to replace them other than by choosing a single morpheme that will 

simply mean Q—“This is a question!”— followed by another word that 

specifi es what kind of question it is: a location in “Where?” questions, a 

general term for person(s) in “Who?” questions, and so on. All creoles 

that do not preserve question words from their main lexifi er replace 

them with bimorphemic question words in precisely this way.

However, choice of both what to use as the key question word and 

what to use as its descriptor are not determined by anything except 

overall semantics. “Who,” “what,” or “which” may be chosen for the Q 

item. For the second item, “where” questions may use “side” or “place,” 

“when” questions may use “time” or “hour,” and so on. Differences may 
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arise even between closely related creoles. “Why” is san- ede (literally 

“thing- head”) in Sranan and andi- mbei (literally “what makes”) in 

Saramaccan.

The TMA system is more complex, although we fi nd virtual identity 

between some totally unrelated creoles, for example, Saramaccan, spo-

ken in Suriname, and Fa d’Ambu, spoken on an island off West Africa 

(Bakker et al. 1995), as well as a common inner core in all creoles. As-

suming that general cognitive constraints create the need to express the 

time, reality, and completeness of actions and events, this core system is 

the most parsimonious possible, yielding three markers (one for each 

semantic category) and, since no stipulations limit combinability, a total 

of eight “tenses.”

The relatively slight differences between creoles found in this system 

derive from two causes. Children exposed to a pidgin will try to make 

use of anything they fi nd there. Subsequently they may or may not incor-

porate such material into their TMA system. In Hawaii Pidgin En glish 

there  were two sequence markers, baimbai and pau, the former used for 

both next- in- sequence and future events, the latter for completed events. 

(Pau means “fi nish” in vernacular Hawaiian.) There are grounds for sup-

posing that markers with these functions recur repeatedly in pidgins, and 

in a number of cases are incorporated into their subsequent creoles. The 

next- in- sequence marker is clearly a candidate for expressing irrealis mo-

dality, while the completed- event marker is a natural for completive as-

pect. In Hawaii neither marker was incorporated into the creole TMA 

system, though both remain in their original phrase- or clause- fi nal posi-

tion as sporadic adverbs.

However, other creoles (including some that are not plantation creoles) 

behave differently. In Tokpisin we fi nd baimbai reduced to bai in its cre-

olized form and incorporated, and pinis (from “fi nish”) incorporated but 

left after the verb. In Portuguese- related or Portuguese- infl uenced cre-

oles, we fi nd kaba (from Portuguese acabar, “fi nish”) as well as lo(go) (Por-

tuguese logo, “subsequently, soon”). In French- related creoles, we fi nd fi ni 

(French fi ni, “fi nished”). In English- related Atlantic creoles we fi nd don 

(from “done”). In Papiamentu, lo (reduced from logo) was incorporated 

as an irrealis marker but remained in sentence- initial position. In Suri-

name creoles, kaba was incorporated as a sporadically recurring comple-

tive but remained in fi nal position. In French- related creoles, fi ni, fre-
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quently reduced, moved into canonical TMA position to compete with 

anterior ti. In English- related creoles, don’s fate was variable.

The second cause of deviations has nothing to do with creolization at 

all but involves subsequent linguistic change. Modern Sranan has two 

irrealis markers, sa (either from Portuguese saber or Dutch zal) and (g)o, 

but according to Winford and Migge (2007: 78) “all of the tense- aspect 

categories of the modern [Surinamese] creoles, with the exception of 

Future (g)o, are already well- established in early texts.” In other words, 

Sranan somehow picked up go subsequent to creolization, and posses-

sion of two irrealis markers led to division of meaning, with (g)o and sa 

marking more and less probable events, respectively. Guyanese simi-

larly picked up doz (from does) as a marker of habituality, yielding a con-

trast between the variety of Guyanese furthest from En glish (11) and 

varieties somewhat closer (12):

 12. i a wok haad.

  “He is working/works hard.”

13a. i a wok/ i wokin haad.

  “He is working hard.”

 b. i doz wok haad.

  “He works hard.”

If we leave out of account pidgin fossils and postcreolization changes, 

the only differential in creole TMA systems is the extent to which, if at 

all, more extended and/or intensive contact with the lexifi er has led to 

the replacement of the typical creole markers and the semantic catego-

ries they represent by main- lexifi er forms and categories. In other words, 

such differences are the inevitable products of unavoidable facts: creoles 

have to get vocabulary from somewhere, they have to repair some of 

UG’s underspecifi cations, and no two creoles will have exactly the same 

input from other languages. In no way could these facts constitute evi-

dence for rejecting the universalist approach to creoles.

To sum up, none of the criticisms leveled at the universalist approach 

has proven valid. Notwithstanding this fact, it has been claimed repeat-

edly that the approach has been fi nally and decisively refuted. One can 

only wonder about the basis for such claims, since few who denounce 

the LB even mention, and hardly any seriously discuss, let alone answer, 

a long series of papers (Bickerton 1984a, 1987, 1988, 1990a, 1991, 1992a, 
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1994, 1995, 1996, 1999, 2006) that have already answered these and 

other criticisms.

Perhaps the two most crucial areas in the study of creoles are Suriname 

and Hawaii. Suriname is crucial because, unlike most areas, it contains 

not one but several creoles, and these are further from their main lexifi er 

(En glish) than any others. Hawaii is crucial because it is the only area in 

the world where we have massive empirical evidence not only for the 

creole itself but for the stages that preceded it. I show  here that the pres-

ent approach can give a better account of these two areas than any 

competitor.

Sranan and Saramaccan: Common or Separate Origins?

Suriname was fi rst settled in 1651. Forty years later it had split into two 

communities. One consisted of plantation own ers and slaves and devel-

oped a language known as Sranan. The other consisted of maroons (es-

caped slaves) and developed a language known as Saramaccan. These 

languages are so similar in their grammars that it has been assumed by 

virtually all specialists in the area that they are offshoots of a single creole 

language (or at worst, a stabilized and fully developed pidgin well on its 

way to becoming a full language). If, however, there was still only a struc-

tureless and macaronic pidgin in 1690, then while the two languages must 

have developed from this same pidgin, their similarity in structure can 

arise only from the fact that the same universal factors discussed in this 

chapter operated twice, in de pen dently, to produce in each case highly 

similar if not quite identical results.

Evidence to support the latter scenario comes from two distinct sources. 

One is the history and demographic profi le of Suriname between 1651 

and 1690. The other is a comparison between the vocabularies of Sranan 

and Saramaccan, which has not previously been undertaken. These two 

quite different sources complement one another, both strongly suggest-

ing that Sranan and Saramaccan had separate births and that their 

structural similarities form powerful evidence for the universalist 

position.



Creolization  243

The Early History of Suriname

Suriname started around 1650 as primarily an En glish homesteading 

colony such as Barbados originally was, with at most a 2:1 ratio of slave 

to free. Starting in 1667 it underwent a series of traumatic events: a Dutch 

invasion and ultimate takeover, the loss of most of its entire original popu-

lation when the En glish and their slaves left en masse, various plagues, 

and Amerindian attacks. According to Migge (1998: 221), “Roughly 

three- fourths (1670s) to around half (1680s) of all slaves . . .  died or left 

the plantation.” In the period 1680– 1700, the arrival of seventeen thou-

sand slaves (Postma 1990) led to a population increase of less than eight 

thousand (Arends 1995).

According to Price (1976), a 1690 slave revolt on the Machado planta-

tion (one of a number of Portuguese- owned plantations) initiated a divi-

sion between Sranan (the language of those who remained on the plan-

tations) and Saramaccan (the fi rst of several languages of those who 

escaped). But in the absence of surviving texts, the linguistic situation 

in 1690 remains unknown. The history of the preceding de cades lends 

little support to any scenario of early creolization. From 1667 on, En glish 

proprietors left the colony with their slaves, and by 1675 there remained 

only about fi fty of the original slave population. Dutch proprietors  were 

slow to take advantage of their new colony, so that in 1679 there  were 

still only a thousand slaves (down from three thousand fourteen years 

earlier). What this means is that there was an extremely narrow win-

dow, around fi ve or six years at the most, for arriving slaves to fully ac-

quire what ever contact language the departing slaves had developed. 

Immediately afterward the newly arrived slaves would have had to 

transmit the same contact language, in all its details, to incoming slaves 

while (if the fi gures cited above from Migge 1998 are correct) they  were 

losing between 5 and 8 percent of their own number every year! At the 

same time, this rapidly diminishing band of “window” slaves was being 

swamped by more and more new immigrants, since, as Arends (1995: 

269) observes. “during the fi rst fi fty years of colonization, the entire 

black population” (in which the surviving window slaves formed already 

a shrinking minority) “was outnumbered by arrivals from Africa every 

three to fi ve years” (emphasis added). No contact language— whether a 

stabilized pidgin, a second- language version of the lexifi er, or a nascent 
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creole— could have survived in its entirety through such vicissitudes. 

Indeed the only likely outcome is that the few who might have spoken 

some prior contact language would have been forced to abandon it and 

adopt the same formless mode of ad hoc communication that new im-

migrants had to use in order to communicate with one another.

The Sranan and Saramaccan Lexicons

The norm for creoles is that a large majority of words will be drawn from 

a single language. While in both languages En glish words are common-

est, in Sranan there is an unusually high percentage of words from other 

languages, and in Saramaccan En glish does not even have a majority, 

only a plurality. The African component in Saramaccan is very large; Price 

(1976) estimated it at 50 percent, which may be an exaggeration, and 

surprisingly there seems not to have been any subsequent estimate. In 

both languages, words are drawn from En glish, Dutch, Portuguese, sev-

eral African languages, and several Amerindian languages. Remarkable 

too is the high number of synonyms. Normally creoles reduce rather than 

increase synonymy; for example, a single verb often subsumes all the 

functions of “speak,” “say,” “tell,” “talk,” and so on. Why would a single 

language have had two or more words for the same thing, sometimes 

even two words from the same language? The most cursory examination 

of the two lexicons indicates that something quite uncharacteristic of cre-

oles must have been going on.

Typically it is pidgins rather than creoles that are macaronic. This is a 

natural consequence of the fact that pidgins are neither a botched at-

tempt to learn a dominant language nor an attempt to assert the speakers’ 

identity and differentiate them from their masters— probably the two most 

pop u lar theories of what pidgins are. Rather they are a negotiation be-

tween speakers of mutually unintelligible languages who are simply 

seeking ways to communicate with one another. The pro cess was well 

described to me by someone who had actually been through it: “So we 

use the Hawaiian and Chinese together in one sentence, see? And they 

ask me if that’s a Hawaiian word, I said no, maybe that’s a Japa nese 

word we put it in, to make a sentence with a Hawaiian word. And the 

Chinese the same way too, in order to make a sentence for them to un-

derstand you” (Rachel Kupepe, cited Bickerton 1981: 11). Substitute 
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Fongbe, Kikongo, and Portuguese for Hawaiian, Chinese, and Japa nese, 

and you probably have a pretty good picture of what was happening in 

Suriname prior to 1690. In Hawaii the continued presence of En glish 

ensured that this state of affairs could not continue. But in Suriname 

En glish was removed, so it did continue.

There are several studies that use the lexicons of one or both lan-

guages to analyze phonology or determine the provenance of individual 

words (e.g., Daeleman 1972; Smith 1987, 2008; Kramer 2002; Good 

2009), and there is one book- length study that deals with early Sranan 

vocabulary only and does not explore the issues examined  here (Braun 

2009). There has not, to the best of my knowledge, been a single study 

directly comparing the Saramaccan and Sranan lexicons. Any lexical 

studies that mention differences between these languages deal only with 

the English- Portuguese dimension. This is all that supposedly differenti-

ates Saramaccan from Sranan; it results from the fact that a sizable per-

centage of the original Saramaccan speakers came from plantations 

owned by Portuguese Jewish refugees. (For a brief history, see Goodman 

1987.) But in fact English- Portuguese alternatives yield under a third of 

the lexical differences between the two languages.

If two languages have a recent (less than four hundred years ago) 

common origin and hence something close to a common grammar, one 

would not expect to fi nd an almost 50 percent difference between their 

vocabularies. Still less would one expect a widespread difference in the 

actual grammatical items through which that grammar is expressed. 

But as Table 8.1 shows, these differences exist and are widespread. In 

some cases they arise through choice of words not from different lan-

guages but from the same language, En glish. To express imperfective 

aspect, Saramaccan chose ta, from “stand,” while Sranan chose de, from 

“there” (Winford and Migge 2007), and for “where,” Saramaccan used a 

reduction of the word “side,” while Sranan used a reduction of the word 

“place.” Since grammatical functions can hardly exist in the absence of 

function words to express them, one can only assume that each language 

made, from the different possibilities offered by a highly variable pidgin, 

different choices for the markers of many grammatical functions.

Similarly if Sranan and Saramaccan had come from a single already 

developed language, one would not expect to fi nd that more than half 

the days of the week and all the months of the year  were completely 
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different in the two languages. The four days from Monday through 

Thursday—munde, tudewroko, dridewroko, fodewroko in Sranan— are fo-

daka, feifi daka, pikisaba, gaansaba in Saramaccan.

Saramaccan months are particularly interesting, since several of these 

refl ect activities or states of affairs peculiar to a rain- forest society; in 

other words they must have postdated escape from the plantation system: 

baimatuliba, July (“sweep- forest month”); hondimaliba, June (“hunter’s 

month”); sebitaaliba, May (“leech month”), tanvuwataliba, August (“wait- for- 

water month”). From this, and from the fact that Sranan adopted its months 

directly from the Dutch months, one can only conclude that the original 

Suriname pidgin did not have names for any of the months and that the 

Saramaccan names developed only after 1690 in the interior rain forest.

Table 8.1. Grammatical items in Sranan and Saramaccan

Sranan Saramaccan

Defi nite article (sing.) (d)a di
Defi nite article (plural) den dee
Imperfective aspect (d)e ta
Anterior tense ben bi
WH- words:
 who suma ambe
 what faa, san andi
 when oten na unten
 where (o)pe ka, naase
 which sortu un
 why sanede andimbei
Pronouns:
 you (sing.) yu i
 we unu u
Prepositions:
 in ini a
 along psa langalanga
 inside ini(sei) dendu
 under ondro basu
Conjunctions:
 and e, nanga ku
 if efu ee
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An established language would surely also agree on the terms it ad-

opted for the four cardinal points. But once again Sranan and Saramac-

can have very different sets: Sranan noordsei, zuidsei, oostsei, westsei (com-

pound words that combine the Dutch words for the cardinal points with 

“side”) as against Saramaccan basuse, libase, sonukumutu, sonugo (literally 

“bottom side,” “topside,” “sun- come- out,” and “sun- go”). The word liba 

by itself gives us considerable insight into the pro cesses that gave birth 

to the Suriname creoles. In Sranan, liba means “river,” which is a 

straight En glish survival. In Saramaccan, “river” is lio, from Portuguese 

rio; liba means “month,” “moon,” “on top of,” and “sky,” and also part of 

the compound libabuka bia, literally “on- top- of- mouth beard” = “mous-

tache.” (Note that libase becomes “south,” because the south side is 

where high land and the upper reaches of Suriname’s rivers lie, while 

basuse indicates the northern lowlands.) Since Portuguese has separate 

words for all meanings of liba (lua “moon”; mes “month”; ceu “sky” and 

so on) but no form from which liba can be derived, the only plausible 

source is Spanish arriba, “up,” suggesting that at least some of the “Por-

tuguese Jews”  were in fact Spanish speakers. But if Saramaccan devel-

oped from a Portuguese creole or “Jew- tongo” (Smith 1987), how could 

its speakers be unacquainted with the Portuguese versions of such basic 

vocabulary items as “moon,” “sky,” or “month”?

Similar differences between the Sranan and Saramaccan vocabular-

ies are found throughout the lexicon. The words for some of the com-

monest tropical fauna differ across the two languages, including the words 

for “ant,” “anteater,” “mosquito,” “cayman,” “vulture,” “ea gle,” “heron,” 

“crab,” “rat,” “duck,” “lizard,” “centipede,” “chigger,” and “fl y.” Relatively 

few of these differences involve Portuguese etyma, and in one case that 

does (“lizard”: kaluwa in Saramaccan, lagadisi in Sranan) it is Sranan, 

not Saramaccan, that chooses the Portuguese etymon lagarto. Again 

contrary to expectation it is sometimes Saramaccan that preserves the 

English- derived word, for example, hansi, “ant,” as against the Sranan 

mira (from Dutch mier). Similarly the words for many body parts differ; 

these include “ankle,” “thigh,” “elbow,” “waist,” “forehead,” “neck,” 

“navel,” “penis,” “vagina,” “anus,” “groin,” “skull,” and “cheek.”

Perhaps the most noteworthy feature of the two vocabularies is 

the high percentage of compound words that have different forms for 

the same meaning. Compound words are perhaps the most reliable sign 
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of when the creole stage was reached. Such words typically fi ll the gaps 

in the pidgin vocabulary where there was no available word from any of 

the languages— English, Portuguese, Dutch, and an indeterminate 

number of African (not to mention Amerindian) languages— that  were 

in theory available. Note too that these compounds often draw on two 

or even three different languages, such as agofutu wojo, “ankle,” from ago, 

“knot” (source language unknown), futu, “foot,” and wojo, “eye” (from 

Ptg. olho). This suggests that at least until the Sranan- Saramaccan split the 

overall Suriname vocabulary was extremely restricted in its semantic 

coverage but quite rich in its stock of common synonymous words 

drawn from a variety of languages— just the kind of thing that Rachel 

Kupepe’s account of pidginization predicts. Although En glish is re-

garded as the main lexifi er of both languages, only about seven hundred 

En glish roots survive in the two languages (Smith 2006).

To ensure that the analysis was not skewed by par tic u lar registers or 

semantic classes, a sample of one thousand Saramaccan words was 

compared with their Sranan equivalents. For con ve nience, online dic-

tionaries of the two languages  were used. For Saramaccan, the source 

was the Saramaccan- English dictionary produced by the Summer Insti-

tute of Linguistics ( http:// www .sil .org /americas /suriname /Saramaccan 

/Saramaccan .html). For Sranan, the sources  were the Sranan- English 

dictionary also produced by the Summer Institute of Linguistics ( http:// 

www .sil .org /americas /suriname /sranan /Sranan .html) and the Wortu-

buku ini Sranan Tongo edited by John Wilner ( http:// www .sil .org /ameri 

cas /suriname /sranan  /sranan -English %20Dict .PDF). The sample was 

composed by starting from A and eliminating all proper names, all 

Saramaccan words for which no Sranan equivalents  were listed, and any 

terms unlikely to have been in use in the seventeenth century. Words that 

 were phonologically different but derived from the same etymon  were 

treated as the same. Of the one thousand total, 521 words  were the same 

in the two languages, while 479  were different.

It is hardly likely that two languages derived from a single developed 

language would show a difference in their vocabulary of nearly 50 per-

cent after a little over three hundred years of separation. Less than a 

third of this difference can be attributed to the Portuguese element in 

the vocabulary. Most interesting  were the compound words. Compound 

words normally appear in creoles far more frequently than they do in 
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pidgins. Pidgin speakers can always revert to their native language for 

words; for creole speakers, creole is their native language, and their 

control of others is limited, if it exists at all. Pidgins are notoriously 

short on words, so one of the fi rst things children must do is expand 

their vocabulary, and compounding offers a quick and transparent way 

of doing this.

Out of 105 Saramaccan compounds, only sixteen  were found in 

Sranan. This gives a far higher difference between the vocabularies 

than the one thousand count. Given the fact that the richest period for 

compound formation is that which immediately follows the start of cre-

olization, this sample, though smaller, is perhaps even more signifi cant. 

Equally signifi cant is the fact that well under half of the exclusively 

Saramaccan forms—thirty- four out of eighty- six—owed their differ-

ence to the fact that at least one member of the compound came from 

Portuguese.

Since the vocabularies of the two languages have never been thor-

oughly compared, it is possible, albeit unlikely, that a more exhaustive 

study might alter these fi ndings. However, Surinamese historical de-

mography clearly predicts that an unstable, relatively underdeveloped 

and highly macaronic pidgin would have persisted until the 1690s, and 

that prediction is amply borne out by the two vocabularies. Conse-

quently the two languages must have developed separately after 1690, 

and their grammatical similarities can have come about only through 

the operation of the same skeletal UG on the same variable, unstruc-

tured pidgin.

Creolization in Hawaii

Pidginization and creolization in Hawaii might seem at fi rst sight to 

have taken place under circumstances quite different from those in the 

Ca rib be an. Apart from Portuguese and En glish, none of the languages 

in contact had previously been involved in these pro cesses (or at least, 

not in the same way; Chinese Pidgin En glish was a contact language for 

traders, not plantation workers, and it never creolized). Sugar workers 

 were indentured laborers, not slaves. The area was not originally a col-

ony but at least nominally an in de pen dent state with its own indigenous 

language. Slave children in the Ca rib be an had no formal education, 
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while most if not all children in Hawaii did, and from about 1890 on, 

that education was (or at least, was supposed to be) in En glish. Yet the 

linguistic results  were so similar to those in the Ca rib be an that many 

creolists (Goodman 1985; Holm 1986, 1988; McWhorter 1994), follow-

ing Reinecke (1969),  were convinced, prior to the publication of Roberts 

(1998), that HCE had been created by some form of diffusion from the 

Atlantic creoles.

There are differences, and there are differences that make a difference. 

The two should not be confused. Nobody has explained what linguistic 

differences would be made by the difference in status between slave and 

indentured laborer. Indeed that status was more similar than might be 

supposed: indentured workers in Hawaii could be fi ned or jailed for 

breaking their contract, they  were quite often beaten and occasionally 

killed, and a sugar worker’s strike in Kauai in the 1920s (Reinecke 

1997) claimed twenty victims— as many as died in a number of minor 

slave revolts. The presence of an indigenous language complicated mat-

ters and delayed the onset of creolization but had no other observable 

effects. The effects of schooling can be exaggerated. An important dis-

tinction made by many in the study of second- language acquisition is 

that between input and intake; “language acquisition entails not just 

linguistic input but comprehensible linguistic input” (Long, 1996: 414). 

That relatively little school- English input was transformed into intake is 

suggested by remarks such as those of a contemporary observer who 

noted, “En glish was stopped like the study of Greek when the lessons 

 were over” (Pacifi c Commercial Advertiser 1888). If it had been so trans-

formed, that would merely make it all the more remarkable that any 

creole features appeared in HCE.

The major factors that conspired to produce creole languages  were 

exactly those described at the beginning of this chapter. The plantation 

cycle described there is precisely mirrored in Hawaii’s history. From 

the 1830s to 1876 a small sugar industry existed, corresponding to the 

homesteading phase in Ca rib be an colonies. During that period a stable 

and expanding pidgin was developing, but one based on Hawaiian 

rather than En glish (Roberts 1995). That pidgin was completely destabi-

lized by the large- scale introduction of foreign labor that began quite 

abruptly in the late 1870s and continued unabated until 1930. During 

that period workers  were brought together from China, Japan, Korea, 
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various Pacifi c islands, the Philippines, Puerto Rico, Portugal, Norway, 

Germany, and Rus sia, the vast majority of whom could communicate 

only in a macaronic, highly unstable pidgin. In other words, all of the 

factors responsible for creolization in the Ca rib be an  were present in 

Hawaii.

Thus none of the differences between conditions in Hawaii and those 

in the Ca rib be an invalidates the use of Hawaii as a model for under-

standing pidginization and creolization as general pro cesses. The rea-

sons for choosing it as a model are obvious: it is the only plantation 

creole for which abundant written materials are available for every 

stage throughout the pidgin- to- creole cycle. For all other creoles, there 

are no substantive rec ords prior to a time when the pro cess of creoliza-

tion was well under way if not already completed, and far fewer than 

one would wish for subsequent periods. Hence it is vital that the Ha-

waii data be described and analyzed with the greatest thoroughness 

and care.

The scholar most responsible for our knowledge of that data is un-

doubtedly Sarah Roberts (1995, 1998, 2004), whose patient and thorough 

archival research uncovered massive amounts of information never 

tapped by previous researchers. Unfortunately Roberts’s subsequent anal-

ysis of the data is seriously fl awed in at least three respects. She overesti-

mates the extent to which the fi rst generation of creole speakers ac-

quired parental languages, and she attributes to the substratum features 

that appear widely in other creoles, even though HCE contains no sub-

strate languages found elsewhere. (Portuguese, a substrate in HCE, was 

a lexifi er in Papiamentu!) But the most crucial fl aw, and possibly the 

cause of the other two, is an extraordinary decision about who counts as 

a creole speaker and who does not.

The Status of Generation G2

In earlier work, Roberts (1998) showed convincingly that HCE originated 

among locally born children rather than immigrant adults, a fi nding 

that decisively disposed of the diffusionist theory of creole origins (e.g., 

Goodman 1985) as far as Hawaii was concerned.

However, in her dissertation Roberts (2004) divided the Hawaii popu-

lation into three generations: G1 consisted of immigrants to Hawaii, G2 
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of their children, and G3 of the children of G2. Roberts states that “the 

second generation took shape in the 1880s and 1890s and was joined around 

1905 by the third generation” (203, emphasis added). The italicized words 

defy analysis: Does she mean they  were born then, or reached maturity 

then, or attained some indeterminate stage in between? Subsequently 

her table 4.4 merely compounds the mystery, since the respective start 

dates for both G2 and G3 across the four major immigrant ethnic groups 

(Chinese, Portuguese, Japa nese, and Filipino) cover a span of thirty 

years, during which the overall linguistic picture drastically changed. 

Moreover these spans overlap, so that Filipino G2 begins twelve years 

after the start of Chinese G3! This fact alone (plus ignoring the role 

played by the indigenous population) already renders the G1– 3 partition 

of doubtful utility for any linguistic purpose.

But this is of relatively little importance as compared with an unpre-

ce dented move that Roberts (2004: 220) now makes: “In the discussion 

which follows . . .  I will use ‘P/C’ as a general label for HPE [Hawaii 

Pidgin En glish] and HCE— particularly to refer to proto- HCE at a time 

when it was not clearly distinguished from HPE.” Consequently speak-

ers of G1 are hypothesized as speaking HPE, G3 as speaking HCE, and 

the intermediate generation G2 as speaking “P/C.”

There is no motivation for this in the data. Roberts never defi nes 

“proto- HCE” or “P/C” in linguistic terms. She does not cite any exam-

ples of either nor provide information about any structural feature(s) 

that might distinguish them. In fact her entire corpus does not contain 

a single example that cannot, on purely linguistic grounds, and without 

knowing the identity of the speaker, be unambiguously assigned to HPE 

or HCE. (See Table 8.2 for six major distinguishing features.) For all the 

early examples of HCE for which any information on the age of the 

speaker is given, he or she is (with only a single exception) defi ned as “a 

child” or “an adolescent” or something equivalent.

Compare the following typical examples of early HCE with the HPE 

examples (1)–(7):

14. That fella bin think he more smarter than me, but I never ’fraid 

for that thing he bin tell (1909).

15. You bin say go up on roof and paint him but I no hear you say 

come down (1913).
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16. The Indian he bin get one gun; he bin shoot one cowboy (1916).

17. William punch my father and blood bin come outside (1916).

18. Sometime my father take me for I go look the  horse race with 

him (1916).

19. More better for I write the answer (1917).

Such examples are little different from contemporary HCE. HPE differs 

from HCE along the dimensions shown in Table 8.2, where six major 

features are shown to be consistently present in HCE but consistently 

absent from HPE. Therefore the arbitrary introduction of a non ex is tent 

intermediate cannot be justifi ed on linguistic grounds.

Roberts’s decision to create some kind of stepping- stone between HPE 

and HCE seems to depend not on data but on the belief (contra the con-

sensus among professionals in the fi eld of bilingualism already noted) 

that a child can have only one native language. Her reasoning goes as 

follows: if children acquired a parental language, they had to have ac-

quired it before they encountered HPE; therefore what ever resulted 

from that encounter, however creole- like in all linguistic respects, could 

not be their native language. Since a creole has traditionally been de-

fi ned, in contrast to a pidgin, as a language with native speakers, it 

would then follow that what ever they spoke could not be a creole. Note 

that this argument depends crucially on the claim that children in the 

early twentieth century in Hawaii did indeed achieve native mastery of 

their parental languages. But did they?

Table 8.2. Grammatical features in HPE and HCE

HPE HCE

All subcategorized arguments expressed often not always
Complex sentences very rare frequent
Embedded sentences no yes
Systematic TMA marking no yes
Canonical SVO ordering no yes
Regular determiner system no yes
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G2 and Parental Languages

Roberts (2004) cites numerous extracts from Hawaii residents’ recollec-

tions of their childhood. The fi rst selection (231) purports to show that 

parents used only or mainly their native languages when speaking with 

their children. But the really important issue  here is whether children 

developed suffi cient mastery of their parents’ language to be regarded as 

native speakers of that language, with the full range of knowledge that 

the term native speaker suggests to professionals and lay persons alike. 

For if they did not, their viability as vectors of superstrate transfer is 

severely compromised.

There is an extensive literature on child bilingualism, and a wide con-

sensus of scholars (e.g., Petersen 1988; Meisel 1989; Dopke 1998; Yip and 

Matthews 2000; Genesee and Nicoladis 2009) agrees that “language dom-

inance is seen as the major determinant of transfer” (Yip and Matthews 

2000: 193). In other words, “balanced bilinguals,” children with roughly 

equal competence in both languages, seldom make transfers between 

them, while “dominant bilinguals,” children more competent in one lan-

guage than the other, do make transfers, but only from the dominant to 

the nondominant language. One might imagine that in creolization an 

established, structured language would be dominant over a pidgin. It is, 

but only in a social or po liti cal sense. What “dominance” means in a lin-

guistic context is not the social status or degree of development a lan-

guage has reached but the degree to which each language is used and 

understood by a par tic u lar individual. Unless children knew their par-

ents’ native language thoroughly, their parental language is not domi-

nant and chances of substrate transfer are very low.

There exists a startling disconnect between Roberts’s claims (that 

children spoke parental languages natively but HCE nonnatively) and 

the evidence she herself presents, which indicates the reverse. Roberts 

(2004: 233) produces seven extracts to show that “children had learned 

their AL [ancestral language] to some extent” (emphasis added). The ex-

tent to which they had actually learned it is clearly demonstrated by the 

extracts themselves: “I  can’t talk much Hawaiian”; “I do not know 

enough Chinese”; “I can understand and speak only a childish Chinese 

language”; “We make such a mess of [speaking Portuguese] that we are 

laughed at”; “I never learned to speak the Portuguese language except a 
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few baby words”; “A Japa nese boy seldom speaks Japa nese”; “I cannot 

speak Japa nese very well— at home I spoke pigeon [sic] Japa nese.”

Roberts (2004: 233) speculates that “they may have originally had na-

tive competence in their AL” but does not produce any supporting evi-

dence. What makes her speculation particularly implausible is that these 

recollections “were written by ju nior high, high school and college stu-

dents” (227), that is, by persons only a few years away from the experi-

ences they describe, which hardly gave time for memories (or languages!) 

to have been lost or distorted. Her subsequent claim that children did not 

encounter pidgin until they entered school is supported by only three 

extracts (234; all three are from Japa nese) and is refuted by every one of 

her other examples.

Altogether Roberts (2004) presents a grand total of twenty- nine auto-

biographical extracts, drawn from a database of 731 linguistic autobiog-

raphies. If these extracts  were the best evidence for her claims that she 

could provide, one can only wonder what the remaining 702 would 

look like. Even if we grant bilingual status to G2, G2 speakers  were 

clearly creole- dominant rather than AL- dominant. We have their own 

utterances as testimony to their creole fl uency and their own testimony 

as to their minimal mastery of their AL. Recall Siegel’s claim that tensed 

purposive clauses in HCE derived from Portuguese subjunctives. What 

is the likelihood that children who “make such a mess” of speaking Por-

tuguese that they arouse laughter or who can speak only “a few baby 

words” will control Portuguese subjunctives?

The only conclusion that can be drawn from the Hawaiian data is that 

children created HCE in a single generation and that they did not do so 

(and could not have done so) by strip- mining their AL for structures 

that the pidgin lacked, because they did not know their AL well enough. 

Therefore they must have used the only other possible source of struc-

tural knowledge: an innate and universal biological program for language, 

adding to it what ever material they could mine from HPE to fi ll just some 

of the underspecifi cations of that program.

Creoles and the Universalist Case

Chapters 6 and 7 showed that both variation and change in language 

and the primary acquisition of language are equally and fully consistent 
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with the theory of language presented  here. But neither provides argu-

ments that rule out alternative theories quite as explicitly as creoliza-

tion does.

While some generativists have been quick to accept any theory that 

referenced UG, and some attempts have been made (e.g., Roberts 1999; 

see also commentaries on Bickerton 1984b) to identify creole features 

with default settings of linguistic pa ram e ters, no generative linguist has 

tried to systematically incorporate creole languages into a general the-

ory of language change and development. Nor is there any general 

agreement among generativists as to the precise role that creole origins 

should play in generative theory. Consequently the few generativists 

who have specialized in creoles have felt free to adopt diametrically op-

posite views on how creoles originated, even if they happen to special-

ize in the same creole. For instance, though both write almost exclu-

sively on Haitian, DeGraff (2007) claims that creoles develop from their 

main lexifi ers by normal pro cesses of language change, whereas Lefeb-

vre (1999) claims that creoles preserve the structures of substratum 

grammars while relexifying them (expressing those structures through 

lexical forms from the dominant language). Other approaches to lan-

guage, including empiricist approaches, have had even less to say about 

creoles than generativists. In short, no previous general theory of lan-

guage has been able to produce a coherent explanation of how and why 

creoles originated and how they obtained the large set of features that 

they share.

As this chapter has shown, creoles develop when social, historical, 

and demographic forces conspire to prevent children from fully access-

ing any preexisting language. Under those circumstances children con-

tinue to do what they are programmed to do: they deploy the algo-

rithms for structure building supplied by UG, but  here, instead of simply 

adopting some set of strategies for underspecifi cation repair that are 

used by an already existing language, they pick up fragmented materi-

als from other languages and repair the gaps by using the simplest and 

most straightforward strategies that those materials permit. There is 

nothing exceptional about this. There is little if anything in creoles that 

cannot be found elsewhere in language and “normal” language change 

(although only in creoles do large numbers of the relevant phenomena 

appear simultaneously). There is only what, if all linguistic input suffers 
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from “poverty of the stimulus,” one can only describe as “pauperization 

of the stimulus”— reduction in quality or quantity of input well below 

levels found elsewhere.

The previous three chapters may seem to have taken us far from our 

original goal. But if Darwin’s inspired guess— that humans’ “powers” 

came from “use of a highly- developed language”— is correct, it is essen-

tial that we know exactly what that language was, as well as how and 

why it developed as it did. In order to demonstrate that the account of 

language given  here is correct, or at least more nearly correct than previ-

ous accounts, it is necessary to show that it gives a better explanation of 

the data than alternative theories can offer, particularly in the fi elds of 

change, acquisition, and creolization. That done, we can return to Wal-

lace’s problem and consider a solution that, among other things, should 

relegate to history the decades- long debate between nativists and em-

piricists over the nature of language.
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Perhaps the most reassuring thing I found out in the course 

of writing this book was that in trying to explain how humans evolved, 

almost everybody was right about something. Few of the factors that 

 were mentioned in the literature didn’t fi t into the story somewhere.

That was the plus side. The minus side was that, like the White Queen 

in Alice in Wonderland, far too many writers in the fi eld could believe six 

impossible things before breakfast. They could believe that, unlike any 

other species, humans developed unique and highly specifi c powers 

without fi rst undergoing some equally unique and highly specifi c inter-

action with their environment. They could believe that those powers 

grew and blossomed in some kind of neural vacuum, while the human 

brain just sat there passively, getting bigger, of course, but not develop-

ing any specialized mechanisms for implementing those powers. They 

could believe that apes  were the best models for our immediate ances-

tors, even though we talk and apes don’t; we cooperate and apes don’t; 

and we produce a constant and seemingly infi nite stream of new arti-

facts and new behaviors while apes go through the millennia without 

producing either. They could believe that “building blocks of language” 

(Lorenzo 2012: 289) are scattered across a vast range of species, await-

ing magical assembly in some lucky ape’s brain. They could believe that 

what ever was the immediate focus of their interest— language, coopera-

tion, cognition— was largely divorced from the other foci, which might 

at best play a supporting role. They could believe that, what ever their 

focus, it had a single major cause.

If their focus was language, the cause could be hunting or tools, or 

social competitiveness, female choice, or infant care. If their focus was 

CHAPTER 9
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cooperation, the cause could be reciprocal altruism or kin selection, or 

the detection and punishment of cheaters. The usual suspects  were 

rounded up and put on parade, and when the perpetrator  couldn’t be 

positively identifi ed, the response was, “Well, it must be all of them.” In 

a sense, of course, that was true. But you  can’t try a conspiracy case with-

out fi rst unraveling the plot.

The Three Rooms and the Escalator

In hindsight it seems obvious that anything as complex as the “higher 

powers” of humans could only have come about through a long and tor-

tuous history in which each of a series of separate episodes precipitated 

the next. One crucial clue to the solution of Wallace’s problem is one of 

the very things that make it seem so baffl ing— the immensity of the cog-

nitive gap between humans and all other species. The fact that there are 

no species with cognitive capacities partway between chimpanzee and 

human is surely telling us something.

There is an im mense variety of species on earth and they occupy ev-

ery conceivable kind of niche. If it had been possible to fi nd a niche that 

bestowed only some human powers, some species would surely have 

found one by now. This suggests two things. One is that all the “higher 

powers”— language, cognition, co- operation, self- consciousness—are in-

timately interconnected in some way. The other is that a species interme-

diate in its powers between apes and humans is not possible. There is no 

mezzanine in nature’s mansion. If you get on the escalator, you go straight 

up to the next fl oor.

But we have to bear in mind that the escalator could not have been the 

co- evolutionary spiral that writers on evolution so often invoke. Until 

less than a couple of hundred thousand years ago, the tools and behav-

iors of modern human ancestors differed from those of apes much less 

than they differed from those of modern humans. To fi nd an appropriate 

image we should think of a series of rooms that you have to pass through 

to get to the escalator. There is only one door to that series of rooms. If 

you  can’t get through that door, you’ll never get on the escalator.

The fi rst room is the confrontational scavenging niche. There, hu-

mans acquired the basis for cooperation: unless everyone, kin and non- 

kin alike, combined to secure a carcass, nobody would eat any of it. 
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There, even more crucially, they acquired displaced reference. Acquir-

ing displaced reference is one way, perhaps the only way, to get into the 

second room. At least it is the only way that has emerged, over billions 

of years of evolution, to get out of the straitjacket of standard animal 

communication— to leave the  here- and- now for the limitless expanses 

of time, distance, and imagination.

In the second room is symbolism. This is the one room about which 

we  can’t be totally certain. In all rooms but this, the following rule ap-

plies: you  can’t just stay in that room and you  can’t go anywhere but the 

next room. But is it inevitable that having gotten displaced reference, 

you must go on to symbolism? Clearly not, since bees and ants didn’t. 

But the effects of displacement on organisms with minuscule brains 

must surely be different in brains that are orders of magnitude bigger, 

that can hold fi nely- dissected descriptions of the world, and that con-

stantly engage in something unknown to ants and bees, rich and varied 

patterns of social interaction between highly individuated animals. Be-

sides, we know the result— we have unlimited symbolism, bees and 

ants don’t— and I know of no equally likely route through which sym-

bolism could have been acquired.

Once symbolism is up and running and being used in probably still 

crude modes of communication and thought, entry into the third room 

cannot be avoided. This is where the brain plays its part. One of the odd-

est things about the literature on human evolution is the rarity with 

which the brain’s power of self- organization is referred to. That power is 

hardly news; it has been the object of comparative study for the last few 

de cades, and is one of the evolutionary facts that can be seen as inescap-

able once you start thinking about it. Brains must have self- organized 

and re- self- organized innumerable times over the last half- billion years, 

as species after species increased and/or changed its sensory equipment. 

If brains hadn’t changed so as to pro cess new kinds of information, the 

species concerned would have had radically incomplete notions of what 

the world around them was like, and would quickly have gone extinct.

We know too that the brain ste reo types and automates physical ac-

tions like throwing or picking stuff up, so that these actions can be per-

formed more quickly and effi ciently. Why would it not do exactly the 

same for mental actions like thinking and uttering sentences? In any 

case the second of these requires muscular as well as neural activity. For 



the brain it’s all one, mental, physical, mental- and- physical—all are 

performed in the same code of electrochemical discharges, patterns of 

fi ring and non- fi ring neurons. It is, or should be, unthinkable that a ma-

chine that can time the launch- window of a throw down to the millisec-

ond level should have to fumble and stumble over arranging groups of 

words or concepts as if each time was the fi rst time it had ever done this.

But reor ga ni za tion as extensive as the human brain now had to under-

take is a time- consuming business. A vast and dense forest of relatively 

local interconnections (between word and word, word and speech organs, 

word and concept, concept and concept) had to be constructed. Neural 

superhighways like the arcuate fasciculus had to link the more widely- 

spaced regions involved. Leaving the third room had to wait on comple-

tion of the pro cess.

Once it was completed, humans had nowhere to go but up. They now 

had a machine to think with that was not just without parallel in the 

animal world— it did not have even remote competitors. But it was at 

this point that mind and language diverged.

It is easy to get confused  here, because the relationship is shifting. The 

mechanism that the brain produced was originally neutral between 

thought and language. There was a single means for linking words and/or 

their associated concepts. When the brain was done reor ga niz ing, this 

could be used with full effi ciency for thought and with somewhat less 

effi ciency for communication. Since then, thought itself has remained 

unchanged across the species (although what thought could construct 

has increased exponentially).

Once on the escalator, however, humans started tinkering with what 

we can now truly call language. It was while riding up the escalator, 

that is to say over the last 150 millennia, that we began trying in many 

different ways, more and more ways as the human diaspora proceeded, 

to make up for the many underspecifi cations of the brain’s structure- 

building mechanism. We produced so many ways, so many “improve-

ments” on the basic plan that the plan itself virtually vanished from 

sight, and it became easy for many people to believe that there was no 

such plan, that the brain had never developed any task- specifi c mecha-

nisms for language. In a sense they  were right; technically speaking, the 

mechanisms  weren’t for language. They  weren’t developed for anything, 

except to make the brain’s tasks lighter and help conserve its energy. 
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What provoked their birth was prehumans’ invention of displaced signs, 

a pro cess the results of which the brain had to do something about. But 

the use they  were put to thereafter was a matter of indifference for the 

brain. Both thinking and speaking involved arranging series of neural 

events in par tic u lar orders.

When humans began work on making language easier for the hearer to 

pro cess, the picture changed. The structure- building mechanisms them-

selves could not change; they  were a fi xed part of the human phenotype. 

They could, however, acquire a learned component, and in Chapter 6 we 

got some idea of how far that component could ramify. The cultural 

and biological elements of language grew so closely intertwined that 

sorting them out looked not just a diffi cult but perhaps an unnecessary 

or even misguided task. It was so easy to say, “It’s all biological” or “It’s 

all cultural.” 

The foregoing provides at least the outline of a solution to Wallace’s 

problem. Mind and language  were more than nature needed because only 

the fi rst of these four stages resulted from par tic u lar selective pressures 

operating specifi cally on human ancestors. The second stage grew from 

the tendency of displaced- reference units to refer in ever more general 

and abstract ways until they became, in effect, labels for mental concepts. 

The third stage consisted of purely brain- internal operations responding 

to the unusual phenomena that the fi rst two stages had presented to the 

brain rather than on any selective pressure exclusive to hominids. Only 

the fourth stage began to produce natural language as we know it, and by 

that time the earlier stages had generated mechanisms whose potential 

power bore no relation to the ecological needs of humans.

“Continued Use” and the Joyce Factor

But this still leaves a lot to be explained.  Wouldn’t it be easy to imagine 

primitive humans who could talk as fl uently as you or I but whose intel-

ligence was no different from that of a chimpanzee? If there  wasn’t some 

additional factor involved, something quite other than language, how 

could cognition as well as communication have changed so radically in 

the past few million years?

Here we need two more clues. One lies in Darwin’s original conjec-

ture as to the possible function of language cited in Chapter 1. Darwin 
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was usually careful in his wording, so we should pay equally careful 

attention to it. What he wrote was this: “If it be maintained that certain 

powers, such as abstraction, self- consciousness  etc., are peculiar to man, 

it may well be that these are the incidental results of other highly- advanced 

intellectual faculties; and these again are mainly the result of the contin-

ued use of a highly- developed language” (1871: 103, emphasis added). 

The other comes from a much more unexpected direction and is what 

we might call the Joyce factor. This will remind us that “continued use” 

 doesn’t mean just “conscious or intentional use.”

First, I want to dispose of a par tic u lar misapprehension that I feel partly 

responsible for, having not always followed Darwin’s example in preci-

sion of wording. It would be all too easy to summarize the take- home 

message of this book as “Advanced human cognition results from lan-

guage.” That is inaccurate even as shorthand. “Without language, ad-

vanced human cognition could not have existed” is better but still inade-

quate. It could be rephrased as “Human ancestors began to communicate 

with displaced reference, and that was what triggered the pro cesses that 

eventually led to advanced cognition.” But that, if more accurate, is un-

likely to catch on as a slogan.

In their seminal article, Penn et al. (2008) consider three possible ver-

sions of the “language causes cognition” claim. The fi rst would claim that 

“natural language sentences are responsible for the disparity between 

human and nonhuman cognition” (121). This is certainly not what is 

claimed  here. We don’t think in sentences, we think in spike trains, 

which as noted above are neutral as between thought and language. The 

second claims that “some aspect of our ‘language faculty’ ” (121) is re-

sponsible for the cognitive gap. This merely restates the general “language 

causes cognition” claim in a way that is quite meaningless unless specifi c 

candidate aspects are proposed. (Unlikely candidates discussed by Penn 

et al. include recursion and logical form.) The third attributes human- 

nonhuman differences to “the communicative and/or cognitive func-

tion of language” (121). But  here the distance between Penn at al.’s 

imaginings of what language might do for thought and what is proposed 

in this book becomes clearly apparent.

They state, “It is quite diffi cult to imagine how communicating in hi-

erarchically structured sentences would be of any use without the abil-

ity to entertain hierarchically structured thoughts” (Penn et al. 2008: 
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123). It is much harder to see how either could exist without the other. 

The notions that thought and language are clearly separable entities, 

each with its distinct infrastructure, and that language merely “expresses 

thoughts” seem very natural ones. Certainly it is extremely diffi cult to 

root them out (see Bickerton 1992b and the response by Newell 1992). 

But what has been proposed  here is that language and cognition (at least 

those aspects of cognition that are unique to humans) grew from a 

common source and are based upon the same foundations.

Those foundations are twofold: the creation of symbols that can 

be consciously manipulated (the ultimate consequence of exploiting 

the confrontational- scavenging niche) plus the means to manipulate 

those symbols and therefore also the concepts they represent in order to pro-

duce novel confi gurations (derived from the neural reor ga ni za tion nec-

essary to accommodate the utterance of words and propositions). Thus it 

is not a case of language begetting human cognition but rather of pro-

cesses that in and of themselves  were neither specifi cally cognitive 

nor specifi cally linguistic giving rise to distinctively human cognition and 

language at (approximately) the same time.

To Penn et al. (2008), the difference between human and nonhuman 

cognition consists in human ability (and nonhuman inability) to reason 

about abstract, higher- order relationships where the objects or catego-

ries compared can be distinguished only by their roles or functions (lov-

ers, mothers, tools,  etc.) rather than on the basis of perceptual or statis-

tical properties that they share. They claim that the capacity to do this 

does not reduce to any other kind of cognitive operation and conse-

quently fi nd it necessary to hypothesize a specialized cognitive pro cess, 

additional to the rest of the human linguistic- cognitive armamentar-

ium, one they describe as “relational reinterpretation.”

Grant their claim that reasoning about higher- order relationships does 

not reduce to any other single and distinct operation. Even so, hypothe-

sizing mental mechanisms over and above all those that humans are 

already known to have (ones that require clumsy neologisms too) is vul-

nerable to Occam’s razor. Moreover proposing any such mechanism com-

mits one, sooner or later, to having to explain how it evolved. It is not 

enough to claim, as Penn et al. (2008) do, that it would have increased 

individual fi tness. So would lots of things— eyes in the back of one’s head, 

a sense that would alert one to venous obstructions— but such things 
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are simply not evolvable. No variation that natural selection could work 

with nor any selective pressure to which the mechanism would serve as 

a response is apparent in any of these cases.

Moreover we still have to consider the full implications of Darwin’s 

wording— that it was not so much the inherent properties of language 

that gave rise to uniquely human capacities as its continued use. It was 

continued use— not, pace Darwin, of language per se, but of the basic 

symbolic and structural materials from which language would grow— 

that allowed what was in effect an entirely different form of cognition.

So far, in thinking about human thinking, the latter has been pre-

sented as typically a proactive, goal- directed pro cess. I have focused on 

things like the complex trains of thought that, as Darwin pointed out, 

are diffi cult to construct without invoking words (even if these remain 

unuttered). Such trains, of course, constitute the crowning glory of hu-

man cognition. They are what has enabled us to make a potentially infi -

nite number of discoveries about the nature of things, as well as a multi-

tude of inventions that, we hope, improve the quality of our niche. But 

with respect to quantity, these conscious and intentional thought- trains 

amount to far less than the tip of the iceberg of mental activity, consti-

tuting probably less than .001 percent of it. It is the nature of the remain-

der of that activity— what you might call the dark matter of cognition— 

that we should now examine.

The Joyce Factor

“He heard then a warm heavy sigh, softer, as she turned over and the 

loose brass quoits of the bedstead jingled. Must get those settled really. 

Pity. All the way from Gibraltar. Forgotten any little Spanish she knew. 

Wonder what her father gave for it. Old style. Oh yes, of course. Bought 

it at the governor’s auction. Got a short knock. Hard as nails at a bargain, 

old Tweedy. Yes sir. At Plevna that was. I  rose from the ranks, sir, and I’m 

proud of it. Still he had brains enough to make that corner in stamps. 

Now that was farseeing.”

All but the fi rst sentence describe thoughts that pass through the 

mind of Leopold Bloom, a central character in Ulysses (Joyce 1960), as, 

having brought his wife breakfast in bed, he fi nds her still asleep and 

carefully withdraws. At the sound made by the brass quoits as she turns, 
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his mind leaps to the bed and its provenance, with passing reference to 

his wife (who lived in Gibraltar as a child), and then switches to the bed’s 

buyer, his father- in- law, remembering remarks that  were typical of him 

and hedging an initial low estimate of the man’s intelligence.

This famous steam- of- consciousness technique, of which Joyce was 

the chief developer, is in words (as it has to be, to be accessible to the 

reader). Moreover fi ction has to be neater and tidier than life. Yet within 

these limitations Joyce’s technique still forms a vivid portrayal of the 

kind of mental activity all of us experience on a daily basis, the random 

chatter that is anathema to mystics and mathematicians alike, since it 

interferes with both meditation and the laser- beam focus required for 

solving highly abstract problems.

Stream of consciousness has been a topic for psychologists ever since 

James (1890) broached it. But emphasis has been on the “conscious-

ness” rather than the “stream” and has focused on phenomena like 

“change blindness” (Simons and Rensink 2005; Simons and Ambinder 

2005), whereby events of which observers should be cognizant (but 

aren’t) are made to occur in their visual fi elds. Indeed many studies 

have dealt solely with aural or visual streams, ignoring the phenome-

non Joyce tried to capture, which combines visual, oral, emotional, and 

other elements. Topics such as why some experiences are conscious and 

others not, or why we are self- conscious at all, will not be examined 

 here— although the latter problem may well be overblown. (Given the 

power to construct continuous narratives with oneself as a major actor, 

it is hard to see how self- consciousness could be avoided.)  Here I want to 

deal merely with the erratic jumping- about of the Joycean stream, its 

movement from topic to topic, constrained by chance associations rather 

than any focused behavior.

To start, let’s ask whether other animals have a stream of conscious-

ness or if this phenomenon too is limited to humans. Of what evidence 

there is, most suggests that other animals probably do have some kind 

of a stream of consciousness. The source of the phenomenon can only 

lie in the fact that an inactive, “resting” neuron can be fi red by neurons 

that themselves have fi red for some function in which the fi rst neuron 

plays no part or that belong to a random chain of neurons formed 

through past occasions of (probably sometimes accidental) synchronous 

fi ring. Since from neurons to overall architecture, mammalian brains 
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conform to a similar pattern, we have no reason to suppose that stream 

of consciousness is unique to human brains.

This position fi nds support in the nature of dreaming. There is a 

large and contentious literature on this subject (see Behavioral and 

Brain Sciences special issue on sleep and dreaming, December 2000), 

most of which involves issues (e.g., whether dreaming is limited to 

REM sleep or whether it has any adaptive function) that do not con-

cern us  here. But what ever the brain does with images so generated, it 

seems likeliest that the images themselves arise through what Fish-

bein (2000) describes as “chaotic ce re bral activation”; the fact that the 

brain might subsequently put this phenomenon to some practical use, 

even use that might have been evolutionarily adaptive (Hobson 2009), 

in no way undermines this conclusion. Certainly anecdotal accounts 

of animals (especially dogs) that appear to be pursuing prey in their 

dreams are very frequent. If random activation is ultimately responsi-

ble for dreams, then dreaming and stream of consciousness are modes 

of the same phenomenon, differing only to the extent that censorship 

and editing are more relaxed in sleep. The default assumption should 

therefore be that other animals too have streams of consciousness. But 

the arrays of neurons excited would be different from those in the hu-

man version.

When a concept is evoked in the nonhuman version, it is unlikely to 

fi re other concepts, since no mechanism for linking concepts with one 

another has yet developed. A concept is much likelier to trigger percepts 

associated with it or behavioral reactions to what it represents than it is 

to trigger another concept. When we hear a sleeping dog emit excited 

noises while rapidly moving its feet, we cannot even be sure it is dream-

ing, let alone know what the dream is about, but its behavior is surely 

consistent with the pursuit of dream rabbits. It therefore seems reason-

able to assume that if other animals do have streams of consciousness, 

these are much more tightly linked with the animal’s past experience 

than ours are.

So, quite early in the cycle of human development, the stream of con-

sciousness would begin, at a glacial pace, to change. No one would know 

this, of course. But the changes that took place would involve an imper-

ceptible increase in the frequency with which one concept fi red another. 

And as the number of linked concepts increased, so would the chance 
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that the stream of consciousness would successively bring together con-

cepts that  were not normally associated with one another.

An event of this order is where many new ideas come from, in par tic-

u lar those seminal fl ashes of thought that frequently result in new 

 discoveries and inventions. We sometimes think of “Aha!” moments as 

results of conscious and deliberate mentation, and they sometimes are, 

but they can equally well arise quite unexpectedly. Most of us have 

probably experienced such moments, when the connection between 

two or more seemingly unconnected concepts suddenly appears to us so 

plainly that we ourselves are startled, yet at the same time puzzled as to 

why we, or somebody, “never thought of that before.”

It seems highly possible that stream of consciousness was the original 

means through which advanced cognition emerged. The pro cess does 

not at fi rst look like anything one would classify as “intelligence.” Just 

like syntax, it would have been as far below the level of consciousness 

and volition as breathing or digesting. But there is a difference between 

“unconscious thinking” and these more plainly physical pro cesses. Think-

ing, conscious or unconscious, is concept linkage. But concepts, once 

evoked, unavoidably link to the words that represent them. And words 

have to be within reach of consciousness and volition, because speaking 

is (usually) a volitional act, and has to be so, since there’s no knowing 

when you will need to say something. Consequently it may well have 

been inevitable that pro cesses beginning as random, uncontrollable 

events should have become, over time, capable of being converted into 

conscious and volitional acts, aimed most likely at enhancing the think-

er’s prestige but having the incidental effect of contributing to the ever- 

growing edifi ce of human culture. To put it very simply, if crudely, it 

may have been through our involuntary thoughts that we became able 

to think voluntarily.

Note that the pro cess would involve a combination of biological, de-

velopmental, and cultural factors. Obviously neither words nor concepts 

can be directly inherited. But overall brain architecture, numbers of 

neurons, wiring density, and major wiring pathways may all be under 

ge ne tic control. Words and their accompanying concepts would be trans-

mitted culturally across generations. New generations would then make 

small additions to that stock, ensuring that protolanguage would grow 

with the ratchet- like effect that is the hallmark of evolution generally. 
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However, the full fl owering of the cognitive developments that this pro-

cess made possible would have to await the development of algorithms 

for the concatenation of words and concepts. It is in this sense that the 

“continued use of language” that Darwin hypothesized— or, to be more 

precise, use of the elements that would ultimately give rise to language— 

was responsible for mental powers so far in excess of ecological needs.

Why We Need No Additional Capacities

The question now becomes, what if anything in typically human cogni-

tion has this account failed to explain. There seems to be a widespread 

feeling that the enormity of human cognition requires explanation by 

something at least equally exotic, some esoteric factor over and above the 

rather humble and familiar evolutionary factors described  here. There 

must surely be some “repre sen ta tional rediscription” (Karmiloff- Snith 

1992), “cognitive fl uidity” (Mithen 1996), “double- scope blending” (Fau-

connier and Turner 2002), or “relational reinterpretation” (Penn et al. 

2008). The fact that a new neologism for the “X factor” seems to pop up 

about every fi ve years makes one suspect that these terms, like Moliere’s 

“dormitive principle,” are little more than new names for what is being 

sought.

Let’s return to the topics discussed in Penn et al. (2008): the types of 

problem that, in the authors’ opinion, other animals  can’t solve but hu-

mans can. Note that the specialized mental operations subsequently dis-

cussed (matching to sample, discerning and following rules, understand-

ing spatial, hierarchical, and causal relations, and making transitive 

inferences) may require the operator to discern relationships based on 

roles, functions, or other abstract criteria rather than on perceptually 

based features. But operations involving any degree of abstraction are 

inaccessible to any species that cannot represent abstractions.

Are there any other factors that distinguish problems that animals 

can solve from problems they  can’t? Penn et al. (2008) do not mention 

any, and it is unclear what such factors might be. Moreover the wide 

range of evidence presented by commentators on the article, and largely 

conceded by its authors, illustrate the effectiveness, in a wide range of 

mammals, birds, and even fi sh, of nonhuman reasoning capacities. 

Wherever perceptual features exist or there are clear statistical differences, 
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those capacities function well. Problems arise solely where conclusions 

have to be based on abstractions— on roles such as parenthood or prop-

erties such as edibility, and even more so when relations between things 

rather than things themselves are being compared (e.g., is the relation-

ship between lock and key the same as that between corkscrew and 

bottle, or between skin and banana?).

Accordingly, the null hypothesis is that nothing beyond the cognitive 

capacities of other animals and the series of pro cesses described in this 

book was required for modern humans to achieve all the powers they now 

exhibit. The symbolic and syntactic mechanisms that those pro cesses cre-

ated, when combined with pre- existing cognitive capacities, acted like a 

supercharger, multiplying the force and scope of those capacities. If we 

are looking for evolutionary continuities beyond mere physical form, 

 here is where to fi nd them. Humans have no additional reasoning pow-

ers. They merely have a means to augment the powers that many of the 

more complex species already have.

Why that means works so well, giving the illusion that a  whole host 

of new mental abilities has suddenly and inexplicably emerged in just 

one species, ours, is because it also creates what Mithen (1996) was try-

ing to capture with his expression “cognitive fl uidity.” As we have seen in 

other species, from spiders and bees to scrub- jays, beavers, and bats, high 

levels of ability in niche- specifi c skills never spill over into general cogni-

tion. But one effect of the chain of pro cesses described  here was to provide 

a kind of common code for all forms of mental activity. In the words of 

Boeckx (2012: 498) it conferred “the ability to combine virtually any con-

cept (from what ever [core] knowledge system) with any other concept 

(from the same or another knowledge system),” and thus “mixes concep-

tual apples and oranges in virtue of them all being word- like things.” This 

is what creates the common illusion that some unique and incredibly 

powerful “general cognition” has somehow, without being rooted in any 

nameable evolutionary pro cess or event, managed to develop in humans 

but in no other species.

As for specifi c continuities in cognition, we need look no further than 

the need to determine causation. This is only a part, although a vital one, 

in the general need of all sentient organisms to construct in their minds 

the most comprehensive and accurate model of the world that they can 

achieve. The more accurate such a model is, the longer and more produc-
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tive the life of that model’s maker. Consequently natural selection will 

favor anything that improves the accuracy of the model. To take an obvi-

ous case, if an animal can determine whether a par tic u lar ripple in tall 

grass is caused by a gust of wind or the stealthy approach of a predator, 

this will reduce its chance of a sudden and premature death.

Clearly, better and more complete models of the world deliver higher 

levels of evolutionary fi tness. A perfect model would include the causa-

tion of everything. (Scientists spend their careers looking for bits of that 

model.) Wherever we observe a substantive consistency we assume it 

does not result from mere coincidence. If all unsupported objects fall, 

there must be a cause for this, whether you call it “gravity” or “curva-

ture of space- time.” And since we have words, we don’t need a ready- 

made concept to label. We can make one up from those very words 

(“what ever it is that makes everything fall”) and then attach to it what-

ever attributes we deem appropriate. Our capacity to infer causation is 

shared with many other species. The extension of that capacity over a 

wider range of phenomena, including more abstract phenomena like 

gravity, is all that creates a discontinuity  here.

Some Consequences of These Proposals

Proposing a solution for Wallace’s problem is not quite like a detective 

solving a crime. True, in both cases, any proposed solution has to run 

the gauntlet of a confi rmatory procedure: a formal trial if a crime is in-

volved, the prolonged scrutiny of colleagues, including experts in all the 

fi elds involved, if we are dealing with a theory. But in the former case, 

the original solution is upheld oftener than not. In the latter, things are 

very different. No one would be more shocked and surprised than its 

author if the theory advanced  here  were to be unanimously and un-

questioningly accepted. In scientifi c inquiry things just don’t play out 

that way. While I feel reasonably sure that, given all the considerations 

taken into account  here, something along the general lines of this the-

ory has to be correct, many of its details will surely require revision or 

replacement as they are further scrutinized.

However, the really signifi cant difference lies in the sphere of conse-

quences. When a crime is solved, that’s that: case closed. But a theory of 

any human behavior, even if it should prove both comprehensive and 
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accurate, inevitably raises more questions than it answers and provokes 

new research in a variety of areas. In the present case, there are implica-

tions for the further study of issues as remote from one another as the 

brain’s construction of sentences and the causes and courses of linguis-

tic change. Space precludes the examination of all these, but two are of 

suffi cient general interest to merit a quick summary. I would like to 

close this book by briefl y discussing the evolutionary probability of ani-

mals with human capacities and the decades- old debate between nativ-

ists and empiricists.

How Probable  Were Humans?

According to Gould (1989), the emergence of humans was a wholly un-

predictable and evolutionarily improbable event— one that, if the “tape 

of life”  were to be replayed, would never recur. Similar opinions have 

been voiced by many biologists (e.g., Simpson 1964; Mayr 1995) and 

cosmologists (e.g., Tipler 1980). Even Conway Morris (2003), stout be-

liever in evolutionary convergence and challenger of both Gould’s inter-

pretation of the Burgess Shale and his belief in the improbability of hu-

man intelligence, regards it as unlikely that similar phenomena can be 

expected on other worlds. This is not, however, the scenario that the 

present theory projects.

Recall that the most striking aspect of the situation that so confused 

Wallace is the complete absence of animals linguistically and cogni-

tively intermediate between humans and the great apes. This gap can-

not be explained away by the extinction of intermediate species in the 

human lineage, despite the frequency with which these extinctions are 

invoked by continuists. As noted earlier in this chapter, even though 

what triggered the growth of human capacities could have occurred two 

million years ago, the full fl owering of those capacities came only with 

our own species. For several million years after they split from other 

apes, human ancestors  were far closer to apes than to modern humans 

in their behavior, so the cognitive gap remains undiminished.

Moreover, the last common ancestor of apes and humans can only 

have been some fairly ordinary ape. If it is true that our lineage went 

from that ancestor to its human conclusion by a long series of gradual 

steps, then it is strange that not one of those steps was undertaken in 
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any other lineage, primate or nonprimate. This could be the case only if 

the fi rst step was an essential prelude to the rest, as in the “three- rooms- 

plus- escalator” scenario described earlier in this chapter. And the usual 

accounts of human evolution, which see gradual enhancement of a  whole 

suite of different ape behaviors as its driving force, are unable to explain 

how improvement in any one of these areas could have been a neces-

sary condition for improvement in others. Vague talk of coevolutionary 

spirals does not suffi ce  here.

It is surely relevant that, in contrast with the consequent human iso-

lation, there should be a number of species in widely separated lineages 

(primates: chimpanzees, bonobos, gorillas, orangutans; cetaceans: dol-

phins,  whales, even sea lions; and birds: jays, crows, parrots) that ap-

pear to be at a roughly similar level of cognitive development, crowding 

outside the door of the fi rst room, so to speak. It is as if they  were held 

up by some barrier that, if they could surmount it, would automatically 

place them on the path to the escalator’s ineluctably moving belt.

This book has suggested that the barrier could be breached by displaced 

communication, which in turn could be achieved through the ecological 

developments surveyed in Chapter 4. Whether or not this represents the 

only way the barrier can be breached I shall not attempt to determine. 

But even if it does, there is still a strong possibility that, on any planet 

that hosts life forms, some species that has reached the chimpanzee- 

dolphin- crow level of cognitive capacity will eventually adopt a niche 

similar to that occupied by ants, bees, and human ancestors on this 

planet. If it does, then other planets with “intelligent life” become perhaps 

unavoidable.

In the week these lines  were written, Harvard astronomers, analyz-

ing new data from the Kepler telescope, estimated that there might be as 

many as 17 billion Earth- size planets in the Milky Way alone, a sizable 

percentage of which would have orbits within a zone congenial to life 

(Cowen 2013). Earth, far from being the galactic anomaly many previ-

ously believed, is as ordinary a planet as the last common ancestor of 

apes and humans was an ordinary primate. To speculate further is pre-

mature, but these fi ndings strongly suggest that the array of life forms on 

these planets may differ little in their cognitive spread from those found 

 here, and that consequently “intelligent life,” far from being a rare or even 

unique aberration, may have multiple loci throughout the universe.
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Meanwhile, back on Earth, the data surveyed in this book raise the 

possibility that evolution, far from being the random pro cess envisaged 

in the previous century, may be quite constrained in the courses it can 

take. That it may be narrowly determined by biological as well as by 

physical and chemical laws, with sharply limited options at each change 

point, is a possibility the exploration of which should constitute one of 

the most fascinating fi elds of twenty- fi rst- century science.

Nativism versus Empiricism

As we have had occasion to note several times already, the seemingly ir-

resolvable debate between nativists and empiricists has persisted for sev-

eral de cades, to the detriment of our understanding of human behavior. 

Both sides have paid lip ser vice to the notion that inborn characteristics 

interact with culturally acquired ones in every area of human behavior, 

but when it comes to certain key areas, in par tic u lar syntax, both sides dig 

in their heels and insist— empiricists, that there is no task- specifi c, ge ne-

tically transmitted apparatus for the area in question, and nativists, that 

almost all if not all behavior in that area is tightly controlled by biology.

If the thesis of this book is correct, the unusual per sis tence of this 

debate is due to the fact that nativists and empiricists  were both partly 

right (although they  were both also partly wrong). Nativists  were right 

in supposing that syntax  couldn’t exist without a substantive innate 

component but wrong in supposing that this component included most 

if not all syntactic structures. Empiricists  were right in supposing that 

there was too much variability in syntax for it all to be produced by any 

dedicated universal system but wrong in supposing that all of syntax 

could be acquired without a substantial innate component. In retrospect 

it seems bizarre that nobody, throughout this debate, proposed a princi-

pled and systematic distinction between those parts of syntax that  were 

biologically given and those that had to be acquired through accultura-

tion into one of the many thousands of speech communities.

But what you have just read includes, and to a considerable extend 

depends on, the fi rst coherent theory of syntax that makes such a dis-

tinction. It is also worth noting that it is the fi rst theory to have begun 

rather than fi nished from an evolutionary perspective. Previous theo-

ries have taken some model of syntax as a given and only later (if at all) 
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asked how such a model could have evolved. This theory began by ask-

ing how anything like syntax could have evolved and only then consid-

ering what kind of syntax was evolvable and whether that kind might 

lie at the core of modern syntacticized languages.

Is it too much to hope that the solution offered  here will fi nally resolve 

the debate, or at least consign it to history? Of course it is. Embattled 

scholars with honorable scars and years in the trenches are not about to 

surrender positions they have defended throughout their careers. Young 

scholars at the start of their careers are, naturally, another matter.

Conclusion

In any case, resolving the nativist- empiricist debate was not the goal of 

this book— though the fact that a resolution emerged naturally in the 

course of pursuing a quite different goal surely suggests that the pursuit 

itself was along the right lines. What ever the fate of the solution pro-

posed  here, I hope at least to have convinced readers of three things:

1. Wallace’s problem was a very real one, one that lies at the heart of 

any understanding of what humans are and why they are what 

they are.

2. Neither Wallace nor Darwin could have solved the problem, since 

the necessary knowledge, only a fraction of which has it been 

possible to cite  here, required the amassing of over a century of 

work by thousands of dedicated scholars in a wide variety of fi elds.

3. Given that knowledge, we no longer need to treat the problem like 

an embarrassing family secret that, if openly discussed, might 

offer aid and comfort to creationists and advocates of intelligent 

design. Wallace’s problem can be solved, and indeed can only be 

solved, by resort to the successive action of two normal evolution-

ary forces (in this case, natural selection, neural reor ga ni za tion), 

together with the subsequent development of human culture. The 

fi rst two factors, individually,  were constantly present throughout 

half a billion years of evolution; their interaction, though more 

sporadic, was still frequent. Only once, however, did that interac-

tion result from attempts to exchange information beyond the 

bounds of the  here and now.
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The growth of both language and mind began at that crucial choice 

point where, as in Robert Frost’s poem, two roads diverged— not in a 

yellow wood but in the tall lion- colored grasses of climax savanna. One, 

well- trodden by previous hominids, led only to bone crunching, preda-

tor evasion, and subsistence on discarded scraps. The other led to a new 

niche where the fi ercest predators had to be confronted but where there 

was also the promise of plenty. Our ancestors took the road less traveled 

by, and that has indeed made all the difference.
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