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Chapter 1

Introduction

Louise Harra and Keith Mason

Space research is one of the most evocative and challenging fields of human endea-
vour. In the half-century that has elapsed since the beginning of the space age, we
have been exposed to wonders beyond the imagination of even the most visionary of
science fiction writers. We have peered deep into the Universe and studied physics
that we can never duplicate on the Earth. We have begun to understand our own
Sun, and the flow of energy outward through the Solar System that is fundamental
to our existence. Robotic agents have explored the planets in the Solar System and
the environment of our own planet, the Earth. Human beings have trodden on the
surface of the Moon, and now have a constant presence in near-Earth orbit. We
are also advancing on that most fundamental of questions: whether life has ever
evolved elsewhere in the Solar System or elsewhere in the Universe.

Beyond the primeval urge to explore, this knowledge has a fundamental effect
on the evolution of human society, its ethics and values (for example, how different
would life be if we still believed the Earth to be flat?). Gaining that knowledge has
also spawned more direct benefits. The challenge of successfully building machines
to operate in the hostile environment of space has led to countless advances in
technology and the way in which we organise and deliver complex systems. Earth-
orbiting satellites, a novelty but a few short decades ago, are now taken for granted
in areas such as communication, navigation and weather forecasting. Increasingly
we have come to recognise the fragile nature of the Earth’s ecosystem and how it
can be influenced by external factors, from space weather, with its origins in the
turbulent atmosphere of the Sun, to asteroid impact. By studying the Earth as
a planet, we are also coming to appreciate the potential deleterious effects human
society can have on its own environment. The tools that we have honed in the study
of the distant Universe are now increasingly being deployed to monitor the health
of our own backyard.

The purview of space science is nowadays very broad, covering a large number
of subject areas that many would regard as distinct. Nevertheless there is a great
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deal of commonality in the physics that underlies these areas, not to mention the
technology, data analysis techniques and management challenges. This book has
its origins in a series of lectures given to graduate students at University College
London’s Mullard Space Science Laboratory (MSSL). These lectures were designed
to broaden the perspective of students beyond their immediate field of study and
encourage cross-fertilisation between fields. The subjects dealt with cover the core
research themes of MSSL, the UK’s oldest university space research laboratory.
While certainly not a complete survey of space science disciplines, the chapters
herein sample a breadth of activity that we hope will give anyone interested in
space research, and particularly those starting out in the field, a better perspective
of the subject as a whole. The topics included cover disciplines from the Earth’s
environment, through the interplanetary medium, to the dynamic and sometimes
violent Sun, to the outer Universe looking at exotic regions such as black holes. To
complement these areas there are chapters that cover the basic physics necessary
for understanding these subjects, such as quantum physics, magnetohydrodynam-
ics and relativity. There are also chapters that describe basic techniques neces-
sary to progress in space science research. These include engineering skills, space
instrumentation and data analysis techniques.

1.1 A Brief History of Discovery

The first artificial Earth satellite, Sputnik 1, was launched by the Soviet Union
on October 4, 1957. While this was a momentous event in human history, the
beginnings of space science preceded the launch of Sputnik 1 by about a decade,
and employed sub-orbital ‘sounding rockets’. The earliest of these were captured
German V2 rockets developed during World War 11, and the sounding rocket pro-
gramme achieved numerous successes, including mapping the upper atmosphere and
discovering X-ray emission from the Sun.

The first major scientific breakthrough to be made using artificial satellites was
the discovery of the Earth’s radiation belts. This was achieved using Ezplorer 1,
the first successful satellite launched by the United States on January 31, 1958.
Explorer 1 contained scientific detectors designed and built by James Van Allen
that were intended to measure the flux of cosmic rays. In fact Explorer 1 measured
an anomalously low count rate, and Van Allen suggested that this was because
the detectors were being saturated by a large flux of energetic particles. This was
confirmed two months later using Ezplorer 8 (number two failed to achieve orbit!),
and established the existence of the ‘Van Allen’ belts, which we now know to be an
important feature of the Earth’s magnetosphere (Chapter 4).

Since those early days, the capabilities of spacecraft for scientific discovery have
mushroomed. In general terms, scientific data from spacecraft can be obtained in
two ways. We can fly a craft to the region of interest and take in situ measurements
of its immediate surroundings, or we can equip the spacecraft with telescopes for
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remote sensing that allow it to examine distant objects, making use of the unique
vantage point that space provides.

1.1.1 Exploration of the Solar System

The discovery of the Earth’s radiation belts is a classic example of an in situ mea-
surement, where detectors on the Fzplorer 1 satellite were measuring the immediate
environment through which the spacecraft was flying. This is the main way in which
we have gathered information on the Earth’s magnetosphere, the cocoon carved out
of the solar wind by the Earth’s magnetic field. An up-to-date example is the
European Space Agency’s Cluster mission (launched in 2000), in which four iden-
tical spacecraft equipped with an array of sensitive instruments fly in formation
through the magnetosphere. Having measurements from more than one adjacent
spacecraft means that we can determine how plasma and magnetic fields are moving
in space, as well as their properties at any given point.

As the techniques of space flight were mastered, the range of in situ measure-
ments was rapidly extended, first to the Moon, and then to other bodies in the
Solar System. In September 1959, the Soviet Lunik 2 spacecraft measured solar
wind particles for the first time, confirming the existence of the solar wind, which
until that time had been inferred only indirectly. A further advance in our knowl-
edge of the solar wind came from the flight of the US Mariner 2 spacecraft to Venus.
Mariner 2, launched in August 1962, measured the velocity of the solar wind and
identified both slow and fast components. In common with many planetary probes,
it contained both in situ and remote sensing devices. The latter were in the form of
microwave and infrared radiometers, which allowed us to measure the temperature
and composition of Venus and its atmosphere as the spacecraft flew by the planet.

A common remote sensing device is some sort of camera, an early example of
which was an instrument on Lunik 3 that photographed the far side of the Moon
for the first time in 1959. Close-up photographs of the Moon were obtained with
the Ranger spacecraft in the last minutes before they crashed onto the surface,
and the whole Moon was surveyed from the Lunar Orbiter spacecraft in 1966 and
1967. Several Surveyor spacecraft landed on the Moon between 1966 and 1968 and
obtained photographs from its surface, as well as probing the terrain with mecha-
nical scoops (Figure 1.1). The exploration of the Moon in the 1960’s culminated
in the landing of astronauts, who conducted a range of investigations including
the deployment of seismic detectors and laser ranging targets, and collecting rock
and dust samples that were returned to the Earth for analysis. The results of this
exploration, the Apollo programme, have, over the years, contributed greatly to our
understanding of the Moon’s origin, and of the formation of the Solar System.

Turning further afield, spacecraft have now been sent to every planet in the
Solar System bar Pluto/Charon. The Mariner j spacecraft discovered craters on
Mars during a flyby in July 1965, while a large part of Mars was mapped using
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Figure 1.1 The Surveyor 8 spacecraft landed on the Moon in April 1967. Astronauts Conrad
and Bean later visited Surveyor 3 in November 1969 during the Apollo 12 mission. Here Conrad
is pictured examining the camera on Surveyor 3. The Apollo 12 lunar excursion module ‘Intrepid’
is visible in the background. (NASA)

Mariner 9, which was placed in orbit about the planet in 1971, and two Viking
spacecraft, which arrived at Mars in 1976. The Viking’s also carried landers, which
obtained the first pictures from the Martian surface. The in situ exploration of the
planet was continued in 1997 from the Mars Pathfinder lander, which included a
rover vehicle. Meanwhile surveys of the planet from orbit have continued using the
Mars Global Surveyor (arr. 1997) and Mars Odyssey (arr. 2001) spacecraft.
Mariner 10 visited both Venus and Mercury, obtaining the first detailed view
of the latter and revealing Moon-like craters in three encounters with the planet
between 1974 and 1975. As noted above, the first spacecraft to visit Venus was
Mariner 2 in 1962. It was followed by many others (more than 20 in all so far),
including Pioneer Venus, which made the first detailed map of its surface, and the
Soviet Venera 7, the first spacecraft to land on another planet. Another Soviet
lander, Venera 9, returned the first photographs of the surface of Venus, while the
lander Venera 18 survived for over two hours in the hostile Venusian environment,
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returning colour pictures. In the early 1990’s, the orbiting US spacecraft Magellan
produced detailed maps of Venus’ surface using radar.

Exploration of the outer Solar System began with NASA’s Pioneer 10 and 11
spacecraft, launched in 1972, followed by the pair of Voyager spacecraft, which took
the first close-up photographs of the outer planets. Galileo, launched by NASA to
Jupiter in 1989, included an atmospheric probe as well as an orbiter, while the NASA
Cassini spacecraft, currently on its way to Saturn, also contains an atmospheric
probe, known as Huygens, which was built by ESA. Spacecraft have explored minor
Solar System bodies as well as the main planets. Galileo was the first mission to
make a close flyby of an asteroid (Gaspra), and also the first mission to discover a
satellite of an asteroid (Ida’s satellite Dactyl; Figure 3.20). Another example is the
ESA Giotto mission, which made a close approach to Comet Halley in 1986, and
subsequently also encountered Comet Grigg-Skjellerup, in 1992.

There are future aspirations to return samples from a comet, which are expected
to be representative of the primitive state of the Solar System, and to determine
the composition of the Martian surface, first by in situ robotic methods (as planned
for example with the UK Beagle 2 lander which will shortly be launched on ESA’s
Mars Ezxpress) and later by returning samples to the Earth. A major goal is to
identify how and where life originated in the Solar System by searching for evidence
that primitive life once evolved on Mars. The ultimate aim is manned exploration
of the planet.

1.1.2 The Sun and beyond

There are some regions of the Solar System where conditions are too hostile to
send spacecraft, the Sun itself being a prime example. To study these regions, and
anything beyond the Solar System, we must use telescopes of one form or another.
The advantage of placing these telescopes in space is that we take advantage of
the clarity afforded by the vacuum of space, and avoid the absorption effects of the
Earth’s atmosphere. The latter consideration means that we can access a much
larger range of the electromagnetic spectrum.

Soon after the inception of NASA in the USA in 1958, programmes were started
in three scientific areas that made use of specially designed spacecraft. These
were the Orbiting Geophysical Observatory (OGO), Orbiting Solar Observatory
(0S0) and Orbiting Astronomical Observatory (OAO) series. The OGO spacecraft
provided in situ measurements of the Earth’s environment. The OSO series was
dedicated to studying the Sun, and designed to provide a continuous watch of its
activity, concentrating on high-energy radiation from the Sun’s outer atmosphere.
The OAO programme was primarily aimed at ultraviolet observations of stars, but
the last in the series, OAO-8 or Copernicus (see Figure 1.2), also included an array
of X-ray-sensitive telescopes. Copernicus was launched in 1972, and was operated
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Figure 1.2 The Copernicus spacecraft (OAO-3), shown being prepared for launch. Copernicus
carried an 80-cm UV telescope built by Princeton University, and a set of small X-ray telescopes
built by MSSL/UCL. Launched in 1972, the last of the OAO series, it operated until it was
switched off in 1981.

continuously until 1981, when it was switched off for financial reasons. The orbiting
observatories were very sophisticated for their era, and provided a benchmark for
work that was to follow.

An important milestone in studying the Sun from space was the programme
conducted from the Skylab space station, launched in 1973. This was the first
manned observatory in space, and the mission lasted for nine months. Skylab was
placed in orbit 435 km above the Earth. It carried an array of instruments (the
Apollo Telescope Mount — ATM), which included a white light coronagraph, a
soft X-ray telescope, a soft X-ray spectroheliograph and an extreme ultraviolet
spectroheliograph. The astronauts responded to events occurring on the Sun seen
by means of H« telescopes. Their response to flares was fast — within a few minutes
or so. Skylab results changed our vision of the Sun forever. The data showed that the
corona was far from uniform — and summarised the coronal structure as consisting
of coronal holes, coronal loops and X-ray bright points. This was the last mission
to use photographic plates.

The next major solar observatory was the NASA Solar Mazimum Mission
(SMM), which was launched in 1980 and designed to study flares and solar ac-
tivity. There were seven instruments on board, covering a wide wavelength range,
from white light to gamma rays. The spacecraft was unmanned and hence the
data were recorded electronically and telemetered to ground stations. There was
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unfortunately an early failure in the attitude control system. Astronauts on the
space shuttle repaired this in 1984, and observations continued successfully until
1989. Re-entry occurred in 1989 (at solar maximum) and was ironically triggered
by a storm from the Sun!

There were two other major missions launched around the same time as SMM.
The first was a Japanese mission named Hinotori (meaning ‘firebird’). Hinotori had
a soft X-ray spectrometer and an imaging hard X-ray instrument on board with the
purpose of studying solar flares. The second was a US satellite, P78-1, which was
launched in 1979 and had soft X-ray spectrometers, and a white light coronagraph
on board. These missions discovered and verified large shifts occurring in the early
stages of a flare, which provided vital clues to understanding the flaring process.

In 1991, the highly successful Japanese spacecraft Yohkoh (meaning ‘sunbeam’)
was launched. It had four instruments on board, including a soft X-ray imager
and spectrometer, and a hard X-ray telescope. The data obtained with Yohkoh
had the best resolution of X-ray images to date, and brought about huge leaps in
understanding not only flares, as was its original goal, but also coronal mass ejections
and coronal heating. The mission operated successfully for 10 years, finally ceasing
in December 2001. Yohkoh provided the first-ever space dataset to cover a solar
cycle, and will be studied for many years to come.

Another exciting mission launched in the 1990s was the joint ESA/NASA
Ulysses. This mission has an extremely complex orbit that uses gravity assists
from Jupiter in order to orbit over the solar poles. The first orbit over the poles
took place in 1994/1995 during the solar minimum, and the second took place in
2000/2001 coinciding with the solar maximum. The results from this mission have
allowed an accurate in situ measurement of the slow and fast solar wind.

The joint ESA/NASA SoHO spacecraft was launched in 1995 and contained 12
instruments. As discussed later, it is located at a Lagrangian point, and hence full
24-hour coverage of the Sun is achieved. The payload, consisting of a collection of
imagers, spectrometers and particle instruments, continues to provide a wealth of
information on the interior of the Sun, right out to 30 solar radii.

Looking beyond the Sun, early efforts naturally concentrated on those parts of
the electromagnetic spectrum that were not visible from the Earth. The Orbiting
Astronomical Observatory series, mentioned above, was the first venture into ul-
traviolet astronomy. Many important discoveries were made with the OAO space-
craft, including the first measurement of the cosmologically important abundance
of deuterium, made using Copernicus (OAQO-3). This was followed by the hugely
successful NASA /ESA /UK International Ultraviolet Explorer (IUE) satellite, which
operated between 1978 and 1996. IUE was the first general user space observatory,
and was run much like a telescope on the Earth’s surface. Because IUE was in
geosynchronous orbit above the Atlantic Ocean, it could be operated continuously,
via a real-time link from ground stations in the eastern USA and Spain. During
its lifetime, ITUE conducted many thousands of scientific programmes, ranging from
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observations of comets in the Solar System to quasars in the distant reaches of the
Universe. IUE's current successor is NASA’s Far-Ultraviolet Spectroscopic Explorer
(FUSE), launched in 1999.

Orbiting observatories have also opened up many other wavebands. X-ray as-
tronomy is a prime example (see Chapter 7), and very many satellites devoted to
X-ray observations have been built over the past three decades by many different
countries. Observations in the X-ray band have revealed hitherto unsuspected
phenomena, including exotic objects such as massive black holes in the centres
of galaxies, accretion onto neutron stars, hot gas in galaxy clusters, and activity
in nearby stars. The German/USA/UK Rdntgen Satellite (ROSAT; 1990-1999)
and the NASA Extreme Ultraviolet Explorer (EUVE; 1992-2001) have probed the
region between X-rays and the ultraviolet, known as the extreme ultraviolet band,
while missions such as ESA’s COS-B (1975-1982) and NASA’s Compton Gamma-
Ray Observatory (CGRO; 1991-2000) have explored the gamma ray region of the
spectrum, at wavelengths shorter than X-rays.

We have also probed the electromagnetic spectrum at wavelengths longward of
the visible band. The Infrared Astronomy Satellite (IRAS), a joint venture between
the USA, the UK and the Netherlands, surveyed the sky during 1983 and made a
major impact on astronomy. Long-wavelength infrared radiation is able to penetrate
dusty regions much more effectively than short wavelength light, and one of ITRAS’s
many achievements was to identify large numbers of powerful starburst galaxies,
which are a key element in understanding how all galaxies formed. Many of these
discoveries were followed up with ESA’s Infrared Space Observatory (ISO), which
operated between 1995 and 1998.

Another major advantage of flying a telescope in space is freedom from the
distorting effects of the Earth’s atmosphere. The Hubble Space Telescope (HST),
a NASA/ESA spacecraft that was launched in 1990, has amply demonstrated this.
Because it is in space, HST can operate over a wide wavelength range, from the
ultraviolet through the visible band to the infrared. Telescopes on the Earth’s
surface can also measure visible light of course, but HST is able to resolve much
finer detail in astronomical objects because it does not have to peer through the
turbulent atmosphere. It can also achieve much higher sensitivity because the sky
background in space is much darker. HST has produced spectacular images of a
huge range of astronomical targets — from planets in our own Solar System to
galaxies at the edge of the known Universe.

The lack of atmospheric twinkling is also a major advantage when it comes to
measuring the position of stars. This was used to good effect by the ESA mission
Hipparchos, which measured the distance to large numbers of nearby stars. This
was done by accurately measuring the slight shift in the position of the stars that
occurs when they are viewed from opposite sides of the Earth’s orbit about the Sun,
known as the parallax. There are plans for a future mission, GAIA, which will be
capable of measuring the slight shift of stars due to the rotation of our Milky Way
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Galaxy. It will also measure their line of sight velocity and distance, building up a
3-D picture of how every star that is visible in the Galaxy is moving. This will be
used to reconstruct the history of the Galaxy, and the way it has grown by mergers
with other galaxies.

HST continues to operate today, and because it was designed to be serviced
by space shuttle crews, its instrumentation has been regularly maintained and
updated. The ‘Great Observatories’ Chandra (NASA) and XMM-Newton (ESA),
both of which operate in the X-ray band, have now joined it in orbit. Soon,
the NASA Space Infrared Telescope Facility (SIRTF) will be launched, to be fol-
lowed by the Japanese/USA Astro E X-ray observatory. Plans are being laid for a
follow-up to HST, the James Webb Space Telescope (named for the former NASA
administrator), which will concentrate on the infrared regime, and for larger X-ray
telescopes capable of probing the early Universe.

The NASA Microwave Anisotropy Probe (MAP) satellite was launched in 2001
and is currently surveying the microwave background radiation, which is left over
from the Big Bang which created the Universe. The microwave background was
previously studied from space using the Cosmic Background Ezplorer (COBE;
1989-1993), but M AP has much better angular resolution and will search for fluctu-
ations in the background that can be used to determine the fundamental parameters
of the Universe. A further increase in sensitivity is planned with the ESA survey
mission Planck. This is scheduled for launch in 2007, along with a large ESA
space telescope for pointed observations in the microwave spectral region, Herschel.
Further in the future, there are plans to build an array of telescopes that can search
for Earth-like planets around other stars (for example the ESA mission Darwin),
and to build a fleet of three spacecraft capable of detecting gravitational waves
(LISA). To have the required sensitivity, the three LISA spacecraft will be sepa-
rated by 5 million kilometres, but yet will need to determine their relative location
to an accuracy comparable to the wavelength of light if they are to detect the
tiny distortions in space caused by the orbits of binary stars scattered through our
Galaxy and beyond.

1.2 Observing from Space

A great deal of experience has now been accumulated in the use of spacecraft for
scientific investigations. Building a scientific spacecraft remains a challenging task,
and many of the technical and design issues are discussed in Chapter 14. It is worth
reflecting briefly here on how we go about using a space observatory, and how the
technical issues affect what we can and cannot do.

A major consideration is the choice of orbit. This is important partly because
of the concentrations of charged particles trapped in the radiation belts within the
Earth’s magnetosphere (see Figure 4.5). These high-energy particles interact with
many types of astronomical detectors and greatly increase the background signal,
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rendering them insensitive. X-ray detectors are especially prone to these effects, for
example, so it is wise to avoid these regions of charged particle concentration when
making astronomical observations. To minimise the problem, one can choose to fly
the observatory in a low Earth orbit (LEO), below the worst of the radiation belts,
or in a high Earth orbit (HEO), above the radiation belts.

A disadvantage of a low Earth orbit, which will typically be at an altitude
of 400-600 km, is that the Earth itself will block a substantial part of the sky.
Moreover, the orbital period is only about 90-100 minutes, so the region of sky
that is visible changes rapidly, making it difficult to observe a single target for an
extended period. Another disadvantage for some applications is that the sunlit
portion of the Earth is very bright. This can obviously lead to problems with stray
light background for instruments that are sensitive to optical/infrared radiation, or
problems with thermal control for instruments that need to be operated cold. A
further disadvantage is that low Earth orbits decay relatively rapidly due to the
drag caused by the tenuous outer atmosphere, limiting the lifetime of the satellite
unless corrective action is taken. Nevertheless, many astronomical observatories
have operated very successfully in a low Earth orbit, including HST'. Satellites in a
low Earth orbit can also in principle be serviced by the space shuttle, and repaired
if they develop a fault. This was famously demonstrated in the recovery of the Solar
Maximum Mission (SMM), while HST was designed from the outset with shuttle
servicing in mind.

The detrimental effects of the Earth on observing conditions are much reduced
in a high Earth orbit, which is ideal for applications where long observations of a
target are required under stable conditions. However, a penalty for choosing a high
Earth orbit is that more energy is required to reach it. Put another way, for a given
launch vehicle (which equates to cost) you can place a heavier and more capable
observatory into a low Earth orbit than a high Earth orbit. Similarly, it takes more
energy to achieve a circular orbit at a particular altitude, than an eccentric orbit
with an apogee (furthest distance from the Earth) at the same altitude. Thus a
compromise that is often adopted is to launch into an eccentric orbit with a high
apogee. This takes advantage of Kepler’s third law, which states that an orbiting
body moves more slowly at the apogee, and therefore spends most of its time at the
furthest points in its orbit. ESA’s EXOSAT X-ray observatory (launched in 1983)
was the first to use an eccentric high Earth orbit of this kind, and similar orbits are
employed by the latest generation of X-ray observatories, XMM-Newton (Figure 1.3)
and Chandra. These satellites spend most of their time outside the Earth’s radiation
belts, but one of the penalties paid for straying outside the Earth’s protective shield
is that they are vulnerable to the occasional burst of energetic particles originating
from the Sun (Chapter 5).

Communications are also an issue. A satellite in a low Earth orbit is typically
visible to a given ground station for only a few minutes for each orbit, which means
that some degree of autonomous operation is essential. NASA’s Tracking and Data
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Figure 1.3 The orbit of XMM-Newton about the Earth, shown to scale. The solid circles mark
the position of the spacecraft at two-hour intervals in its two-day orbit. The observatory collects
scientific data only when it is above about 40,000 km altitude (shown as the dashed circle), but
this amounts to about 90% of the time because of the fact that the spacecraft moves more slowly
near the apogee than the perigee. The apogee is about 114,000 km above the Earth.

Relay Satellite System (TDRSS) provides an orbital relay through which continu-
ous contact can be achieved, particularly for monitoring the state of the satellite,
but this is expensive. The IUFE satellite was placed into a geosynchronous orbit,
which meant that it could be operated as a real-time observatory from a single
ground station. (In fact the orbit was slightly eccentric, which meant that its ap-
parent position in the sky oscillated every day to allow it to be operated from
two ground stations, one in Europe and one in the USA). Geosynchronous orbits
(altitude 40,000 km) are not completely free of the radiation belts, however, and
the TUE detectors suffered from enhanced radiation background for part of each
day. Instead of a fully geosynchronous orbit, X-ray observatories such as EXOSAT,
Chandra and XMM-Newton were/are in eccentric orbits with periods that are an
exact multiple of a day. These take them well above the radiation zones; in the case
of XMM-Newton, which is in a two-day orbit, to an altitude of about 114,000 km
at the apogee (Figure 1.3). Because the orbital period is a multiple of a day, con-
tinuous coverage can be achieved from a limited set of ground stations during the
part of the orbit when the spacecraft are making observations, above the radiation
belts. Set against the value of continuous coverage, the problem of transmitting the
data collected to the ground becomes more acute the further the spacecraft is from
the Earth.

Similar considerations apply in observing the Earth from space (Chapter 2).
A low Earth orbit gives you the best spatial resolution, since the spacecraft is
only a few hundred kilometres above the Earth’s surface. However, the region
being studied is moving quickly in the field of view, because of the satellite’s orbital
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motion, and any given point on the Earth’s surface is visible for only a short time. A
polar orbit is frequently used, so that every point on the Earth’s surface is accessible.
From a high Earth orbit, one can monitor a complete hemisphere of the Earth at
one time but at the expense of spatial resolution. Geosynchronous orbits are useful
if you want to keep a particular region of the Earth in continuous view.

Another alternative is to leave Earth orbit altogether. The ESA/NASA Solar
Heliospheric Observatory (SoHO) flies at the Lagrangian point of the Earth’s orbit
about the Sun, in the same orbit as the Earth and kept in place by the shepherding
effect of the Earth’s gravity. From this vantage point, SoHO can monitor the Sun’s
activity continuously (Chapter 6). A similar location is being considered for many
future observatories, particularly those that use cryogenic detectors (Chapter 13),
where the cold and stable thermal environment is a major advantage. If high
spatial resolution of a Solar System body is the ultimate target, however, there
is no substitute for getting as close as possible. This is why we send space probes
to other planets. For the Sun also, we would like to get much closer in order to
resolve the detail that we need to understand how it works. For this reason ESA
are currently planning their Solar Orbiter spacecraft, which is intended to fly to
within 40 solar radii of the Sun (for comparison, the Earth’s orbit is at a radius of
about 200 solar radii). Withstanding the thermal and radiation stresses of flying
that close to our parent star will be a major challenge, but will provide a powerful
addition to our investigative arsenal.



Chapter 2

Remote Sensing of the Earth’s Climate System

Tan Mason

2.1 Remote Sensing of the Climate System

Observation from space has become an important tool for the scientific study of the
Earth, and with increasing concern about anthropogenic global warming; much of
this remote sensing is currently directed towards studying the Earth’s climate. This
chapter provides an overview of this field, outlining the basic principles involved in
Earth observation from space (Section 2.2), and then providing one example of
each of the three main types of remote sensing, as applied to climate research
(Sections 2.3, 2.4 and 2.5). First, however, Section 2.1 provides an introduction to
remote sensing and the climate system.

2.1.1 Remote sensing and Earth system science

The phrase ‘remote sensing’ can be used to describe almost any indirect measure-
ment, but is used in this chapter in the context of measurement and observation
of the Earth from satellites. Nevertheless, it should be noted that many of the
methods for remote sensing of the Earth have been used in spacecraft missions to
other planets, and are also deployed on aircraft, often so as to test new techniques
and methods prior to their use in space-borne instruments. Remote sensing of the
Earth from space goes back to the beginning of space exploration in the late 1950s/
early 1960s, when it was initially applied to military surveillance and meteorology.
Operational programmes in both of these areas were subsequently established by
the USA, the USSR and other nations. Further socio-economic applications fol-
lowed with the introduction of commercial high resolution visible/infrared imaging
satellite programmes such as the USA’s Landsat in 1972 and the French Spot in
1986, and these systems are now routinely used for applications such as geological
prospecting and land use mapping. In addition, since the 1990s, imaging radar

13
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systems on non-military satellites have been used on a regular basis for economic
purposes such as sea ice mapping and oil prospecting.

Alongside these developments, Earth scientists have also made extensive use of
data from remote sensing satellites — not only the above operational and commer-
cial systems, but also a number of dedicated scientific missions. Such data have
been applied in disciplines such as atmospheric science, oceanography, glaciology,
geology and biology. However, much Earth science is now interdisciplinary, treating
the Earth as a single complex system, and such research is therefore often referred

Table 2.1 The first large International Earth Observing System (IEOS) satellites and their main
instruments.

Satellite (in launch order) Main Instruments (in alphabetical order)

Terra (USA, 1999) ASTER Advanced Spaceborne Thermal Emission and
Reflection Radiometer
CERES Clouds and the Earth’s Radiant Energy
System
MISR Multi-angle Imaging Spectro-Radiometer
MODIS MODerate-resolution Imaging Spectro-
radiometer
MOPITT Measurements of Pollution in The Troposhere
Envisat (Europe, 2002) ASAR Advanced Synthetic Aperture Radar
AATSR Advanced Along Track Scanning Radiometer
GOMOS Global Ozone Monitoring by Occultation of
Stars
MIPAS Michelson Interferometer for Passive
Atmospheric Sounding
MERIS MEdium Resolution Imaging Spectrometer
MWR MicroWave Radiometer
RA-2 Radar Altimeter 2

SCIAMACHY  SCanning Imaging Absorption SpectroMeter
for Atmospheric CHartographY

Aqua (USA, 2002) AIRS Atmospheric Infrared Sounder
AMSR/E Advanced Microwave Scanning Radiometer/
EOS
AMSU Advanced Microwave Sounding Unit
CERES Clouds and the Earth’s Radiant Energy
System
HSB Humidity Sounder for Brazil
MODIS MODerate-resolution Imaging Spectro-
radiometer
ADEOS-II (Japan, 20027) AMSR Advanced Microwave Scanning Radiometer
GLI Global Imager
ILAS-II Improved Limb Atmospheric Spectrometer 1T
POLDER Polarization and Directionality of the Earth’s
Reflectances

SeaWinds Radar Scatterometer
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to as Earth system science. For such studies, the Earth system is generally con-
sidered in terms of two major subsystems: the physical climate system and the
biogeochemical system (IGBP, 1990). In view of possible anthropogenic changes
to the climate and the environment, two international programmes were set up in
the 1980s to promote and coordinate research into these two subsystems: the World
Climate Research Programme (WCRP) and the International Geosphere—Biosphere
Programme (IGBP), respectively. The IGBP also addresses Earth system modelling
and past global change (IGBP, 1990). Research in these areas has subsequently re-
ceived strong support, and an international series of large remote sensing satellites,
conceived in the 1980s, is now being launched to provide high quality remotely
sensed data for this research effort. The first, Terra (from the USA’s NASA), was
launched in 1999, followed by Envisat (from ESA) and Aqua (from NASA) in 2002.
At the time of writing, ADEOS-II (from the Japanese NASDA) is about to be
launched. Table 2.1 lists the main instruments on these satellites. Further scien-
tific Earth observation missions are planned, including a range of dedicated smaller
satellites such as ESA’s Cryosat (designed to measure land ice and sea ice in po-
lar regions). Improved versions of commercial and operational systems, such as
Landsat-7 (launched 1999) and various advanced meteorological satellites, are also
expected to provide valuable additional data for Earth system science. The NASA
missions are collectively known as the Earth Observing System (EOS); the whole
set of missions in this ‘EFOS era’; including those from other agencies and nations,
has been referred to as the International Earth Observing System (IEOS; King and
Greenstone, 1999).

2.1.2 The requirements for remote sensing of the climate system

Much of the remote sensing for Earth system science is directed towards climate
research, the main application considered in this chapter. Before discussing remote
sensing methodology, therefore, it is useful to give an overview of the climate system,
and to note how remote sensing can be used in the investigation of climate.

The Earth’s climate system (Figure 2.1) is complex and dynamic, involving
the mutual interaction of the atmosphere, ocean, cryosphere, biosphere and land
surface, as they exchange energy, momentum, moisture, and other substances such
as carbon dioxide or aerosols (suspensions of tiny solid or liquid particles in the
atmosphere). Solar energy (mostly visible light) drives the whole system, mainly
by heating the surface of the Earth, the majority of which is ocean. This heated
surface then warms the atmosphere by various processes. Of particular importance
is the greenhouse effect, whereby greenhouse gases such as water vapour and carbon
dioxide absorb most of the radiant heat from the surface. These in turn radiate
heat back and warm the surface further, the amount of warming depending on their
concentration. The difference in solar heating between low and high latitudes causes
the general circulation of the atmosphere, which in turn, by the action of wind on
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Figure 2.1 Schematic illustration of the climate system. The full arrows are examples of external
processes, and the open arrows are examples of internal processes, in climatic change. From IPCC
(1990, p. 75).

the ocean surface, is largely responsible for setting up the ocean circulation. Both
of these circulations transport heat from low to high latitudes and play a major
role in determining the weather and climate at any location. The weather is the
instantaneous state of the atmosphere at any place, characterized by parameters
such as temperature, precipitation, wind, cloud, pressure, humidity and visibility.
Climate is the long-term description of the weather for a particular place or region,
characterised by averages and other statistical measures of the weather.

Averaged over time, temperatures within the climate system are kept steady by
the radiation of heat to space, mainly from the atmosphere, balancing the incoming
solar radiation. Consequently, any changes to this radiation balance will, on average,
tend to cause global warming or cooling. Because of the complexity of the system
and its processes, there will also be many other alterations to the climate on a
global and a regional scale, as well as environmental impacts of climate change such
as a sea level rise. Climate change can therefore be induced by changes to any
of the external constraints of the system (e.g. the full arrows in Figure 2.1), such
as greenhouse gas concentrations, or the amount of incoming sunlight reflected by
clouds or aerosols. Both of these effects are in fact occurring when we burn fossil
fuels — one of the key human activities influencing climate. (Of the combustion
products, carbon dioxide is a greenhouse gas, and sulphur dioxide creates sulphate
aerosols that reflect sunlight and also help produce more highly reflecting clouds.)

There are also, however, natural fluctuations in the climate system’s exter-
nal constraints, particularly the release of sunlight-blocking aerosols into the
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stratosphere by volcanic eruptions, and variations in the radiation output from
the Sun. In addition the climate displays a natural variability due to internal oscil-
lations within the climate system itself. An important example is El Nino/Southern
Oscillation (ENSO). An interaction between the tropical ocean and the global atmo-
sphere, ENSO is a quasi-periodic oscillation, every few years, between two different
climatic states (known as El Nifio and La Nifia), which involve alterations of climate
(e.g. average temperature, precipitation and wind) in many regions. The magni-
tudes of all these natural effects are such that it was only during the 1990s that an
anthropogenic climate change ‘signal’ (a net global warming) began to emerge from
this natural climatic ‘noise’ (Figure 2.2).

The Intergovernmental Panel on Climate Change (IPCC) was set up in 1988 to
assess the scientific information on climate change and its impacts, and to formulate
response strategies. It produced major reports in 1990, 1995 and 2001 (IPCC, 1990;
IPCC, 1996; IPCC 2001). The 2001 report showed that the Earth had warmed by
0.6°C + 0.2°C since the late 19th century, with a strong increasing trend since the
mid-1970s that is still continuing (Figure 2.2). The IPCC concluded that ‘most of
the warming observed over the last 50 years is attributable to human activities’.
The report summarised modelled predictions for the climate over the 21st century,
including a global warming of between 1.4°C and 5.8°C (depending on the green-
house gas and aerosol emission scenario), mainly due to an enhanced greenhouse
effect, and a rise in sea level of between 0.09 and 0.88 m, mainly due to thermal
expansion of the oceans. Though such changes may seem small compared with,
say, daily fluctuations in temperature or tidal effects on sea level, they represent

B8 Optimum average (Folland et al.,, 2001) £

04 B8 Area weighted average (adapted from Jones et al., 1997b, 2001)
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Figure 2.2 Smoothed annual anomalies of global combined land surface and sea surface tempera-
tures (°C), 1861-2000, relative to 1961-1990, and twice their standard errors. From IPCC (2001,
p. 115).
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exceptionally rapid changes in mean values compared with the past. These changes,
together with associated changes in other climatic variables and oscillations such
as ENSO, are therefore likely to have a profound impact on the biosphere and on
human society.

Despite these results, there is still considerable uncertainty in establishing accu-
rately, for both climate change and its impacts, the magnitude of current changes
and predicted trends, particularly at the regional level. There are three ways in
which research is helping to reduce these uncertainties:

e Predictive modelling

— to predict more accurately future changes in climate and its impacts, by means
of sophisticated atmosphere—ocean general circulation models (AOGCMs).

e Process studies

— to understand, quantify and model the detailed processes involved in climate
change and its impacts, so as to make the predictive models more accurate.

o Observation

— to directly detect any changes in climate or its impacts;

— to obtain input data for predictive models (e.g. data for initial or boundary
conditions).

— to obtain validation data for predictive models (to check model outputs, when
they are tested by being run for periods ending at the present time).

— to obtain data for process studies.

The Global Climate Observing System (GCOS) was set up in 1992 to coordinate
and facilitate the observational aspect of this research at an international level, with
the aim of ensuring that the necessary climate-related data are acquired and made
available to users. Remote sensing can play an important role in making such obser-
vations (Karl, 1996), and there are a number of reasons why measurements made by
remote sensing can in principle be better than the equivalent in situ measurements.
The main advantage of remote sensing is improved coverage of the globe in time and
space, particularly over the ocean, polar regions and remote land areas. Data access
is generally also fast and guaranteed, via dedicated data centres. In addition, data
quality can be high, in so far as it is consistent (from a single sensor) and controlled
(via calibration and validation). Furthermore, there are some measurements (e.g. of
ocean topography; see Section 2.5) that are virtually impossible to make in situ.
Nevertheless, not all climate-related measurements (e.g. of the deep ocean) can be
made by remote sensing, and in many cases remote sensing in the pre- EOS era has
not matched the accuracy of in situ data. Therefore it is only with the advent of
the TEOS that the potential of remote sensing as a tool for climate research is likely
to be fully realised.
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Table 2.2 Remote sensing of the climate system: main measurements.

Atmosphere Land

Clouds and aerosols Albedo

Lightning Inland water (rivers, lakes, wetlands)
Precipitation Soil moisture

Radiation budget Surface composition
Temperature (vertical profiles) Surface temperature

Trace gases Surface topography

Water vapour (vertical profiles) Vegetation

Winds Volcanoes

Ocean Cryosphere

Colour (phytoplankton) Land ice thickness

Sea surface temperature Sea ice extent, thickness, type

Sea surface topography circulation  Sea ice motion
Waves and surface wind speed Snow extent and thickness

Table 2.2 lists most of the climate-related measurements that can be made by
remote sensing. It is based on a number of such lists in the literature (Butler et al.,
1984; Butler et al., 1987; IPCC, 1990; Harries, 1995). For each of the listed or
associated variables, there are particular observational requirements for climate
research (e.g. accuracy, spatial resolution, temporal resolution). A comprehensive
set of these requirements was listed, for example, in one of the early planning do-
cuments for the EOS (Butler et al., 1984). For most of the listed measurements, the
atlas edited by Gurney et al. (1993) gives examples of remotely sensed observations
in the pre-FOS era.

2.2 Remote Sensing Methodology

Satellite remote sensing from space, particularly for climate research, involves a
particular methodology. In this section we begin by describing the main constraints
that result from observing from space, and then describe the basic concepts involved
in making the measurements. Finally, we describe some of the main factors affecting
the measurement process.

2.2.1 Constraints due to observing from space

One of the main constraints imposed on space-based Earth observation is the na-
ture of the satellite’s orbit. There are two main orbits used for remote sensing: the
geostationary orbit (GEQ), used for the international set of geostationary meteoro-
logical satellites, and the near-polar circular low Earth orbit (LEO), used for most
other remote sensing satellites. In addition, other LEOs are occasionally used for
specific purposes.
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Assuming a spherically symmetrical Earth, the period P of an Earth satellite in
a circular orbit of altitude & is given by

(RE + h)3

P=2
™ oMy

where G is the universal gravitational constant and Mg and Rp are the Earth’s
mass and radius respectively. If P is given in days, the number of orbits per day
Norb = l/P.

The near-polar circular LEO is shown in Figure 2.3. Typically the orbital incli-
nation i (the angle between the orbital plane and the equatorial plane) is slightly
greater than 90° (usually to provide a Sun-synchronous orbit; see below). In this

Earth's
rotation

(b)

Figure 2.3 (a) Schematic diagram of a typical near-polar LEO for remote sensing. Inclination
angle ¢ and ascending node A are shown (see text). (b) Four minutes of thermal infrared data
from AVHRR in such a LEO, showing its wide swath. The satellite is travelling approximately
northward across the warm (dark) Gulf Stream (bottom) and east coast of the USA (top). The
cool coastal waters and cold cloud appear light. Image from Cracknell and Hayes (1991).
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case the satellite is retrograde (travelling from east to west), with the sub-satellite
point reaching a maximum latitude of (180—4)°. The altitude h is typically between
500 km and 1000 km, with P ~ 100 minutes. Observations of the Earth are built up
along the ground track (the track of the sub-satellite point on the Earth’s surface)
in the form of strips or swaths (Figures 2.3, 2.13). As the satellite travels round its
orbit, the Earth rotates from west to east while the orbital plane remains fixed in
space. Thus each successive revolution of the satellite around its orbit provides a
new swath. Approximating the Earth as a sphere and ignoring Earth rotation, the
speed with which the sub-satellite point moves along the ground track is given by
Vtrack = (2mRE/P); note that this is slower than the actual satellite speed. For
h = 800 km, for example, vrack & 6.6 km s™'. The separation Se, between suc-
cessive swath centres, measured along the equator, is given by Seq = (27 Rg/Norb )-
Again using the example of h = 800 km, we find that ney, ~ 14.3, s0 Seq = 2800 km.
However, the separation reduces dramatically as the ground tracks converge at high
latitudes.

The frequency or time resolution for observing any location is therefore better
for wide swaths and higher latitudes. For a typical near-polar LEO, the maximum
realistic swath width (avoiding excessively oblique viewing) is approximately the
same as the spacing of successive ground tracks at the equator. For example, for
a satellite with h = 800 km and Seq =~ 2800 km at the equator, an on-board
instrument with a swath width of 2800 km centred at the nadir (the direction of
its sub-satellite point) will be viewing at an angle of ~ 17.5° to the horizontal at
the edge of the swath. An instrument with such a swath width (e.g. the Advanced
Very High Resolution Radiometer, AVHRR, on the NOAA meteorological satellites;
see Figure 2.3 and Section 2.3) can therefore make observations of any location on
the equator twice per day (approximately 12 hours apart) near the ascending and
descending nodes of the orbit (the points where the sub-satellite point crosses the
equator travelling northward and southward, respectively). Locations at higher
latitudes can be observed on several successive swaths. If the view angle needs to
be less oblique, or if the swath width of the instrument is intrinsically narrower, there
will inevitably be gaps between successive swaths at low latitudes. On successive
days, however, assuming ne,p is not an integer, the orbital tracks will lie in different
positions on the surface, and this allows any viewing gaps between successive swaths
gradually to be filled in. Thus full coverage of the Earth’s surface is possible from a
satellite in near-polar LEO, except perhaps at the very highest latitudes (depending
on swath width and orbital inclination).

The horizon-to-horizon view for a satellite in LEO represents a small fraction of
the circumference of the Earth (e.g. ~ 15% at 800 km altitude; Figure 2.4). By the
same token, a satellite in LEO can only be observed by any one ground station for
a small fraction of the orbital period. Therefore data are usually stored on board
and downloaded to ground stations at high latitudes, where the convergence of the
ground tracks means that many different orbital passes will be within range of a
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Figure 2.4 (a) Comparison of imaging geometry from GEO and LEO (approximately to scale).
The view is either looking down on the North Pole, or looking perpendicular to the Earth’s axis.
(b) A quarter of a full-Earth image from Meteosat, in GEO. Note the hurricane Gloria. Image
from ESA.

single ground station. Some imaging instruments, however, have such a high data
rate that on-board storage is not realistic. For such instruments, e.g. the synthetic
aperture radar (SAR) on ERS-1 and ERS-2, the satellite can only acquire useful
data when it is actually passing over a ground station, and can transmit the data
in real time.

A special type of LEO is one whose altitude, and therefore value of ng,yp, is
adjusted such that after a repeat period of N days (where N is an integer), the
ground tracks start to repeat their geographical positions again exactly (usually
within ~ 1 km). The criterion for such an orbit is therefore that the product
(N noeb) is an integer. Sometimes known as an Farth-synchronous orbit, this is
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particularly valuable for radar altimeters, which have a very narrow swath (typically
< 10 km) and are used to look for time-varying heights on the ocean or ice sheets
(see Section 2.5).

As mentioned earlier, a near polar LEO may also be Sun-synchronous. For
this type of orbit, the Earth’s gravitational asymmetry is used as a natural way of
slowly rotating the orbital plane around the Earth’s axis, so that the orbital plane
retains the same orientation with respect to the Sun rather than to the ‘fixed stars’.
Thus the local time of the ascending node does not change with the seasons, but
remains fixed. Sun-synchronous orbits are often used for remote sensing satellites,
so as to lock them into the diurnal cycle (e.g. with regard to solar illumination and
meteorological conditions). For the natural rate of rotation of the orbital plane to
be the required 360° in 365 days, the inclination has to be ~ 100° for the typical
LEO altitudes considered here.

Other LEOs are occasionally used for specific remote sensing purposes. For
example, the Tropical Rainfall Measuring Mission (TRMM, launched in 1997) used
a low inclination LEO (i = 35°, with the sub-satellite point reaching a maximum
latitude of 35°) to give more frequent coverage of the tropics. Another example
is Cryosat, due for launch in 2004, which will use a high inclination LEO (92°) to
monitor land ice and sea ice near the poles with a narrow swath radar altimeter.

The geostationary orbit (GEO) has an inclination of 0° and an orbital period
equal to the rotation period of the Earth, so that a satellite in GEO is always
situated over a single longitude point on the equator. This requires an orbital
altitude of ~ 35800 km. The viewing geometry is shown in Figure 2.4. The horizon
is at approximately +80° in latitude or longitude, so the poles are not visible, and
at least three geostationary satellites are required, located at different longitudes, in
order to image the whole Earth. To avoid extremely oblique viewing at intermediate
longitudes, five satellites are in fact used, forming the current operational set for
meteorology: GOES-W (USA; 135°W), GOES-FE (USA; 75°W), Meteosat (Europe;
0°), GOMS (Russia; 70°E), GMS (Japan; 140°E).

Nevertheless, viewing from satellites in GEO is still very oblique at high lat-
itudes (Figure 2.4), producing image distortion with degraded spatial resolution.
The main advantage of the GEO for remote sensing is high time resolution. Images
can be produced continuously (in practice, a few times an hour), allowing rapidly
changing phenomena, particularly clouds, to be monitored. For climate research
and meteorology, such cloud data are valuable for estimates of rainfall and wind
speed, and enable storms such as hurricanes to be tracked accurately. All the data
can also be continuously transmitted in real time to a ground station, avoiding the
necessity for on-board data storage. One disadvantage of remote sensing from GEO
is the fact that the diffraction limit on spatial resolution becomes more important
(see Section 2.2.5), mainly because of the high altitude but also because it is diffi-
cult and costly to place massive large aperture telescopes in GEO. In practice this
currently precludes any useful radar or passive microwave observations from GEO.
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(In addition, radar observations generally require specific viewing angles, which
are clearly unavailable for the majority of locations from GEOQO.) The diffraction
limit also currently restricts infrared observations from GEO to a moderate spatial
resolution (~ 1 km), though such a resolution is acceptable for most climate-related
applications. A summary of the advantages and disadvantages of the GEO and
near-polar LEO for climate-related remote sensing is given in Table 2.3.

As well as these orbital constraints on observing the Earth, the usual spacecraft
constraints (e.g. the need to survive the space environment, restrictions on mass
and power, etc.) clearly also apply to remote sensing satellites. Attitude control
(i.e. stabilisation of the satellite’s orientation) is also an important consideration.
Gravity gradient stabilisation, involving a mass on a boom that automatically points
directly away from the Earth, seems an attractive method for Earth remote sensing.
However, residual pointing oscillations mean that such systems cannot generally be
used, and most LEO remote sensing satellites require three-axis stabilisation to pro-
vide sufficiently accurate pointing. An exception was the GEOSAT mission in the
late 1980s. This LEO satellite was able to use gravity gradient stabilisation because

Table 2.3 Comparison of main satellite orbits for Earth remote sensing.

Geostationary Orbit Near-Polar Low Earth Orbit

Advantages Disadvantages

High time resolution (each location observed
several times per hour). Good for cloud and
storm monitoring

Time resolution as poor as every 12 h
(broad swath) or many days (narrow swath).
However, this is adequate for many climate
applications.

Continuous ground communications. Discontinuous ground communications.
Need data recording, or acquisition over

ground stations only (if high data rate).

Disadvantages

Large payload mass in GEO is difficult/
expensive

Spatial resolution worse (large telescope
aperture less feasible, and large viewing
distance). Microwave observations
unrealistic, but visible/infrared spatial
resolution adequate for many climate
applications.

Limited latitude range (poles invisible).

Fixed viewing angles for each location.
Prevents radar measurements. High
latitudes viewed obliquely

In-orbit recovery or repair currently
impossible.

Advantages

Large payload mass more feasible.

Reasonable spatial resolution possible even
at microwave wavelengths.

All latitudes can in principle be observed.

Nadir viewing possible at all latitudes.

In-orbit recovery or repair possible in principle.
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its only instrument was a pulse-limited radar altimeter, which could tolerate small
amounts of mispointing (see Section 2.5). For GEO, a useful attitude control option,
used by most geostationary meteorological satellites to date, is spin stabilisation,
with a north—south spin axis. The spin is then also used for east—west scanning
of the Earth by a narrow field of view telescope, so as to build up the image (see
Section 2.2.5).

2.2.2 Measurement by remote sensing: basic concepts

Remote sensing instruments are often classified as either passive instruments, ob-
serving natural electromagnetic radiation reflected or emitted by the Earth, or active
systems, where the instrument provides its own artificial source of electromagnetic
radiation and observes the backscatter from the Earth. Thus we can distinguish
three basic techniques for remote sensing of the Earth:

e Passive sensing of reflected sunlight (using visible and near-infrared wavelengths)

e Passive remote sensing of thermal emission (using thermal infrared and microwave
wavelengths)

e Active remote sensing using laser or microwave radar systems

The wavelengths utilised by these systems are constrained by the transmission of
the atmosphere and, for the passive systems, by the spectra of the radiation sources
(Figure 2.5). It can be seen that there are only certain spectral bands or ‘windows’
that are available for observation of the Earth’s surface from space, as follows. (Note
that the nomenclature and boundaries for regions of the electromagnetic spectrum
are ill-defined; here we adopt those of Stephens, 1994.) Over the whole of the
visible region (0.4-0.7 pm) the atmosphere is highly transparent, but in the near-
infrared region (0.7-3 pm) it has a number of absorption features, mainly due to
water vapour and carbon dioxide. In the thermal infrared region (3—-15 pm) the
atmosphere is fairly opaque due to absorption by water vapour, carbon dioxide and
other trace gases, except in the three main transmission ‘windows’ from 3.5-4.0 pm,
8.0-9.5 pm and 10.5-12.5 pm. At longer wavelengths the atmosphere is highly
opaque until a window opens up in the microwave region (from 1 mm to 1 m,
equivalent to 300 GHz to 0.3 GHz, as the product of the wavelength and frequency
for electromagnetic waves is equal to the speed of light). The main absorption peaks
here are due to oxygen at approximately 2.5 mm (120 GHz) and 5.0 mm (60 GHz),
and water vapour at approximately 1.5 mm (200 GHz) and 15 mm (20 GHz).

If we wish to observe the atmosphere rather than the Earth’s surface, the absorp-
tion features are not always a hindrance but can be put to positive advantage so as to
carry out what is usually called ‘remote sounding’ of the atmosphere. In this special
type of passive remote sensing of thermal emission, thermal infrared or microwave
observations are made simultaneously in several narrow wavelength bands, each
having a different value of atmospheric absorption. For each wavelength, the source
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Figure 2.5 Generalised absorption spectrum of the Earth’s atmosphere along a vertical path.
The curve shows the total atmospheric transmission. (Note the slightly different nomenclature
and divisions compared with the text.) From Elachi (1987). Copyright 1987. This material is
used by permission of John Wiley & Sons, Inc.

of the detected radiation has a different height distribution in the atmosphere, with
a peak at a different height. These differences allow vertical atmospheric profiles of
temperature and water vapour to be obtained.

In discussing the natural radiation sources for passive remote sensing, it is useful
to note the definitions of some of the radiometric quantities used in remote sensing
(Table 2.4). The Sun and the Earth can, to a first approximation, be considered
as blackbody radiation sources, whose spectrum is therefore given by the Planck
function, which in terms of spectral radiance Rpp is given by

2hc? 1

RBB()‘aT) = A6 ech/AKT _1°

where h is Planck’s constant, k is Boltzmann’s constant, c is the speed of light, A
is the wavelength, and T is the absolute temperature of the blackbody. Integrating
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Table 2.4 Radiometric quantities.

Quantity Definition SI Units
Radiant flux Total radiant power. 4%
Radiant flux density Radiant flux intercepted by a W m™—2
unit area of a plane surface.
Exitance Radiant flux density emitted W m—2
in all directions (i.e. into a
hemisphere).
Irradiance Radiant flux density incident W m~™2

from all directions (i.e. from
a hemisphere).

Radiance In a particular direction, W m—2 sr—!
the radiant flux per unit
solid angle, per unit
projected area (i.e.
perpendicular to that
direction).

Spectral @ (Q is any Any of the above quantities As above, including m~1!

of the above quantities)  defined at a particular
wavelength, per unit
wavelength.

over all angles (i.e. a complete hemisphere) gives the spectral exitance Egg = 7 Rpp.
Integrating over all wavelengths then provides the well-known Stefan—Boltzmann
law for blackbody radiation. The maximum of the Planck function occurs at a
wavelength A\ .x given by Wien’s displacement law:

a
/\max = T )

where the constant @ = 2898 pm K. Values for A\pax for the Sun (7' = 5780 K) and
the Earth’s surface (T ~ 288 K) are therefore ~ 0.5 um and ~ 10 pum respectively.
Figure 2.6 shows blackbody spectra approximating to the irradiance from incoming
sunlight and the exitance of outgoing infrared radiation at the top of the Earth’s
atmosphere. (The former is greatly reduced in magnitude because of the Earth’s
distance from the Sun.)

As a framework for describing individual remote sensing instruments and
their application to climate research, it is useful to generalise the remote sensing
measurement process, as outlined in Figure 2.7. Following the arrows, we start
(bottom left) with the aim of measuring a particular climate-related geoscience
variable (e.g. sea surface temperature, SST). There are various factors that af-
fect the measurement. They are categorised here as surface effects (e.g. emission),
atmospheric effects (e.g. absorption) and instrumental effects (e.g. radiometric
calibration); examples are discussed in the next section. The influence of each
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Figure 2.6 Approximate spectral radiant flux densities at the top of the Earth’s atmosphere, as-
suming the Sun to be a blackbody at 5780 K, and the Earth/atmosphere system to be a blackbody
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of these factors on the measurement needs to be considered when analysing the
data. Some of the effects must be taken into account in data processing algorithms
that convert the raw data into a geoscience data product (e.g. a map of SST). For
remote sensing it is convenient to identify three general ways of producing these
algorithms, as discussed below: modelling the effects, making empirical correlations,
and relaxing the observing criteria. (In practice the development of the algorithms
is also intimately associated with the design of the instrument itself, e.g. through
choice of wavelengths, viewing geometry, etc.) Finally, the algorithm can then often
be checked or validated using in situ measurements of the same geoscience variable,
coincident in time and space with the remote sensing observations.

Let us briefly consider the three ways of producing the algorithms. The first
method, namely physical and mathematical modelling of the effects, is perhaps the
ideal method, and is commonly used in other fields such as astronomy. The resulting
algorithms are generally of two types. For ‘best fit’ algorithms, the circumstances of
the measurement (e.g. surface and atmospheric properties) are varied in a simulation
of the measurement so as to produce the best match to the actual raw data value.
For ‘inverse’ algorithms, the modelling leads to a relatively simple formula for the
geoscience variable as a function of the raw data. An example of this type from
climate research is the sea surface temperature (SST) algorithm used by the Along
Track Scanning Radiometer (ATSR) series of instruments (see Section 2.4). In
practice it is also common to carry out empirical ‘tuning’ of modelled algorithms
(e.g. adjusting the algorithm coefficients) using in situ data, as part of the validation
process noted above.

In some cases, however, the processes involved in the remote measurement are
too complex to model. Fortunately, in the case of remote sensing of the Earth
a second method for producing data processing algorithms is available, because
it is possible to acquire coincident in situ measurements, as noted above. This
method involves making empirical correlations between the raw data and the in
situ measurements. A climate-related example is the measurement of wind speed
using radar altimeters (see Section 2.5). The functional form for such correlations
may sometimes be based on theoretical or modelled concepts. However, difficulties
may arise in this method if other circumstances arise which have not been present
in the initial correlation.

The third method for processing the raw data noted in Figure 2.7 involves
relaxing the observing criteria, particularly the need for measurement accuracy.
The measurement then becomes essentially qualitative rather than quantitative.
An example is vegetation remote sensing in the pre-EOS era using AVHRR data,
where it has proved difficult to take into account various surface, atmospheric and
instrumental effects, and so climate research applications, using a relatively simple
vegetation index, have of necessity tended to be rather qualitative (see Section 2.3).

In the next three subsections we consider in general terms some of the main
surface, atmospheric and instrumental factors that affect the measurement process.



30 Space Science

(We concentrate on passive remote sensing, because the factors affecting active
remote sensing tend to be very specific to the instruments and so a general discus-
sion is not appropriate.) Later we will provide examples of how such factors are
taken into account in the design of particular instruments and their data processing
algorithms.

2.2.3 Some surface factors affecting the remote sensing process
Thermal emission from a surface

The Planck function (see above) gives the spectral radiance Rpp emitted by a
blackbody, which is defined as a theoretical object that absorbs all radiation that
falls on it. Real surfaces, however, are not blackbodies, and the observed spectral
radiance Rops from any surface at temperature T' at wavelength A is given by

Robs = eRer(T, \),

where € is the emissivity of the surface, a fraction between 0 and 1. Blackbodies
therefore have an emissivity of 1. The emissivity of a surface depends on its chemical
makeup and its detailed structure. For any particular surface, the emissivity gen-
erally varies with wavelength and with the direction of emission. For land surfaces,
there will often be variations in the surface type, and therefore in the emissivity,
within a single picture cell, or pizel of the image.

For convenience, the thermal emission from a surface is often described in terms
of brightness temperature rather than spectral radiance. The brightness tempera-
ture T3, is the temperature a blackbody would need to have, in order to emit the
observed spectral radiance Rops. Thus, for a surface with an actual temperature T,
at wavelength A we have the equalities

Robs = eReB(T, ) = Ree(Th, A) .

Hllumination of a surface

Sources of illumination in remote sensing can be classified as either approximately
unidirectional (direct sunlight, lasers and radar) or omnidirectional (thermal or
scattered radiation from the atmosphere). A special case of omnidirectional radi-
ation is isotropic radiation, having equal radiance R;s, in all directions, where the
total irradiance I onto a surface from a hemisphere is given by I = 7 Rjso.-

For a unidirectional source, the illumination per unit area of a surface reduces
with angle from the perpendicular, as the beam spreads out on the surface. For
example, if F' is the radiant power from the Sun per unit area (measured perpendic-
ular to the beam), the irradiance I onto the surface is given by I = F cosf, where
0 is the angle of the Sun from the perpendicular. (For a horizontal surface, 6 is the
angle from the zenith.)
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Shadowing effects can be important in remote sensing. With solar illumination,
not only can a surface be directly shadowed from the Sun on a large scale (e.g. by
a nearby mountain or cloud), but shadowing on a small scale (e.g. shadowing of
leaves by other leaves and branches within a tree canopy) can change the average
illumination value for the observed surface. With sideways-looking imaging radar
(e.g. SAR), steep mountains can produce a ‘radar shadow’ area where the radar
pulse is blocked by the mountain.

Refiection from a surface

There are two extreme cases of surface reflection. Smooth surfaces, whose surface
roughness is much smaller than the illuminating wavelength, will exhibit specular
(mirror-like) reflection. Approximations to this in remote sensing are sunlight re-
flecting from very calm water and radar reflecting from calm water or very smooth
land. The reflected image of the Sun is referred to as sunglint, which will only be
seen over water, at the appropriate view angle. The term ‘sunglint’ is used even
if wave roughening substantially blurs the solar image. Images containing sunglint
are difficult to interpret, and orbits are usually planned to avoid excessive amounts
of sunglint. For a radar altimeter, which observes at the nadir, specular reflection
would give a very bright return signal. For a sideways-looking radar instrument
such as an imaging SAR, however, specular reflection is away from the instrument
so the resulting image would show zero backscatter from the surface.

The other extreme form of reflection is diffuse reflection from rough surfaces
(i.e. with a roughness much greater than the illuminating wavelength). The reflec-
tion is said to be Lambertian if the reflected spectral radiance Ry.m is equal in
all directions, for unidirectional illumination. The total spectral exitance E from
the surface is then given by £ = 7Rpam. Some surfaces (e.g. snow) are close to
being Lambertian reflectors. Many surfaces, however, fall somewhere between the
specular and diffuse extremes, and the nature of the reflection also depends on the
illumination direction.

The reflection from a surface is quantified as the reflectivity or reflectance, a
fraction between 0 and 1, usually defined as the ratio of the output and input spec-
tral radiances. However, there are various different types of reflectivity, depending
on the illumination and observation geometry. For directional input and directional
output, we can define the bidirectional reflectance py;iqi;. For solar spectral irradi-
ance I = F cosf onto a horizontal surface (see above), it is convenient to use the
bidirectional reflection function (BDRF), which can be defined as the ratio of the
observed output spectral radiance to the output spectral radiance I /7 which would
be provided by a perfect Lambertian reflector. If measured for all illumination direc-
tions and all output directions, pniqir or the BDRF fully characterises the reflection
properties of a surface. In practice, for remote sensing, both the illumination and
the observation directions will be limited, but even so, for most surfaces, ppiqir or
the BDRF will not be known for the whole range of angles involved. In the case
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of radar measurements, the viewing is in the same direction as the illumination.
However, imaging radar systems have a range of illumination directions.

Another type of reflectivity, phem-dir, involves an isotropic hemispherical input
(e.g. isotropic illumination of a horizontal surface) and a directional output (e.g. a
single observation direction). In some cases this situation approximates reasonably
well to the observation of ‘sky’ radiation (i.e. radiation that is either scattered
or thermally emitted downwards by the atmosphere) reflected from the surface,
although the sky radiance is generally greater near the horizon due to the increased
optical thickness of the atmosphere. For isotropic illumination of a surface by ther-
mally emitted sky radiation, a useful relationship for any particular wavelength is

Edir + Phem-dir — 1 )

where eq;; is the emissivity of the surface in the same direction as the reflected
output radiation.

2.2.4 Some atmospheric factors affecting the remote
sensing process

Absorption and emission of radiation by gases

As noted earlier, for remote sensing of the Earth’s surface, we need to use the
‘window’ regions of the spectrum, where the transmission of the atmosphere is
higher. Even in these regions, however, there is a certain amount of absorption
(e.g. by water vapour), and in the thermal infrared and microwave parts of the
spectrum the atmosphere is also emitting its own thermal radiation, which adds to
the signal. For remote sounding of the atmosphere, both of these effects are made
use of by deliberately choosing regions of the spectrum with substantial absorption
and emission. The atmospheric and emission processes are quantified as follows.

Let us consider a thin layer of the atmosphere of thickness dz with perpendicular
illumination (Figure 2.8). For any wavelength, the atmospheric gases absorb a frac-
tion « of the input spectral radiance Ry,, where « is the absorptivity or absorptance
of the layer. The reduction in spectral radiance dR,ps due to the layer is therefore
given by

dRaps = aRyy,
Since dR,ps is proportional to both R;, and dz, we can more conveniently write
dRabs = aabstRin )

where the constant of proportionality a,ps is known as the absorption coefficient,
with units of m™?!.

If we are considering wavelengths in the thermal infrared or microwave parts of
the spectrum, the same gases in the layer also emit thermal radiation. At any partic-
ular wavelength, the spectral radiance d Repit emitted by a thin layer at temperature
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Figure 2.8 Absorption and emission in an atmospheric layer of thickness dz.

Tayer is given by
dRemit - E-RBB (ﬂayer) 5

where Rpp is the Planck function and ¢ is the emissivity of the layer. However,
it can be shown that for radiation of any given wavelength, the emissivity € of an
object is equal to its absorptivity a. Thus

dRemit - OZJ%BB (ﬂayer)
or
dRemit - aabstRBB (ﬂayer) .

These basic concepts are used in numerical radiative transfer models of the
atmosphere so as to simulate the spectral radiance observed by a radiometer in
space. The atmosphere is simulated as a set of layers, each with its appropriate
pressure, gas concentrations and (for thermal remote sensing) temperature, and
then radiation is followed upwards from the surface. Downward radiation is also
considered, and reflected from the surface to add to the upward beam. For com-
pleteness the presence of aerosols, and scattering (both out of and into the beam),
must also be considered (see below).

For thermal remote sensing, note that if the Earth’s surface were a blackbody
(which is a reasonable approximation for the ocean at thermal infrared wavelengths),
and the surface and the whole atmosphere were at the same temperature T', the
output spectral radiance R,y after each layer would just be the same as the input
spectral radiance Rj,, namely the Planck function Rpg(7T"). This can easily be
shown from the above equations, starting with the first layer above the surface:

Rout = Rin — dRaps + dRemit
= Rpp(T) — aRpp(T) + aRpp(T)
= Rpp(T).

Thus the atmospheric emission would perfectly compensate for the absorption,
and the brightness temperature observed in space would just be T. However,
in reality the atmosphere is colder than the surface (and generally reducing in
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temperature with height), and this leads to a brightness temperature deficit com-
pared with the true SST when observing the ocean at thermal infrared wavelengths
(see Section 2.4).

Absorption and emission of radiation by clouds

In the microwave part of the spectrum, clouds and light rain are highly transparent,
particularly at longer wavelengths. This is a great advantage when remote sensing
with passive microwave imagers rather than visible or infrared imagers, particularly
in areas with persistent cloud cover, such as the high latitude regions where most of
the sea ice occurs (see later). Radar systems, which also use the microwave region of
the spectrum, can also observe under cloudy conditions, and this again gives them
a considerable advantage over the equivalent visible or infrared instruments, such
as high-resolution imagers or laser altimeters.

In the visible and infrared regions of the spectrum, thick clouds are completely
opaque, and as they are colder than the surface, with high clouds being colder than
low clouds, their thermal infrared brightness temperatures are reduced accordingly.
This provides a method of determining the height of the cloud top, as long as the
vertical atmospheric temperature profile is already known. Thin clouds are partially
transparent at visible and infrared wavelengths. In the thermal infrared region
they absorb some surface radiation but also emit their own. However, as with the
atmosphere, the fact that the clouds are colder than the surface means that overall
effect over the ocean is an observed brightness temperature deficit compared with
the SST. A reduction in brightness temperature at thermal infrared wavelengths
will also result from the presence of a sub-pixel cloud (a cloud that is smaller than
the image pixel size).

Scattering of radiation

When electromagnetic radiation is scattered by molecules, aerosols or water droplets
(cloud or rain), the loss of spectral radiance dRgcat from a unidirectional beam of
spectral radiance R;, in a layer of thickness dz can be considered in the same way
as absorption (see earlier), with the scattering coefficient cicat taking the place of
the absorption coefficient azps. Thus

dRscat = Qcat dZRin .

Furthermore, radiation initially travelling in other directions can be scattered into
the beam, acting as a ‘scattering source’ in a similar way to emission.

The amount and angular distribution of scattered radiation depend largely on
the size of the scattering object and the wavelength of the radiation. If the scattering
object is very much smaller than the wavelength, then the process approximates
to Rayleigh scattering, with the scattering coefficient being inversely proportional
to the fourth power of the wavelength and the scattering intensity being peaked



Remote Sensing of the Earth’s Climate System 35

and equal in the forward and backward directions. An example is the scattering of
visible solar radiation by atmospheric molecules or small aerosol particles, where the
enhanced scattering at short wavelengths produces the blue appearance of the sky.
A similar enhancement of the short wavelength end of the spectrum occurs when
observing the surface from space, particularly if the atmosphere is hazy (containing
small aerosol particles).

The other extreme case is where the wavelength of the radiation is much smaller
than the scattering object. In this case the scattering coefficient is independent
of wavelength, so this is known as non-selective scattering, which is isotropic. An
example is the scattering of visible solar radiation by cloud droplets, giving clouds
their diffuse, white appearance. If the wavelength is comparable to the scatterer
dimensions, detailed scattering models are required. Lorenz—Mie theory gives a com-
plete description of scattering by dielectric spheres, and can therefore be used, for
example, to describe the scattering of thermal infrared radiation by cloud droplets.
For non-spherical particles such as ice crystals (in high cloud), however, alternative
methods have to be used.

2.2.5 Some instrumental factors affecting the remote
sensing process

Spatial resolution

The instruments used for remote sensing of the Earth are generally telescope sys-
tems. The telescope’s instantaneous field of view (IFOV) is usually defined as the
smallest angular element of the observation (Figure 2.9). For an imaging instru-
ment, the IFOV therefore usually represents the angular resolution. This angular
IFOV can be mapped as an instantaneously observed region on the Earth’s surface,
where, for an imaging instrument, it therefore represents the spatial resolution.
(Note that, strictly, the terms ‘angular resolution’ and ‘spatial resolution’ refer to
the ability of the telescope to resolve two close point sources. In remote sensing,
however, they are commonly used to refer to the IFOV and the image pixel size,
and it is in this looser sense that they are used in this chapter.)

Because the IFOV’s spatial dimensions on the surface at nadir are very small
compared with the altitude h of the telescope, they are well approximated by simply
multiplying the IFOV angular dimensions (in radians) by h (i.e. we can ignore the
curvature of the surface of the sphere of radius A when defining the IFOV in radians,
and we can also ignore the curvature of the Earth). Likewise the area, a, of the
IFOV on the surface at nadir can be approximated as a = (Qh?), where Q is the
solid angle of the IFOV in steradians. There are two main limiting factors that
determine how small a telescope’s IFOV can be: the diffraction limit, and the limit
set by geometric optics.

The diffraction limit to the IFOV is important for long wavelengths and/or a
small telescope collecting aperture. If a telescope with a circular collecting aperture
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Figure 2.9 Instantaneous fields of view (IFOVs) as defined by (a) the diffraction limit and (b) a
square field stop. The small circle represents the collecting and focussing optics.

of diameter D is observing a uniform scene, a point in the focal plane receives
radiation of wavelength A that has entered the telescope from a range of angles in
the form of a circular diffraction pattern of intensity (the Airy pattern). This has a
central peak of maximum intensity reducing to zero at the first diffraction minimum
(Figure 2.9), whose full angular width we may define as the diffraction-limited
instantaneous field of view IFOV gig, given (in radians) by

IFOV g = 2.447\/D..

In practice this diffraction limit to the IFOV is only important for microwave in-
struments, and for thermal infrared imagers requiring high spatial resolution (of
order 10 m) from LEO or moderate spatial resolution (of order 1 km) from GEO.

If the wavelength is short and/or the collecting aperture is large, the diffraction
effects are less important and the angular IFOV is largely determined by geometric
optics, generally by means of a field stop (a small aperture) or a detector element
in the focal plane (Figure 2.9). In this case the IFOV can be any shape; it is often
square, and provided that the detector efficiency is constant over its area, the IFOV
will have a flat top in intensity for a uniform scene (Figure 2.9). Generally the
edges of the IFOV will be blurred due to optical aberrations, residual diffraction
and manufacturing tolerances. For a telescope with a focal length f and an angular
field of view IFOV,p (in radians) determined by a field stop of width d, then

IFOV oy ~ d/ f .
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Even if the angular IFOV is (as in these examples) circular or square, it will
represent a circle or square on the Earth’s surface only at nadir. In other directions
the oblique viewing and the curvature of the Earth will change its shape as mapped
onto the surface.

Images from remote sensing instruments are generally digital, and as such are
made up of square pixels. Like the IFOV, pixels represent solid angle elements
that can be mapped onto the Earth’s surface as area elements. However, the pixel
size is determined independently of the IFOV in a way that (a) depends on the
instrument and (b) is often different for the two dimensions of the image. The latter
point means that square image pixels may map onto the nadir point as rectangles
rather than squares. (In other directions, as with the IFOV, their surface shape
will be distorted.) As an example, let us consider the imager on one of the spinning
satellites in GEO, the original Meteosat (Figure 2.10). The satellite is located over
a fixed point on the equator with its spin axis aligned north-south. Considering
one of the wavelength channels that uses a single detector (e.g. the thermal infrared
channel on Meteosat), the image is built up one pixel at a time, with the small
square IFOV being scanned across the Earth by means of the east-west spin of
the satellite, so as to build up an individual scan line. A north-south tilt of the
telescope after each rotation of the satellite then allows the next scan line in the
image to be produced. In the scan direction, the pixel size is therefore determined
by electronic sampling of the continuous detector output. In the pixel sample time
t, the satellite (with its telescope) has rotated through an angle representing the
pixel’s angular size in the scan direction. In the perpendicular direction the pixel’s
angular size is twice the angle of tilt of the mirror between each scan line. As
in this example, instrument designers generally try to make the pixel angular size
equal to the IFOV angular size in both dimensions; otherwise the scene is either
over-sampled or under-sampled. However, in the case of a circular IFOV (as with a
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Figure 2.10 Image formation with a Meteosat-type geostationary imager. Schematic imaging is
shown for one of the wavelength bands that uses a single detector.
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diffraction-limited instrument such as a passive microwave radiometer) it is clearly
impossible to match the pixel and IFOV sizes exactly.

Spectral resolution

Visible and infrared sensors observe in particular wavelength bands or ‘channels’.
The choice of bands depends on the source spectrum, the atmospheric transmission
and the particular objectives of the instrument (Figure 2.5). Often, filters define
the bands (e.g. for AVHRR, Landsat, ATSR, MODIS). There is usually a sepa-
rate filter and detector (or set of detectors) for each band. In some instruments
(e.g. ATSR) there is a single field stop, after which beam-splitting mirrors, which
reflect and transmit in different regions of the spectrum, deflect the relevant wave-
length range to the various filtered detectors, via extra focussing mirrors or lenses.
In other instruments (e.g. Landsat’s Thematic Mapper) the filtered detectors are
laid out within the focal plane, usually in the along-scan direction, enabling all
pixels to be observed directly by each band, though not simultaneously. With such
a system, however, accurate co-alignment of pixels for different spectral channels
is more difficult. To select very narrow bands, especially for ocean colour applica-
tions, diffraction gratings are sometimes used (e.g. on Envisat’'s MERIS) and special
techniques (e.g. using Michelson interferometers) have also been employed for atmo-
spheric sounders. For remote sounding the bands are matched to the appropriate
atmospheric absorption features. For surface remote sensing the bands are matched
to the surface reflectance features and the atmospheric windows.

Radiometric calibration

Most climate-related applications of passive remote sensing require accurate mea-
surements of radiance, and the instruments therefore require radiometric calibration
against radiation sources of known radiance. Preliminary calibrations are carried
out before launch to check and characterise the instrument. After launch, however,
there are inevitably changes to the system response on a range of timescales. For
example, the telescope’s optical throughput can change due to degradation in mirror
reflectivity, and detectors and electronics can change their gain and offset charac-
teristics. Such changes mean that some form of in-flight calibration is important,
ideally by observing at least two calibration targets so as to determine the curve
of radiance against detector output. If possible, such targets should be observed
without the insertion of extra optical elements (e.g. mirrors), since those elements
might themselves have poorly known or variable throughput. Therefore a common
method used for scanning radiometers in LEO is to observe full-aperture on-board
calibration targets as part of the scan. Examples of on-board calibration systems
for the passive remote sensing of reflected sunlight and thermal infrared emission
are described in Sections 2.3 and 2.4 respectively.
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Radiometric resolution

The radiometric resolution of an imaging sensor represents the smallest brightness
variation that can be observed, usually defined per pixel of the image. Though we
will consider here the case of thermal infrared sensors, many of the same general
principles can also be applied to visible and near-infrared sensors.

For thermal infrared radiometers the radiometric resolution is directly related to
the noise equivalent delta temperature (NEAT), representing the root mean square
(rms) variation in the measured brightness temperature values from pixel to pixel
in the image of a uniform scene of brightness temperature 7j,. The NEAT depends
on the noise of the detector and on how much signal it produces for a given value
of Ty,. In discussing the nature of this dependence, however, it is more convenient
to define the noise equivalent delta spectral radiance (NEAR), representing the rms
variation in the measured spectral radiance values from pixel to pixel in the image
of a uniform scene of spectral radiance equal to the Planck function Rpg(T}, A).
For a narrow wavelength band this can readily be converted to NEAT using the
fact that the ratio (NEAR/NEAT) is equal to the derivative dRpg/dT, evaluated
at Tb.

Let us first consider the detector noise. Infrared radiometers for remote sensing
use semiconductor photon detectors that are either photovoltaic (i.e. photodiodes)
or photoconductive. Different semiconductors have different band gaps E,. Thus
they have different long wavelength cut-offs Ay ax, because photons with energies
less than By = he/Amax (Where h is Planck’s constant and c is the speed of light) will
be unable to generate an electron—hole pair. Typical detector materials, e.g. used
by ATSR, are indium antimonide (InSb, having a 5.5 um cut-off, for its 3.7 um
channel), and cadmium-mercury-telluride (CMT, having a cut-off depending on
the component concentrations, for its 11 pum and 12 pm channels). To avoid the
thermal creation of electron—hole pairs, which would create an internal background
‘signal’ with an equivalent of ‘photon noise’ (see below), such detectors must be
cooled to a temperature 7' such that k7" < E,, where k is Boltzmann’s constant.
The rms noise in such detectors has a variety of sources. For any particular level of
input radiant power, however, there is a lower limit to the detector noise per pixel,
irms, known as ‘photon noise’, where random fluctuations in the photons’ arrival
time lead to varying numbers of photons detected within each pixel sample time.
It is common to characterise all detector noise as if it were caused by fluctuations
in input radiant power. One measure of this is the noise equivalent power (NEP),
being the rms variation, from pixel to pixel, of the radiant power onto the detectors
that would be needed, to give the observed noise level per pixel. For many noise
sources, including photon noise, NEP is inversely proportional to /%, where ¢ is
the pixel sample time.

Let us now consider the detector signal. When observing a scene of brightness
temperature T}, the output signal from the detector, iqet, is proportional to the
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power incident on the detector Pgey, which can be approximated as
Pdet ~ noptRBB (Tb; A)AQA)\ + Pstray 3

where 7op¢ is the optical throughput of the telescope (i.e. the fraction of the ra-
diation onto the telescope aperture that arrives at the detector), Rpp(Th, ) is
the Planck function spectral radiance for brightness temperature T},, A is the area
of the telescope collecting aperture, €2 is the solid angle of the telescope IFOV
(assumed to be narrow, flat-topped and equal to a single pixel), A\ is the width of
a narrow wavelength band centred at wavelength A (assuming the Planck function is
approximately linear with wavelength over the band), and Puay is the contribution
from stray light and any internal detector background.

Using the definitions given above we can write down the following equalities for
the signal-to-noise ratio for the detector. (For simplicity, so as to show the variables
involved, an approximation is made for the second equality, namely that Piray is
negligible.)

idet _ Paet  RmB
imms NEP ~ NEAR’

ie.

RggNEP ~ NEP

NEAR = ~ .
Pdet nopt QAA)\

Thus, to improve the radiometric resolution by decreasing NEAR (and hence
decreasing NEAT), we can either increase njopt, §2, A or A, or decrease NEP (e.g. by
increasing t,). Normally 7op¢ is fixed by the choice of optical system, and €2 and
A are fixed by the choice of spatial and spectral resolution respectively. Increasing
A will not affect any such observational parameters (except where the resulting
decrease in the diffraction contribution to the spatial resolution is significant) but
it will generally have a major impact on the mechanical design of the instrument.
Decreasing NEP by increasing, for each wavelength band, the pixel sample time
t,, however, is relatively easy to achieve by increasing the number of detectors in
the focal plane, as shown in Figure 2.11 for the previously discussed geostationary
scanning instrument.

The simple case of a single detector is shown again in Figure 2.11(a). If the scan
speed were decreased, for example, by a factor of 3, it would indeed be necessary
to increase t, by a factor of 3 and decrease the NEP by (typically) a factor of
V/3. However, retaining a single detector would then be undesirable for a GEO
scanner (because the overall image time would be increased by a factor of 3) and
impossible for a LEO scanner (because the distance between scan lines is determined
by the ratio of the scan frequency to the satellite speed, which is fixed). In both
cases the solution is as shown in Figure 2.11(b), where three detectors are placed in
the focal plane so as to produce three scan lines simultaneously, but with the scan
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Figure 2.11 Ways of decreasing the detector’s NEP by increasing the pixel dwell time ¢p. (a)
Initial situation, as in Figure 2.10. (b) Reduced scan speed, with multiple detectors producing
multiple scan lines, to retain the same average time per scan line. (a) Unchanged scan speed, with
time delay integration of multiple along-scan detectors.

speed three times slower. Such multiple scan-line systems have often been used in
GEO (e.g. in the GOES imagers) and in LEO (e.g. in MODIS on Terra and Aqua).

An alternative method, also used in MODIS, which (if used on its own) avoids
reducing the scan speed, is to place multiple detectors in the along-scan direction,
as in Figure 2.11(c). Here the detectors’ signals are added (with time delays) for
the same ground pixel. With three detectors, such time-delay integration again
increases t, by a factor of 3 and reduces the detector noise per pixel, and hence
NEP, by a factor of /3. The same principle could also be applied to a pushbroom
system (see later) by using three detector arrays instead of one.
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2.3 Using Reflected Sunlight

In the last three sections of this chapter we look at examples of remote sensing for
climate research, in the three categories identified earlier: passive remote sensing
of reflected sunlight, passive remote sensing of thermal emission, and active remote
sensing. Although there is only space to examine a single example of each type from
the wide range in Table 2.2, they will suffice to demonstrate how the observational
principles are applied in practice.

The remote sensing of reflected sunlight has a wide range of socio-economic
applications, many of which, e.g. mineral prospecting or land use mapping, re-
quire high spatial resolution data, e.g. from Landsat or Spot. Climate research,
however, makes use of moderate spatial resolution sensors to make global scale
observations of, e.g. clouds, aerosols, blooms of ocean surface phytoplankton, land
albedo, and vegetation on land (see Table 2.2). We will take the latter as a de-
tailed example for this section. First, however, we briefly outline the main types
of instrument used. In most cases the same instruments are also used for the
remote sensing of thermal emission in the thermal infrared part of the spectrum
(see Section 2.4), since the optical system requirements are very similar for both
wavelength ranges.

2.3.1 Visible/infrared imaging systems

At the heart of any visible/infrared imager for remote sensing is its telescope system.
Various optical arrangements have been employed; one of the simplest, e.g. as used
by the ATSR series of instruments, has an offset paraboloid as the primary mirror
(Figure 2.12). The field stop or detector element in the focal plane then defines
the angular IFOV as shown, with rays from the edge (centre) of the IFOV being
focused to the edge (centre) of the field stop. There are three main ways in which
telescopes on remote sensing instruments produce an image — as shown, for LEO
satellites, in Figure 2.13.

from centre of IFOV from edge of IFOV

fieldstop ~ ----mmm0oC

\ _______________ offset paraboloid mirror

remainder of paraboloid (unused)

Figure 2.12 Optical arrangement for the telescope on the ATSR series of instruments.
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Figure 2.13 Methods of imaging for passive remote sensing instruments in low Earth orbit. After
Elachi (1987). Copyright 1987. This material is used by permission of John Wiley & Sons, Inc.

Framing cameras take ‘snapshots’ of regions of the surface using a two-
dimensional detector such as film. An example is the German Metric Camera, a
modified Zeiss aerial survey camera used on the first ESA/NASA Spacelab manned
mission in 1983. The Metric Camera Experiment produced about a thousand
190 km x 190 km images with ~ 20 m spatial resolution, on 23 cm x 23 cm format
film.

Scanning (or ‘whiskbroom’) systems, by contrast, build up the image over a pe-
riod of time, pixel by pixel. A GEO example was discussed earlier, with the scanning
being provided by the satellite rotation. Such imagers were employed, for example,
on all the early geostationary meteorological satellites, such as ESA’s Meteosat. For
an instrument in LEO, a rotating or oscillating mirror scans the IFOV across the
surface to build up scan lines of the image, ideally in an ‘across-track’ direction
(perpendicular to the ground track). The satellite motion ensures that successive
scan lines occur further along the track. In the across-track direction, the angular
range of the scan therefore determines the swath width, and the angular size of
a pixel is determined by the choice of electronic sample time. In the along-track
direction, the pixel size is just the ratio of the speed of the satellite’s ground track
(see Section 2.2.1) and the scan frequency. As with some GEO sensors, it is common
for LEO imagers to produce more than one scan line simultaneously, by arranging
several adjacent detector elements in the along-track direction in the focal plane,
with a separation equivalent to 1 pixel (see Section 2.2.5). Most of the current
moderate resolution imagers for climate research (e.g. AVHRR, AATSR, MODIS,
GLI) are scanning systems.
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The final type of imager has the advantage of having no moving scan mirror that
might be susceptible to failure in orbit. In this ‘pushbroom’ system, the across-track
pixels are defined by a linear array of detectors. Successive lines of the image are
then built up as the satellite moves forward. The telescope’s overall field of view in
the across-track direction therefore needs to be larger so as to image a whole line
simultaneously, though its IFOV is still considered to be defined by single detector
element. In the across-track direction, the length of the detector array determines
the swath width, and the pixel size is determined by the detector element spacing.
In the along-track direction, the pixel size is determined by the electronic sample
time. The MERIS instrument on Enwvisat uses such a system, for example, where five
separate charge-coupled device (CCD) arrays, each fed by its own telescope, are used
to make up the full swath width of 1150 km. The CCD elements are 22.5 pym wide,
corresponding to a 300 m pixel width at nadir. (In the case of MERIS the CCDs are
actually two-dimensional arrays, with the along-track dimension being used to read
out the spectrum for each pixel, dispersed onto the CCD by a diffraction grating.)

2.3.2 Global vegetation remote sensing

The presence of vegetation on land has a number of important climatic effects.
Vegetation has a much lower albedo than bare ground, affecting the radiation bal-
ance at the Earth’s surface. Vegetation also strongly affects the exchange of heat
and moisture between land and atmosphere, and slows the wind near the surface
because of friction and shielding. The destruction by burning of vegetation, partic-
ularly trees, is not only a major source of atmospheric aerosols, but also increases
atmospheric carbon dioxide (if the trees are not replaced), and thus enhances the
greenhouse effect and global warming. Changes in vegetation cover can also affect
the production of methane, another greenhouse gas, in rice paddies and other wet-
lands. In addition, vegetation plays a crucial role in various biogeochemical cycles
(e.g. the carbon cycle), and is of direct socio-economic importance through agricul-
ture, forestry and the consequences of wildfires. There is therefore great interest in
monitoring vegetation on a global scale at moderate (~ 1 km) spatial resolution.
The main instruments used for this purpose to date, which are discussed below, are
AVHRR (until 1999) and MODIS (since 1999). (Note that the two sensors’ names
make them sound very different, but the word ‘resolution’ refers to radiometric and
spatial resolution, respectively.) Other sensors used for vegetation remote sensing
at moderate spatial resolution include ATSR-2 on ERS-2 (from 1995), AATSR and
MERIS on Envisat (from 2002), and GLI on ADEOS-II (due for launch in 2002).

AVHRR (NOAA, 2000) is a scanning radiometer whose rotating scan mirror
produces an across-track scan from horizon to horizon, with a useable swath width
of about 2800 km. The IFOV at nadir is ~ 1.1 km square, and the image is built
up pixel by pixel, one scan line at a time, with individual filtered detectors for each
wavelength channel. In the along-track direction the pixel size approximately equals
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the IFOV size, but in the across-track direction the pixel size is ~ 0.8 km at nadir,
slightly over-sampling the IFOV. The latest version of the instrument (AVHRR/3)
has six channels, ranging from the visible to the thermal infrared. There are two
bands that are used for vegetation remote sensing, namely channel 1 (0.58-0.68 pm,
red) and channel 2 (0.725-1.00 ym, near-infrared), and these two bands have been
included on all versions of the instrument since the first was launched on TIROS-N
in 1978. Since 1979, two AVHRR instruments have been in operation continuously
on pairs of NOAA operational meteorological satellites in Sun-synchronous LEOs
(see Section 2.2.1), having different local times for their ascending nodes (typically
19:30 and 13:40).

MODIS (Barnes et al., 1998) is also a scanning radiometer with a rotating scan
mirror, having a 2330 km across-track swath width and 36 wavelength channels.
The size of the square IFOV at nadir is 250 m for channels 1 and 2 (the red and
near-infrared vegetation channels at 0.620-0.670 pm and 0.841-0.876 pm), 500 m
for channels 3-7, and 1 km for channels 8-36. For all channels, each scan consists
of multiple scan lines making up an along-track distance of 10 km on the ground.
Thus for each of the 250 m channels there is a 40-element linear detector array, for
each of the 500 m channels a 20-element array, and for all except two of the 1 km
channels a 10-element array. Each of the other two bands (channels 13 and 14)
has a dual 10-element detector array with time delay integration, so as to improve
the radiometric resolution (see Section 2.2.5). Currently there are two MODIS
instruments in operation on FOS satellites Terra and Aqua (see Table 2.1). Terra
and Agua are both in Sun-synchronous LEQOs, again with different local times for
their ascending nodes (22:30 and 13:30 respectively).

2.3.2.1  Surface effects

The remote sensing of vegetation is based on the detection of reflection features
in the visible and near infrared part of the spectrum, so the main surface effects
to consider (see Section 2.2.3) are surface illumination and reflection. The spectral
signature of healthy leaves (Figure 2.14) shows a dramatic step change in reflectance
at about 0.7 um, whereas background soils show a relatively smooth spectrum over
that region. Below 0.7 pum vegetation absorbs photosynthetically active radiation
(PAR), and so appears dark in the visible part of the spectrum, though with a slight
reflectance peak in the green. In the near infrared from ~ 0.7 ym to ~ 1.2 ym the
reflectance is very much higher, though above this range there are water absorption
features. Therefore a comparison of the reflectances in two spectral bands (red and
near-infrared) on either side of the 0.7 pm step can be used to indicate canopy cover
within a pixel, as seen in Figure 2.14. In fact, differences and ratios between the
band radiances have been related not only to percentage vegetation cover, but to
other useful vegetation properties such as green leaf biomass (Figure 2.14), the frac-
tion of absorbed PAR (FPAR) and leaf area index (LAI) (Townshend et al., 1993).
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Figure 2.14 Variations in spectral reflectance as functions of amounts of green biomass and per
cent canopy cover, for vegetation over a soil background. Potentially useful bands in the near-
infrared region are also shown. From Short (1982). Copyright 1987. This material is used by
permission of John Wiley & Sons, Inc.

One of the simplest ways to compare the two reflectances is by means of a ratio.
The Ratio Vegetation Index (RVI) is given by

RVI — PNIR

PR

)

where pnir(pr) is the pixel reflectance in the near-infrared (red) channel. Rather
than the RVI, however, the most commonly used index is the Normalised Difference
Vegetation Index (NDVI):

NDVI = 2N PR
PNIR + PR
The NDVI has been widely employed with AVHRR data since 1982, using the
channels noted earlier. It is a simple function of the RVI, namely NDVI = (RVI-1)/
(RVI + 1), and is thus still a ratio-based index. This means it has the advantage
that its value is largely independent of illumination variations, not only uncorrected
large scale effects such as Sun angle changes and shadowing (e.g. by a mountain
or a nearby cloud), but also small-scale shadowing of one leaf by another within
the canopy. The NDVI is generally preferred to the RVI, however, as it is a more
linear function of pixel canopy cover, ranging from ~ 0 for bare soil to ~ 1 for
100% canopy cover. The NDVI has been shown to have a close relationship with
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the photosynthetic capacity of specific vegetation types (Townshend et al., 1993),
though it has the disadvantage of displaying asymptotic (saturated) behaviour for
high leaf biomass (Justice et al., 1998).

Another major difficulty with the NDVI is that its value changes with variations
in soil reflectance, especially where vegetation is sparse. The alternative Perpen-
dicular Vegetation Index (PVI; Richardson and Wiegand, 1977) was an attempt to
address this problem, but the Soil Adjusted Vegetation Index (SAVI; Huete, 1988)
and Modified SAVI (MSAVI; Qi et al., 1994) are able to improve on both the NDVI
and PVI by compensating for a further residual effect, namely the differential trans-
mittance of the two wavelengths through the canopy. This makes the SAVI and
MSAVT highly resistant to soil reflectance variations. The same canopy background
correction is also provided by some other indices that also incorporate atmospheric
correction; they are discussed in Section 2.3.2.3.

An important surface effect is the variation of vegetation reflectance with the
view angle and illumination angle. In principle this can be accounted for with
some accuracy in the FOS era. For MODIS, for example, a BDRF model of the
surface can be produced using reflectance observations over 16 days at multiple
angles (also incorporating MISR data), and this can then be used to obtain nadir-
equivalent reflectances for a representative solar zenith angle (Justice et al., 1998).

2.3.2.2  Instrumental effects

For AVHRR, there are two main instrumental effects affecting global vegetation
monitoring. First, the efficiency of the optical/detector system has been found to
reduce with time for the visible/near-infrared channels, requiring a re-calibration
of the signal vs. radiance curve. In the absence of an on-board calibration system,
this has been attempted by viewing a ‘standard’ desert ground target. Second,
limitations to the on-board data storage capacity mean that full spatial resolution
or Local Area Coverage (LAC) data are obtainable for only part of the stored data,
or for data acquired whilst passing over a ground station. Instead, most of the
global data are averaged and sub-sampled as Global Area Coverage (GAC) data
(Tarpley, 1991).

In the case of the IEOS instruments, however, the data are available globally
at full resolution, and are calibrated. The MODIS vegetation channels, for exam-
ple, are calibrated using three on-board modules (Barnes et al., 1998). The first is
the solar diffuser (SD), an on-board diffusely reflecting target that is illuminated
by the Sun and observed regularly by the telescope. The reflectance of the diffuse
target is monitored in turn by the SD stability monitor (SDSM), an optical system
that alternately views the target, a dark region and the Sun itself. Finally there is
a spectral radiometric calibration assembly (SRCA) that monitors spectral, spatial
and radiometric performance. The resulting calibrated top-of-the-atmosphere radi-
ances can then be used for calculating the nadir-equivalent surface reflectances that
are used for the vegetation indices and other products (Justice et al., 1998).
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2.3.2.3 Atmospheric effects

For vegetation remote sensing the main atmospheric effects are the scattering of
sunlight by molecules and aerosols, and molecular absorption (both of the incoming
sunlight and the outgoing reflected radiation). As molecules and many aerosols
are smaller in size than the wavelength of the light, the scattering can largely be
approximated as Rayleigh scattering, whose magnitude is inversely proportional to
the fourth power of the wavelength. The main effect is therefore an enhancement of
the signal, especially at shorter wavelengths, due to scattered sunlight adding to the
radiation entering the telescope. (The sunlight involved may reflect from the surface
before scattering.) The effects of molecular scattering are fairly straightforward
to calculate, but correction for the effect of aerosols or thin cirrus clouds, which
are highly variable, is more difficult. As regards molecular absorption, the main
difficulty is water vapour, which is highly variable in concentration and has a number
of absorption features in the near-infrared. Absorption by the variable trace gas
ozone also needs to be accounted for.

In the case of AVHRR, the near-infrared channel is broad, and encompasses
a water absorption feature (see Figure 2.5), and the limited number of channels
means that effects of aerosols and thin cirrus are difficult to estimate. These effects
therefore cause a relatively large residual uncertainty in AVHRR’s NDVI values.

For MODIS, the near-infrared channel is narrower, minimising the effect of wa-
ter vapour. In addition there are extra channels and other FOS instruments that
allow the estimation of aerosol properties, as well as cloud information and ozone
and water vapour concentrations. One approach, therefore, is full correction of
the top-of-the-atmosphere radiances for the effects of atmospheric gases, aerosols
and thin cirrus clouds, e.g. using radiative transfer modelling and incorporating
BDRF information for surface-reflected radiation (Justice et al., 1998). Alterna-
tively, partial (but usually more accurate) correction for atmospheric effects can
be applied (e.g. for molecular scattering and ozone absorption only; Miura et al.,
2001). Nadir-equivalent surface reflectances are then estimated from the corrected
radiances, as noted earlier. Finally, various vegetation indices and other products
are produced (Justice et al., 1998).

For either full or partial atmospheric correction, there will be aerosol and thin
cirrus effects that are not accurately estimated, and the vegetation indices devised
for use with MODIS generally aim to minimise the resulting ‘atmosphere noise’ by
incorporating the reflectance pg for the blue channel (channel 3; 0.459-0.449 pm).
The first of these indices (Kaufman and Tanré, 1992) were the Atmospherically
Resistant Vegetation Index (ARVI) and the Soil Adjusted and Atmospherically
Resistant Vegetation Index (SARVI). The latter incorporates the resistance to
‘canopy background noise’ of the SAVI (see above). Liu and Huete (1995) de-
vised the Modified NDVI (MNDVI), which used feedback techniques to minimise
the effects of both canopy background noise and atmosphere noise. A simplified
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version of the MNDVI, the SARVI2, was then proposed (Huete et al., 1997), and
subsequently re-named the Enhanced Vegetation Index (EVI; Justice et al., 1998;
Miura et al., 2000; Miura et al., 2001). It is given by

G(pNIR — PR)

EVI = ,
L+ pnir + Cipr — Copp

where L is a canopy background and snow correction factor, C; and Cs are to
correct for aerosol effects, and G is a gain factor. Initial values of these coefficients
are G=25,L=1,C; =6 and Cy = 7.5.

2.3.2.4  Vegetation monitoring with MODIS

As noted above, the NDVI has residual uncorrected surface effects, and with
AVHRR'’s version of the NDVI, variations also occur due to residual atmospheric
effects, and poorly quantified instrumental effects. Despite these difficulties,
AVHRR’s NDVI (often using uncorrected channel values rather than reflectances)
has been remarkably successful in monitoring vegetation on a large scale in the
pre-EOS era (Tarpley, 1991; Townshend et al., 1993). Kaufman and Tanré (1992)
suggested that this is because the normalisation of the NDVI actually makes the
index relatively insensitive to calibration effects and angular effects of the sur-
face reflectance and the atmosphere. Nevertheless, most of the applications of
AVHRR NDVI data, e.g. phenological studies of the growing season, and land cover
classification, have been somewhat qualitative (Miura et al., 2000).

With the advent of MODIS, however, the use of calibrated radiances, and
vegetation indices such as the EVI that are resistant to canopy background noise
and atmosphere noise, means that more quantitative remote sensing of vegetation
is now feasible. The main vegetation index products from MODIS involve the use
of the NDVI and the EVI. The NDVI products are included partly for continuity
with the AVHRR archive, but partly because the NDVI is complementary to the
EVI, with the NDVI being more responsive to chlorophyll-related parameters such
as FPAR and fractional cover, and the EVI being more responsive to canopy struc-
tural parameters such as LAI (Justice et al., 1998). Figure 2.15 shows global EVI
data for two two-month periods around the summer and winter solstices. The large
seasonal variations in vegetation amount at mid-latitudes are very apparent.

The approach to producing the vegetation indices described so far, though based
on theoretical understanding, is fairly empirical. Where the required products are
specific vegetation variables rather than general indices, however, approaches have
been adopted that involve more detailed numerical modelling of the surface and
atmospheric radiative transfer processes. Examples are the production of LAI and
FPAR products for MODIS (Justice et al., 1998) and the devising of vegetation
indices that are optimised to specific sensors and vegetation variables (e.g. MERIS
and FPAR respectively; Gobrom et al., 2000).
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Figure 2.15 Averaged global EVI data from MODIS for Northern Hemisphere summer and winter.
EVI ranges from 0, indicating no vegetation, to nearly 1, indicating densest vegetation. Images
from NASA-GSFC/University of Arizona.

2.4 Using Thermal Emission

Thermal emission from the Earth’s surface or atmosphere is used for a number
of climate-related remote sensing observations. One rather specialised type of
measurement, as briefly noted earlier, is atmospheric sounding. For example, the
High Resolution Infrared Radiation Sounder (HIRS) and the Advanced Microwave
Sounding Unit (AMSU) on the polar-orbiting NOAA meteorological satellites
have been used routinely to determine vertical profiles of temperature and wa-
ter vapour concentration. In the microwave part of the spectrum the Scanning
Multichannel Microwave Radiometer (SMMR; 1978-1987) and the Special Sensor
Microwave/Imager (SSM/I; since 1987) have been highly successful in monitoring
sea ice concentration, making use of the large emissivity difference between water
and sea ice at microwave wavelengths, as well as the instruments’ ability to observe
through persistent cloud cover and during the dark polar winter. Thermal infrared
radiometers in LEO and GEO are used to measure the temperature of cloud-tops,
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and the Earth’s surface. Land surface temperatures are difficult to measure accu-
rately because surface emissivities are usually poorly known. However, sea surface
temperatures (SSTs) can now be measured with high accuracy from space, and it
is this application that will be considered here.

2.4.1 Global sea surface temperature measurement

The ocean is a major component of the climate system (see Section 2.1.2), and
ocean heat has an important role in the global climate. Most of the solar energy
falling onto the Earth is absorbed in the ocean (which covers the majority of the
surface) and the ocean is, therefore, the main source of heat, as well as moisture,
for the atmosphere. Latitudinal variations in solar heating of the surface (and
hence of the atmosphere) give rise to the general circulation of the atmosphere,
and indirectly, via surface winds and thermohaline effects, of the ocean. By means
of this circulation the ocean also acts as a major transporter of heat from low
to high latitudes before release into the atmosphere. (In fact, roughly as much
heat is transported polewards by the ocean as by the atmosphere itself.) This is
because the solar energy, mainly in the form of visible light, is absorbed down to
considerable depths in the ocean, and its transport back to the surface and release
into the atmosphere are relatively slow. The ocean heat transport produces a big
effect on regional climates. A famous example is the Gulf Stream/North Atlantic
drift, where vast quantities of heat are carried from low latitudes and released into
the atmosphere in the North Atlantic, providing the western fringe of Europe with
its mild winter climate.

Sea surface temperature (SST) turns out to be of crucial importance for these
ocean-related climatic processes, in that it is a major determining factor for fluxes of
heat and moisture from ocean to atmosphere, with SST regional anomalies affecting
atmospheric circulation details. SST is also an indicator of ocean circulation details
(e.g. eddies). Finally SST, together with surface air temperature, is one of the key
measures of global warming and its regional variations.

Therefore there is a need for global monitoring of SST, e.g. for the validation of
the AOGCMs that are used to predict future climatic change, for making heat flux
estimates in process studies, for studying the growth and decay of SST anomalies
(e.g. in ENSO), and for helping to monitor global warming. All these applications
call for SST measurement accuracy of a few tenths of a degree or better. In the
open ocean SST typically varies by less than this amount over 1 km or 1 day, so
these are roughly the values of spatial and temporal resolution that are required for
regional SST monitoring, as well for the monitoring of circulation details. Finally,
as with most climate-related applications, there is a clear need for the coverage of
SST by remote sensing to be global and long term.

To make SST measurements from space, we need to observe thermal emis-
sion from the ocean surface through either the thermal infrared windows or the
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microwave window (Figure 2.5). In the late 1970s and early 1980s two pioneering
instruments, already mentioned in other contexts, were used for SST remote sen-
sing: AVHRR, using its thermal infrared channels, and SMMR, a passive microwave
imager. Microwave sensors have the advantage of observing through cloud, and
though their spatial resolution is limited by diffraction to typically tens or even
hundreds of kilometres, this is not necessarily a major problem for large-scale,
average global SST measurements (though clearly it is a limitation for monitor-
ing coastal SST or small-scale features such as ocean currents). However, SMMR
was unable to achieve adequate SST accuracy for climate research. Using a channel
at 6.6 GHz, with a conical scan of the surface to avoid the emissivity variations
that occur at different view angles, and the use of other channels for correction
of various surface and atmospheric effects, SMMR was only able to retrieve SST
to an accuracy of 1-2 K (e.g. Milman and Wilheit, 1985; Pandey and Kniffen,
1991). Calibration difficulties were a major source of error for SMMR (Milman and
Wilheit, 1985). Improved accuracy may be achievable by the next multichannel
microwave radiometers to include a suitable low frequency channel (6.925 GHz) for
global SST monitoring, namely AMSR-E and AMSR on the IEOS satellites Aqua
and ADFEOS-II respectively.

AVHRR was described in Section 2.3.2. The original version of the instrument
had two thermal infrared wavelength bands, but most of the units flown (i.e. ver-
sions AVHRR/2 and AVHRR/3) included three such bands, each with the same
~ 1 km IFOV and pixel size as the visible/near-infrared bands. For AVHRR/3
these channels are numbered 3b, 4 and 5, with wavelength ranges 3.55-3.93 pm,
10.30-11.30 pm and 11.50-12.50 pm respectively. AVHRR has been used since
the early 1980s to produce global SST data, particularly for meteorology. How-
ever, though more accurate than SMMR, with an accuracy that has improved with
changes to the retrieval algorithm, its current SST retrieval accuracy of ~ 0.5 K
(Walton et al., 1998; Li et al., 2001) is still not ideal for climate research. The
residual uncertainty is due to a combination of surface, atmospheric and calibra-
tion effects (see below), and is considerably worse in the presence of stratospheric
aerosols from volcanic eruptions such as that of Mount Pinatubo in 1991 (Walton
et al., 1998). MODIS is designed to measure SST in a way that is based on the
AVHRR method, though MODIS has improved features such as accurate aerosol
estimates (using extra visible and near-infrared channels), extra thermal infrared
channels, improved radiometric resolution and improved calibration (Esaias et al.,
1998). Therefore its accuracy is expected to be better than that of AVHRR. How-
ever, the ATSR series of instruments, though based on the same general concept,
incorporate a number of new features specifically designed to improve the accuracy
of SST retrieval. They are discussed in detail below.

For completeness it is necessary to mention the other main sensors incorpo-
rating thermal infrared channels, namely the Thematic Mapper (TM) on Landsat
and the imagers on the geostationary meteorological satellites. To date, however,
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these have had limitations with regard to correcting for atmospheric effects and
instrumental effects (particularly calibration), and so have been unable to produce
accurate enough SST measurements for climate research.

2.4.2 The Along Track Scanning Radiometer (ATSR)

To overcome the limitations of existing sensors, ATSR was designed with the
primary goal of measuring SST, globally, to 0.25 K (rms) or better (Delderfield
et al., 1986). Versions of the instrument flown so far are ATSR (on ESA’s ERS-1,
1991-96), ATSR-2 (on ERS-2, 1995-present) and the Advanced ATSR (AATSR, on
FEnwisat, launched 2002). The SST measurement aspect of these three instruments
is essentially identical, and is based on the AVHRR methodology. However, ATSR
incorporates various novel features that enable it to achieve its improved SST ac-
curacy, namely a dual-angle view of the surface through two different atmospheric
path lengths to improve the atmospheric correction, an active cooler for the detec-
tors to improve the radiometric accuracy, and a high accuracy on-board blackbody
calibration system to improve the radiometric calibration (Delderfield et al., 1986;
Tinkler et al., 1986; Edwards et al., 1990; Mason, 1991; Mason et al., 1996). Before
discussing how these new features affect SST retrieval, however, it is useful to outline
ATSR’s optical design.

ATSR’s dual-angle view of the surface is achieved by using a flat rotating scan
mirror to provide a conical scan (Figure 2.16). Thus two separate images of the
surface are built up, one obliquely through a forward view-port, and one approx-
imately vertically through a nadir view-port, with one complete scan providing a
single ‘across-track’ scan line of each image. The resulting curvature of the scan
lines can be corrected when the data are processed, but the choice of forward angle
at 55° to the vertical (see Section 2.4.2.2) means that the swath width is limited to
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Figure 2.16 ATSR viewing geometry, showing a single conical scan producing forward and nadir
scan lines for the forward and nadir images of the surface (not to scale).
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~ 500 km. An offset paraboloid mirror (see Section 2.3.1) focuses the beam onto
a square field stop in the focal plane. After the field stop, beam-splitting mirrors
within the cooled focal plane assembly enable the appropriate wavelength ranges
to be focussed onto the filtered detectors. Thus the field stop is common to all
wavelength bands, ensuring that the region viewed by the IFOV is the same for all
channels. The IFOV and pixel size are equal, and equivalent to a 1 km x 1 km
square at nadir (i.e. similar to the equivalent AVHRR values). In the scan direction
the pixel size is determined by electronic sampling; in the along-track direction it is
equal to the scan line separation, which is just the speed of the sub-satellite point
along the ground track divided by the scan frequency.

2.4.2.1 Instrumental effects

For SST retrieval, the main instrumental effects to consider are radiometric resolu-
tion and radiometric calibration. For both AVHRR and ATSR, the collecting mirror
diameter (203 and 106 mm respectively) is chosen to ensure a large enough signal,
and the detectors are cooled to reduce the thermal production of electron—hole
pairs, with its associated noise (see Section 2.2.5). AVHRR uses passive cooling
to 105 K by radiating to deep space, whereas ATSR uses an active refrigeration
system (a Stirling cycle cooler), which was able to reduce the detector tempera-
ture to between 90 and 95 K for the early part of the mission (Merchant et al.,
1999). For AVHRR, the NEAT is designed to be < 0.12 K. For ATSR, however,
with detectors at 91 K, pre-launch NEAT values per pixel were significantly lower,
being measured at between 0.03 and 0.05 K for a 285 K scene brightness temper-
ature (Mason, 1991; p. 165). These values enable detailed observations of regional
SST patterns to be made, and in principle would allow single-pixel SST retrieval
to extremely high accuracy (= 0.1 K), provided that other uncertainties could be
reduced to that level.

AVHRR and ATSR both employ on-board calibration systems to provide regular
calibration of the detector/optics system. For AVHRR, the telescope views a single
simulated blackbody source at the instrument temperature (10-30°C, i.e. within
the range of observed brightness temperatures), and also views deep space to pro-
vide a ‘zero’ point. However, there have been significant difficulties in obtaining a
sufficiently accurate calibration with this system, not only because of errors due to
the blackbody emissivity, temperature uniformity and temperature readout accu-
racy, but also because of non-linearities when interpolating between the two widely
spaced calibration points (Brown et al., 1985; Walton et al., 1998).

For ATSR it was decided to use two simulated blackbody sources of high intrinsic
accuracy, with temperatures at about —10°C and 30°C, i.e. approximately at either
end of the brightness temperature range when observing the ocean. Mason et al.
(1996) describe the system and its performance. The two cavity-style blackbodies
are situated in the gaps between the two view-ports, and so are observed by the full
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aperture beam as part of each conical scan (Figure 2.16). They use a number of
technical innovations that give them a very high emissivity, very small temperature
gradients and a very high absolute accuracy for the measurement of their temper-
ature. The maximum (three standard deviations) value for the uncertainty of the
calibration was specified to be 0.1 K, and the measured performance is at least as
good as this (Mason et al., 1996). Such a value would again, in principle, allow SST
retrieval accuracies to ~ 0.1 K, if other uncertainties could be reduced sufficiently.

2.4.2.2  Surface effects

ATSR uses essentially the same wavelength channels as AVHRR, situated in two
atmospheric windows (Figure 2.17). In this part of the spectrum the emissivity
of the ocean surface is well known and very high, varying between 0.97 and 0.99.
Therefore the reduction in emission compared with a blackbody, and the amount
of reflected ‘sky’ radiation, are both small (see Section 2.2.3), and can easily be
corrected for a part of the atmospheric correction algorithm (see below). In the case
of ATSR, where an oblique along-track forward view is required, the large reduction
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Figure 2.17 The upper graph shows atmospheric transmission for three different amounts of
precipitable water vapour: 7 mm (polar), 29 mm (temperate), 54 mm (tropical). The lower graph
shows the ATSR spectral channels. From Mason (1991, p. 11).
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in emissivity that occurs at large view angles from the vertical led to a choice of 55°
from the vertical for the forward view to ensure a high enough value of emissivity.
In the 3.7 pm channel during the daytime, however, for both view angles there is a
significant amount of reflected sunlight as well as thermal emission, so this channel
is only used for SST retrieval at night (Figure 2.6). (Note that the 3.7 pm channel
on the first ATSR, on ERS-1, failed in May 1992.)

The vertical temperature gradient, which occurs at the top of the ocean, is
the main surface effect that causes difficulty for SST remote sensing. The surface-
leaving radiance is related to the skin SST at the surface of the ocean, whereas
in situ measurements are of the bulk SST further below (e.g. at a 1 m depth for
the Tropical Atmosphere Ocean array of oceanographic drifting buoys; Merchant
and Harris, 1999). One contributor to the gradient is the ‘skin effect’, whereby
the top millimetre of the ocean surface has a temperature gradient across it due
to the (largely upward) flux of heat through the ocean surface. At lower levels the
temperature is relatively uniform with depth because of vertical mixing. The skin
SST varies considerably with factors such as wind speed, but is typically 0.1-0.5 K
lower than the bulk SST (Murray et al., 2000). The second influence on the ver-
tical gradient only occurs in the daytime, when thermal stratification can occur in
conditions of high insolation and low wind speed. This diurnal thermocline can lead
to skin SSTs being considerably higher than bulk SSTs (Murray et al., 2000).

The vertical SST gradient causes difficulties for SST retrieval in two ways. The
first problem is that, for AVHRR, coefficients for its standard atmospheric correc-
tion algorithms (see below) are usually determined empirically, relating observed
brightness temperatures to in situ bulk SST measurements. The variable skin—bulk
SST differences therefore introduce an extra uncertainty of a few tenths of a degree
into the retrieval accuracy. (The use of this technique also means that the resulting
products are an estimate of the bulk SST, but this is the standard SST parameter
currently used for climate monitoring and modelling.)

ATSR’s atmospheric correction algorithms do not rely on in situ data (see
below), and so provide a more accurate retrieval (though of skin SST rather than
bulk SST). With ATSR, however, a different problem arises in that the SST re-
trieval accuracy (see below) is now comparable in magnitude with the skin—bulk
SST differences, so that the measurements cannot be accurately validated using
conventional bulk SST in situ data. One solution to this second problem has been
to use radiometers mounted on ships to provide the necessary in situ validation data
(e.g. Parkes et al., 2000), though this approach limits the amount of validation data
to specific regions and times.

Both of these problems with SST retrieval can be minimised by modelling the
skin—bulk differences using coincident meteorological data, and efforts to do this
for ATSR validation have met with some success (e.g. Merchant and Harris, 1999).
Such modelling could also, in principle, be used to convert skin SST data products
to the bulk SST equivalents if required.
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2.4.2.3 Atmospheric effects
Clouds

At any particular time, about 50% of the ocean is covered by cloud (Duggin and
Saunders, 1984), which causes a major difficulty for thermal infrared observations
of SST (Section 2.2.4). The first problem is that the cloud will potentially cause
gaps in spatial coverage. However, the relatively slow variation in SST with time
means that over a period of several days fairly complete SST coverage can usually
still be achieved from LEQO. Nevertheless there are still difficulties with obtaining
regular SST data in areas of persistent cloud. The second problem is how to identify
the pixels containing cloud, so as to ignore them when applying the SST retrieval
algorithm.

Various cloud-screening schemes were initially developed for AVHRR (e.g.
McClain et al., 1985; Saunders and Kreibel, 1988), and the initial cloud-clearing
scheme for ATSR data used similar techniques (Zavody et al., 1994; Zavody et al.,
2000). These schemes apply a series of tests to the data, so as to ensure that
only cloud-free pixels are used for SST retrieval. The schemes involve three main
methodologies for cloud clearance (Duggin and Saunders, 1984).

The first methodology involves the use of simple brightness thresholds, and is
based on the fact that clouds are brighter than the ocean in visible/near-infrared
channels, and have lower brightness temperatures than the ocean in thermal infrared
channels. Visible/near-infrared thresholds can only be used during the day. They
need to be adjusted to take into account illumination conditions (i.e. sun angle), and
also have difficulties in the presence of sunglint, thick aerosols and cloud shadows.
To avoid these difficulties the ATSR. scheme uses a threshold that is dynamically de-
termined from a brightness histogram of a small sub-scene. Thermal infrared thresh-
olds also need to be variable, depending on the local SST value itself. In the ATSR
scheme the threshold depends on the time of year, viewing angle and pixel location.

The second methodology involves image processing. The presence of clouds
broadens the distribution of brightness temperatures within an image. Methods
have therefore been developed that examine small regions of an image over which
SST is expected to be uniform, and either reject the whole region if the brightness
distribution is too broad, or use the shape of the distribution to estimate the tem-
perature of the cloud-free pixels in the region, based on the fact that the highest
brightness temperatures must correspond to the cloud-free pixels. In the ATSR
scheme, the rms variation of the brightness temperatures in 3 km x 3 km regions is
used to determine the presence or absence of cloud.

The third methodology involves the use of thresholds on channel combinations.
A threshold on the ratio of visible to near-infrared radiances can identify cloud
over the ocean, as cloud-free scenes include a large molecular and aerosol scatter-
ing component in the visible channel (Saunders and Kreibel, 1988). At thermal
wavelengths, thresholds on brightness differences can distinguish clouds by their
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emissivity variations with wavelength. In the ATSR scheme, a 10.8-12 pum thresh-
old detects thin cirrus, a 10.8-3.7 pum threshold detects fog and low stratus, and
a 12-3.7 pm threshold detects medium/high level cloud. Such tests also help to
detect sub-pixel cloud.

Even with such schemes, undetected cloud remains a significant source of
residual error in SST retrieval. More sophisticated multichannel image processing
techniques have therefore been developed for AVHRR (e.g. Gallaudet and Simpson,
1991; Simpson et al., 2001) and ATSR (the ATSR Split-and-Merge Clustering
(ATSR/SMC) algorithm; Simpson et al., 1998). The ATSR/SMC algorithm, which
also incorporates some of the earlier techniques, was found to be superior to the
standard ATSR scheme (Simpson et al., 1998), retaining more valid pixels, and being
more effective in detecting multilayer cloud structures, sunglint, subpixel cloud near
cloud boundaries, and low-lying stratiform cloud.

Molecules and aerosols

Even in the thermal infrared atmospheric ‘windows’, there is significant molecular
absorption, mainly due to water vapour. The atmospheric water vapour content
(and hence the absorption) varies widely with time and space. In particular there
is a large latitude effect (Figure 2.17) with tropical atmospheres receiving more
evaporation from the warm tropical ocean and, because of their high temperature,
being able to contain a higher concentration of water vapour before saturation.
The absorbing molecules also emit their own radiation, but because they are colder
there is a net brightness temperature deficit at the top of the atmosphere (see
Section 2.2.4). This temperature deficit is different for each channel, but can be up
to =~ 10 K in the tropics.

The difference in absorption between channels is exploited to produce a multi-
channel atmospheric correction algorithm. It can be shown theoretically that for
optically thin atmospheres (and making a number of other assumptions), if two
different wavelengths show different amounts of absorption (see Figure 2.17), the
resulting brightness temperatures Ty; and Tho can be related to the SST T by a
simple linear formula, the most general version of which is

Ts = ag + a1Ty1 + a2Tha,

where ag, a; and ay are constant coefficients. In practice, the assumptions, partic-
ularly that of high transmission for all atmospheres, do not hold (see Figure 2.17).
Nevertheless, this form for the algorithm has been widely used, but with the coef-
ficients being obtained empirically or via radiative transfer modelling (see below),
rather than analytically.

For AVHRR’s early operational multichannel SST (MCSST) algorithms (Mc-
Clain et al., 1985), daytime observations used the so-called ‘split window’ channels
at 10.8 pm and 12 um for T},; and T2, and for night-time observations the algorithm
was extended by adding another term (equivalent to asTh3 in the above equation)
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for the 3.7 mm channel. For these algorithms, the coefficients were found by an
empirical method. A large set of (Tstrue, Thi) combinations was obtained for a wide
range of different atmospheres (i.e. locations and seasons), where Tsirye are in situ
measurements of bulk SST coincident in time and space with AVHRR’s brightness
temperature measurements Ti,; for the various channels, where the subscript i rep-
resents the channel number. The best coefficients were then obtained by fitting
the algorithm to the data points. Excluding severe volcanic aerosol episodes, the
residual rms uncertainty of ~ 0.5 (night-time) and up to ~ 0.8 K (daytime) in the
resulting MCSST retrievals (Walton et al., 1998) is due to a number of factors,
the main ones being as follows:

Atmospheric effects

e Many atmospheres have a large water vapour content, and so are not optically
thin as required by the theoretical algorithm.

e Some atmospheres have anomalous vertical profiles of water vapour that are not
accounted for by the algorithm.

e Some atmospheres contain aerosol loadings that also absorb and emit radiation,
but are not accounted for by the algorithm.

e Some pixels in the image may contain undetected cloud.

Instrumental effects
e The instrument radiances are not calibrated accurately enough.
Surface and in situ/satellite match-up effects

There are variations in the skin—bulk SST difference.

The Ty,; values used for match-ups are not calibrated accurately enough.

The Ty,; values used for match-ups may include residual undetected cloud.

The Tstrue values used for match-ups may have significant errors.

Measurements of Ts¢rue and T3,; are not completely coincident in time and space.
It is difficult to find cloud-free match-ups for a sufficiently wide range of
atmospheres.

There have been various attempts to improve the SST retrieval algorithm with
AVHRR, as reviewed by Barton (1995). For example, Harris & Mason (1992) show
that an algorithm making use of surface temperature variations within the scene can
potentially reduce much of the residual atmospheric correction error caused by the
effects of water vapour variations between atmospheres. However, Barton (1995)
shows that such algorithms are difficult to implement in practice. For operational
use with AVHRR, modified algorithms have been introduced, whose coefficients
are dependent on an initial estimate of the SST. These have improved daytime
accuracy (=~ 0.5 K) compared with the earlier MCSST versions (Li et al., 2001).
However, these nonlinear SST (NLSST) algorithms still use the empirical method
for obtaining the best coefficients (Li et al., 2001). Minnett (1990), however, uses
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a simulation method (as used by ATSR; see below) to produce the algorithm co-
efficients for a regional study, thus eliminating all the errors associated with the
surface and match-up effects of the empirical method. Barton (1998), in a study
aimed at ATSR but also relevant to AVHRR, shows that improved accuracy can
be obtained when a suite of algorithms is available, each with coefficients optimised
according to parameters such as latitude, total water vapour and upper level water
vapour.

ATSR uses essentially the same wavelength channels as AVHRR, but improves
the atmospheric correction by imaging every piece of the ocean surface via two
different atmospheric paths, with different optical thicknesses. The first observation
is in the oblique along-track forward direction, and the second, about two minutes
later, is in an approximately vertical direction, at nadir (Figure 2.16). This ‘dual
view’ approach means that for each wavelength channel there are now two brightness
temperatures, and this provides extra information on the atmosphere that can be
used to reduce the residual atmospheric correction uncertainty. This improvement
is particularly marked in the presence of aerosols.

The retrieval algorithm for ATSR (Zavody et al., 1994) incorporates all the
brightness temperatures in the same type of algorithm as the single-view algorithms:

Ts = ag + Yan;Ton; + Xar; Tori ,

where the extra subscripts N and F represent the nadir and forward views respec-
tively. Again only the 10.8 pm and 12 pm channels are used in the day, and the
3.7 pm channel is added at night. However, an alternative simulation method of
producing the coefficients is used, whereby the large set of (Tstrue, TbNi, TbFi) cOm-
binations is obtained by first procuring a large set of atmospheric vertical profiles
(of temperature and water vapour) using radiosondes (for a wide range of seasons
and locations). These atmospheres are then each fed into an atmospheric radiative
transfer model (including surface reflection). For each atmosphere, and for a range
of values of Tstyue (Within a few degrees of the lowest radiosonde temperature value)
and aerosol loadings, values of Tyn; and Thr; are obtained from the model, using
the known filter characteristics for each band. The best coefficients are then found
by fitting the equation to the data as before. Compared with the purely empirical
method outlined above, this simulation method of obtaining the coeflicients elimi-
nates all the problems associated with the surface and match-up effects. However,
this alternative method does rely on the radiative transfer modelling being accurate
enough. Also, the simulation method provides a measure of skin SST rather than
bulk SST, so if bulk SST is the required parameter, a correction needs to be applied.

The initial modelling (Zavody et al., 1994) was in fact inadequate in its incor-
poration of aerosol loadings (particularly volcanic stratospheric aerosols) and in its
characterisation of the water vapour continuum absorption (Merchant et al., 1999).
However, new coefficients derived by Brown et al. (1997) made the algorithms
more robust against aerosols, and those of Merchant et al. (1999) improved on this
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robustness, as well as dealing with the water vapour absorption problem and other
minor modelling deficiencies. The resulting global algorithms were validated for se-
vere conditions (i.e. high water vapour content and the presence of volcanic aerosol
from Mount Pinatubo) using in situ data corrected from bulk SST to skin SST
by a model. The SST retrievals were found to have an rms accuracy of ~ 0.25 K
and a bias of ~ 0.2 K or less (Merchant and Harris, 1999), values which are low
enough for climate research applications, though still worth improving. For example,
Merchant et al. (1999) pointed out that global warming trends (currently =~ 0.15 K
per decade; IPCC, 2001) still cannot be monitored directly using ATSR data owing
to small residual trends in the bias, though it seems likely that for this purpose
researchers will anyway prefer to combine satellite SSTs with in situ SSTs, using
remote sensing as a way of improving global coverage.

2.4.2.4 SST monitoring with ATSR

Various SST products are produced routinely from the ATSR instruments. The
global Average SST (ASST) product contains ten arc-minute spatially averaged
SSTs, grouped into half-degree cells, which can be used for a wide range of SST
studies. Figure 2.18 (Plate 1) shows examples of monthly SST maps, illustrating
SST variations in the equatorial Pacific due to ENSO (Section 2.1.2). In December
1997 and December 1998 there were strong El Nino and La Nina events respectively.
During a La Nina event, strong easterly winds near the equator blow from a higher-
pressure region over the eastern Pacific towards a lower pressure over the western
Pacific. These winds cause cool surface water from near the South American coast
to move out across the Pacific, with an associated sea level fall (rise) in the east
(west). In an El Niflo event, the surface pressure falls (rises) in the east (west), the
easterlies are weakened or reversed, and warm water from the west moves eastwards,
causing sea level to rise (fall) in the east (west). The variations in SST and pressure
between the two extremes of ENSO affect the global circulation of the atmosphere,
giving rise to climatic anomalies (e.g. drought or increased rainfall) in many areas.

2.5 Using Radar

Active radar instruments have antennas that send out pulses of microwave energy
towards the Earth and detect the backscattered return pulses. Like passive mi-
crowave instruments they have the advantage of being able to observe the surface
through cloud. They fall into three main types, namely scatterometers, synthetic
aperture radars and radar altimeters.

Scatterometers are designed to measure the radar backscatter from the surface
or the atmosphere, with differences in return power corresponding to variations in
the scattering target characteristics. They have two main applications in climate
research and meteorology. In the case of the ocean surface, the backscatter depends
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on the characteristics of the small capillary waves induced by surface winds, and
so a set of directional antennas can provide information on surface wind speed and
direction. In rain radars the return power depends on the concentration and size of
the raindrops, and so can provide information on rainfall.

The synthetic aperture radar (SAR) has a large sideways-looking rectangular
antenna. Though the diffraction-limited resolution of such an antenna is relatively
poor, the SAR is able to produce high-resolution backscatter images of the surface
as follows. In the across-track direction the narrow antenna dimension (typically
~ 1 m) means that the diffraction-limited beam is broad, and each radar pulse il-
luminates a wide swath on the surface. The high-resolution imaging scheme in this
direction simply makes use of the increase in range (and hence in return pulse delay)
with distance away from the satellite ground track. In the along-track direction the
long dimension of the antenna (typically ~ 10 m) is effectively made into an even
longer ‘synthetic aperture’ by the simultaneous analysis of successive return pulses,
so that the effective beam is then narrow enough to have an improved diffraction
limit to its resolution, and provide high-resolution imaging in that direction. SAR
imagery has been used over land (e.g. for land use mapping), ocean (e.g. for inter-
nal wave monitoring) and ice (e.g. for sea ice mapping). Interferometry between
different SAR images has also been used to study topographic variations such as
glacier motion. However, like Landsat and Spot, current SAR instruments tend to
be used for relatively small-scale studies, and their use in climate research has been
somewhat limited.

The radar altimeter has a parabolic dish antenna pointed vertically towards the
nadir point, and uses the delay time of the reflected pulse to measure the distance to
the surface. It has important applications in climate research and is used as the
main radar example in this section.

2.5.1 Radar altimetry

The basic concept of radar altimetry is very simple. To a first approximation the
height h of the satellite above the surface is given by h = ¢t/2, where ¢ is the speed
of light and ¢ is the round-trip time for a radar pulse to the surface at nadir and
back. If the satellite orbit is accurately known (e.g. by using laser ranging from the
Earth surface to the satellite), then the height of the reflecting surface can be found
relative to some reference surface.

The main uses for radar altimetry in climate research involve measurements of
the ocean and of the cryosphere (though there have also been altimetry studies of
land and inland water, e.g. Rapley et al., 1987). The topography of the ocean not
only provides information about the geoid (the gravitational equipotential surface
at mean sea level) but also measures dynamic topographic features on the ocean
surface, including the height variations associated with ocean currents. Such mea-
surements ideally need to be made to an accuracy of a few centimetres or better.
Radar altimeters over the ocean can also measure the surface wind speed and wave
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height along the satellite ground track. In polar regions, altimeters can provide
accurate data on the elevation of the ice sheets, which has important implications
for how sea level is likely to vary with climatic change. They can also measure the
thickness of sea ice, which is an important indicator of climatic change.

The choice of frequency for a radar altimeter depends on a number of factors,
including atmospheric transmission, atmospheric refraction (see below), and the
need for a high enough frequency to support a high bandwidth (i.e. a short pulse;
see below). In addition, the frequency also determines (together with the antenna
size) the diffraction-limited beam width. To date all satellite radar altimeters have
used a frequency of ~ 13.5 GHz (wavelength 22 mm). With a typical 1 m diameter
antenna this gives a diffraction-limited full beam width of approximately 3°. For a
typical LEO altitude (e.g. 800 km) this would provide a beam-limited footprint on
the ocean surface with a diameter Dy, of approximately 40 km (see Section 2.2.5).
However, most applications require a beam size an order of magnitude smaller
(e.g. 1-10 km for ocean applications; Chelton et al.), which for this wavelength
suggests the need for a ~ 10 m diameter antenna. Such an antenna is not only
impractical, but the resulting beam-limited altimeter would be highly susceptible to
pointing errors; e.g. an uncorrected mispointing error of only 0.05° gives a range
error of 0.3 m at an orbital height of 800 km. The solution to these difficulties is
the pulse-limited altimeter. This design, used for all space-borne altimeters to date,
retains a relatively small (e.g. 1 m diameter) antenna with its large diffraction-
limited footprint, but uses a very short transmitted radar pulse. The observed area
then becomes the smaller pulse-limited footprint, determined by the pulse duration,
as described below. This design can tolerate quite large mis-pointing errors, as
noted later.

Figure 2.19 shows the basic operation of such a pulse-limited radar altimeter.
The short radar pulse expands as a spherical shell. As the shell intersects a flat
surface, the area of the surface producing simultaneous backscattered power at the
antenna has the form of a disc, which then expands as an annulus. For a diffusely
reflecting surface such as the open ocean, the return power received by the antenna
as a function of time thus rises rapidly to a fairly constant value that then falls to
zero as the annulus reaches the edge of the antenna’s diffraction-limited beam. The
‘pulse-limited footprint’ is therefore the disc on the surface for which the echo from
the trailing edge of the pulse, at the centre of the disc, is received simultaneously
with the echo from the leading edge of the pulse, at the edge of the disc. Its diameter
Dpy, (for a flat surface) is 2v/her, where 7 is the pulse duration. (Note that this
is /2, smaller than the diameter of the maximum simultaneously illuminated disc,
because of the two-way trip of the pulse.) For typical values of h = 800 km and
7 =3 ns, Dpr, = 1.6 km for a flat surface.

The return waveform is sampled in a series of time ‘bins’. The timing of the
leading edge of the return waveform is used to determine the surface height, and
the backscattered power level, converted to the normalised radar cross section (o),
gives information about the surface (e.g. wind speed in the case of the ocean).
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Figure 2.19 Schematic diagram of the operation of a pulse-limited radar altimeter of antenna
beamwidth 6a, showing the radar pulse intersecting a flat surface, the illuminated area, and
the return pulse (assuming diffuse reflection), for various pulse round-trip times ¢;. See text for
discussion. From Rapley et al. (1983).

For a rough surface (e.g. a sea with large-scale gravity waves), the peaks reflect
power sooner and the troughs reflect power later, having the effect of smearing out
the leading edge of the waveform. Over the ocean, the slope of the leading edge
therefore provides information about the height of the waves. The other effect of
a rough surface is that peaks further away from the beam centre can now provide
return power simultaneously with troughs at the centre. This increases Dpr,, which
for the example above would reach more than 10 km for a high sea state.

Despite the basic simplicity of the altimetry measurement concept, there are
many factors that make accurate measurements difficult. There has therefore been
much research devoted to tackling these effects in a series of altimetry missions over
the last three decades. In particular, ocean height measurement precision and orbit
accuracy have been substantially improved (Table 2.5). TOPEX/POSEIDON was
optimised for altimetry over the ocean, whereas ERS-1, ERS-2, and particularly the
RA-2 on Envisat (Table 2.1) have been designed to offer improved altimetry over
more highly topographic surfaces such as ice sheets. However, these three missions
still do not reach the latitudes above &~ 82°, so ESA’s Cryosat (due for launch
in 2004) will have an orbit that is very close to being polar, so as to carry out
radar altimetry of ice sheets and sea ice to the highest latitudes. In the following
sections we briefly discuss some of the factors affecting the use of radar altimeters
for climate-related research. For more detail the reader is referred to the recent
book, edited by Fu and Cazenave (2001), on the techniques and applications of
radar altimetry.
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Table 2.5 Summary of pre-IEOS satellite radar altimeters’ ocean measurement precisions and
orbit accuracies (from Chelton et al., 2001).

Satellite Mission period Measurement Best orbit
precision (cm) accuracy (cm)

GEOS-3 Apr. 1975-Dec. 1978 25 ~ 500
Seasat Jul. 1975-Oct. 1978 5 ~ 20
Geosat Mar. 1985-Dec. 1989 4 10-20
ERS-1 Jul. 1991-May 1996 3 ~ 5
TOPEX/POSEIDON Oct. 1992—present 2 2-3
ERS-2 Aug. 1995—present 3 <5

2.5.1.1 Surface effects
Modelling the interaction with the surface

To extract useful information from the altimeter return pulses, it is necessary to
model the interaction of the altimeter pulse with the surface. In the case of the ocean,
it is usual to treat the backscattered radiation as being reflected from a large set
of specularly reflecting surface facets within the antenna footprint that are oriented
perpendicular to the beam direction, and distributed in height. Approximations
to this height distribution enable the waveform to be modelled as a convolution of
the pulse shape, the flat surface impulse response and the delay-time distribution
of the surface facets. Averaging of many waveforms (typically ~ 50) is necessary
because individual waveforms display large fluctuations in intensity as a result of
interference effects involving multiple unresolved surface facets. The leading edge of
the waveform can then be analysed to obtain both the mean sea level and the
significant wave height (usually defined as four times the standard deviation of the
sea surface height, though definitions vary). The return power is inversely related to
the wind speed, as decreased wind speed allows a larger fraction of the surface facets
to be oriented perpendicular to the beam. (Note that this mechanism is different
from the Bragg scattering mechanism associated with the wind scatterometer, which
has 20-60° incidence angles.) Algorithms for determining wind speed with the
altimeter are generally empirical, based on correlating in situ data with oyg. Over
ice sheets the radar pulse penetrates the ice to some extent, which alters the shape
of the waveform leading edge. This effect therefore needs to be modelled in order
to extract accurate surface heights from the return waveforms.

Surface corrections to mean ocean height

For climate research, the main interest in making ocean height measurements is
to determine mean sea level changes and height gradients (i.e. pressure gradients)
associated with ocean currents. However, there are a number of corrections that
are needed. Tidal effects need to be corrected for, using tide models. Atmospheric
effects on sea level must also be taken into account, e.g. by using meteorological
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data or by ignoring the affected data. An important example is the inverse baro-
meter effect, whereby variations in surface atmospheric pressure will produce local
changes in sea surface height (about 1 cm increase per millibar reduction in atmo-
spheric pressure). An extreme but localised effect is the storm surge, where sea level
increases of up to several metres are produced when the high winds from cyclones
pile up water against the coast.

These surface height corrections are sufficient for measuring mean sea level
changes and ocean current variability. To measure permanent ocean currents, how-
ever, it is also necessary to correct for the spatial variations in the geoid. Large-scale
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Figure 2.20 Ocean surface height from the Seasat altimeter, for tracks over sea-mount-type fea-
tures, trench-type features, and an ocean current (the Gulf Stream). From Cracknell and Hayes
(1991).
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geoid undulations (with wavelengths of thousands of kilometres) have been mea-
sured independently using their effects on satellite orbits, but small-scale varia-
tions, often reflecting bathymetric features, are difficult to distinguish from height
variations associated with the ocean currents. This can be seen, for example, in
Figure 2.20, obtained from early altimetry data, where sea mounts (ocean trenches)
can cause peaks (troughs) in the geoid as seawater is gravitationally attracted to
the mount (sides of the trench). Currents such as the Gulf Stream, however, have
height signatures of comparable size. (As can be seen, the signature consists of a
step height change perpendicular to the current, because the pressure gradient force
balances the Coriolis force to produce geostrophic flow.) Because of this difficulty,
independent measurements of small-scale geoid undulations (with wavelengths of
order 100 km) are now a high priority for climate research, using spacecraft to make
high accuracy gravitational field measurements in orbit. The first is the Gravity
Recovery and Climate Experiment (GRACE), launched in 2002, to be followed by
the Gravity Field and Steady-State Ocean Circulation Ezplorer (GOCE) in 2006.

Finally, there are two sea state biases that need to be taken into account. The
first is a bias caused by skewness in the surface height distribution of waves. The
second is an electromagnetic bias, due to the fact that the height distribution of
the specular facets, which determines the return pulse, is different from the height
distribution of the whole sea surface.

Surface slope correction

For operation over ice sheets, the surface slope can become significant and give rise
to an error in the surface height estimate. As shown in Figure 2.21(a), the altimeter
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Figure 2.21 (a) Correction of radar altimeter heights for the effect of surface slope. (b) Tolerance
of mis-pointing by a pulse-limited radar altimeter. Beam width highly exaggerated.
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ranges to the nearest point on the surface rather than the point directly below the
spacecraft. Provided that the across-track slope is known, this effect can be cor-
rected for as shown. Assuming a linear slope, it is simple to calculate either the ver-
tical distance to the measured point, or the vertical distance to the nadir point. In
polar regions, ground track convergence means that the neighbouring track spacing
is generally quite small, allowing reasonable across-track slope estimates to be made.

2.5.1.2  Atmospheric effects

The speed of light is reduced in any refractive medium such as the atmosphere.
Thus the atmosphere introduces a delay into the altimeter pulses, as they travel
to the surface and back, which needs to be corrected for. There are three main
components to this correction, as follows.

Dry tropospheric height correction

The main constituent atmospheric gases (excluding water vapour) are well mixed,
and so their effect on the pulse delay depends only on atmospheric density. This
varies with time, geographical location and altitude. The resulting height error
(typically &~ 2 m) can be calculated accurately using measured and modelled along-
track values of sea level pressure and the acceleration due to gravity.

Wet tropospheric height correction

Atmospheric water vapour results from surface evaporation, and is therefore highly
variable with geographical location, being a maximum in the tropics (where it causes
a height error of about 0.4 m) and a minimum in the polar regions (where the
delay is a few centimetres). The water vapour concentration can be estimated
using atmospheric models, but over the ocean it is also possible to use a passive
microwave radiometer to measure the water vapour content at nadir. This is the
approach adopted on ERS-1, ERS-2 and Envisat. The delay can then be modelled
and accounted for.

Tonospheric height correction

Above about 50 km in altitude, a significant proportion of the atmospheric molecules
are ionised by solar radiation, forming the ionosphere. The group velocity of elec-
tromagnetic waves in such a medium is reduced, and therefore the altimeter pulse
is delayed. This effect depends on total electron content, but can be up to ~ 0.2 m.
Though estimates of the electron content are available via models, a more accurate
approach to correction makes use of the fact that the delay is inversely related to
the frequency of the radiation. Thus on Envisat’s RA-2, for example, the delay is
evaluated by using a second radar frequency (3.2 GHz) as well as the main frequency
(13.575 GHz).
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2.5.1.3 Instrumental effects
Orbit errors

A major difficulty with making absolute measurements of surface elevation is to
determine the satellite’s orbital elevation to sufficient accuracy. The basic method
(Chelton et al., 2001) is to model the satellite trajectory, taking into account
such factors as gravitational perturbations, residual atmospheric drag, and radi-
ation pressure, and to correct the model using independent observations of the
trajectory. Observation methods include satellite laser ranging (SLR) from ground
stations to passive on-board reflectors, the ground-to-satellite Doppler Orbitogra-
phy and Radiopositioning Integrated by Satellite (DORIS) system developed for
TOPEX/POSEIDON, the Precise Range and Range-rate Equipment (PRARE) on
ERS-2, which involves two-way microwave transmissions, and the use of Global
Positioning System (GPS) receivers on the satellite. Residual orbit errors are now a
few centimetres in magnitude, comparable to the height measurement precision
(Table 2.5). For monitoring variations in elevation with time using an Earth-
synchronous orbit (see Section 2.2.1), the repeat period and ground track repeata-
bility need to be considered. Repeat periods vary, depending on the application.
The across-track variations in the positions of repeat tracks can usually be kept to
+1 km (Chelton et al., 2001).

Height corrections

To ensure that absolute height measurements can be made, the geometry of the
satellite and in particular the altimeter and the ranging equipment (e.g. targets for
laser ranging) need to be accurately modelled. There are also various electronic and
signal delays and biases within the instrument that need to be accounted for.

Pulse duration

To obtain a sufficiently small pulse-limited footprint (and for adequate height reso-
lution), the pulse duration needs to be a few nanoseconds (= 3 ns for all space-borne
radar altimeters to date). To produce a pulse of this duration with an adequate
signal-to-noise ratio, however, would require an unrealistically high transmit power.
Therefore a ‘chirped’ system is used, whereby a longer pulse is produced, with
continuously increasing frequency. The frequencies of the return pulse are then
analysed with different delays, to re-create a short return pulse.

Tracking the surface

For efficiency the radar altimeter has a relatively small time window over which
it samples the return pulse. Because the actual two-way travel time of the pulses
varies widely around the orbit, due to orbital and geoid variations, it is necessary
to incorporate an on-board system for tracking the surface, so as to maintain the
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leading edge of the return waveform within the sampling window. The tracking
processor also provides estimates of two-way travel time, significant wave height
and og (though all of these parameters can also be obtained by subsequent ground-
based analysis, or retracking, of the waveforms). To acquire the surface initially,
or after loss of tracking, the processing system uses a very broad time window to
search for the return pulses, before initiating the standard tracking system.

Early tracking algorithms were optimised for the ocean, which provides relatively
small rates of change of two-way travel time, and fairly uniform pulse shapes. More
recent trackers such as that on Envisat’'s RA-2 are also designed to track non-ocean
surfaces (e.g. ice sheets and sea ice), where the two-way travel time can vary rapidly
(e.g. with the topography of the ice sheet), and the return pulse shape can vary
rapidly with the nature of the surface (e.g. as the altimeter passes over diffusely
reflecting sea ice floes or calm, specularly reflecting water between them).

Mis-pointing

Unlike beam-limited radar altimeters (see earlier), pulse-limited altimeters can tol-
erate a certain amount of uncorrected mis-pointing (i.e. with the antenna not
exactly pointing to nadir). (This feature was made use of, for example, by
Geosat, whose gravity gradient attitude control led to residual mis-pointing of
> 0.5°%; Chelton et al., 2001). This tolerance of mis-pointing is possible because
the diffraction-limited beam width is larger than the pulse-limited footprint, and
the pulse wavefronts are spherical. Thus, in Figure 2.21(b), provided that the
off-pointing angle @ is less than half the beam angle, the measured range R is inde-
pendent of €, though the signal strength will be reduced compared with the pointing
direction. Note, however, that the automatic algorithms for on-board processing of
the data are generally affected by mis-pointing, though the correct values can be
obtained by retracking (Chelton et al., 1991).

2.5.1.4  Examples of ocean and ice monitoring by radar altimetry

As an example of radar altimetry over the ocean for use in climate studies,
Figure 2.22 (Plate 2) shows sea level variations due to ENSO. The observed
oscillation in sea level in the equatorial Pacific is related to changes in the pres-
sure differences and winds across the basin, between the extreme phases of ENSO
(see Section 2.4.2.4). Accurate radar altimeter data can be used to test theories of
how ENSO occurs, as well as improving ENSO predictions (Picaut and Busalacchi,
2001). (The associated SST variations in the same two months are shown in
Figure 2.18 (Plate 1).)

The world’s main ice sheets on Greenland and Antarctica store vast quantities
of water, and so have the potential to affect sea level as a result of global warming.
Successive radar altimeter missions have improved our knowledge of the topogra-
phy of these ice sheets. In particular, the Geosat and the ERS missions included
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Figure 2.23 (a) Antarctic shaded topography from ERS-1 and Geosat Altimetric Digital Ele-
vation Model (with airborne data used south of 81.5°). The West Antarctic Ice Sheet (WAIS)
is to the left. Image from Zwally and Brenner (2001). Copyright 2001, with permission from
Elsevier. (b) Thinning of the Pine Island Glacier in the WAIS (13 km upstream of the grounding
line), using altimeter data from ERS-1 (stars) and ERS-2 (squares). Reprinted with permission
from Shepherd, A., et al., ‘Inland Thinning of Pine Island Glacier, West Antarctica’, Science 291:
862-864. Copyright 2001 American Association for the Advancement of Science.
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phases where long repeat periods were used, allowing a dense network of tracks, and
hence improved spatial resolution. Also, FRS-1, ERS-2 and Enwvisat have higher
latitude coverage (up to = 82°) compared with Seasat and Geosat (up to = 72°).
The difference in detail using non-satellite methods is apparent in Figure 2.23(a),
where topography for the region south of ~ 82° has been filled in using airborne
altimeter data.

Radar altimeter data can also be used to examine trends in elevation of the ice
sheets with time. Between 1992 and 1996, for example, Wingham et al. (1998)
observed no change in East Antarctica to within £5 mm per year, but a negative
trend in part of West Antarctica of —53 £9 mm per year. Continuing this research
using a combination of ERS-1 and ERS-2 altimeter data, Shepherd et al. (2001)
showed that the grounded Pine Island Glacier, which drains =~ 10% of the West
Antarctic Ice Sheet (WAIS), thinned by up to 1.6 m per year between 1992 and
1999 (Figure 2.23(b)). If sufficiently prolonged, such a thinning could increase the
rate of ice discharge from the WAIS interior.

Such results heighten ongoing concerns about the WAIS, which contains enough
ice to raise sea level by 6 m, and is mostly grounded below sea level, which may make
it particularly susceptible to collapse as a result of global warming. However, current
predictions are that a collapse of the WAIS (defined as a change that contributes at
least 10 mm/yr to global sea level change) during the 21st century is very unlikely
(Church et al., 2001). Nevertheless, this example highlights the importance of using
remote sensing observations to help reduce the uncertainties in predictions of climate
change and its impacts, in a world where anthropogenic global warming is a reality.



Chapter 3

Planetary Science

Andrew Coates

3.1 Introduction

At the beginning of the last millennium, humankind knew of six planets, including
our own. The invention of the telescope, and the beginnings of scientific thought
on orbits and planetary motion, were in the 17th century. The next three centuries
added Uranus, Neptune and Pluto to the list of known planets as well as many
moons, asteroids and comets. Discoveries such as that the Earth was not the centre
of the Universe and that planets orbit the Sun were key steps in increasing the
understanding of Man’s place in the Universe. But it was only in the latter part
of the 20th century that we were privileged to carry out in situ exploration of the
planets, comets and the solar wind’s realm and to begin to understand the special
conditions on the Earth that led to life prospering. This is leading to a detailed
view of the processes that have shaped our solar system.

In this chapter we briefly review our current knowledge of the solar system we
inhabit. We discuss the current picture of how the solar system began. Important
processes at work, such as collisions and volcanism, and atmospheric evolution, are
discussed. The planets, comets and asteroids are all discussed in general terms,
together with the important discoveries from space missions, which have led to our
current views. For each of the bodies we present the current understanding of its
physical properties, and their interrelationships and present questions for further
study.

What is in store for planetary exploration and discoveries in the future? Already
a sequence of Mars exploration missions, a landing on a comet, further exploration
of Saturn and the Jovian system, and the first flyby of Pluto are planned. We
examine the major scientific questions to be answered. We also discuss the prospects
for finding Earth-like planets and life beyond our own solar system.

73
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3.2 The Solar System in the Last Four Millennia

Astronomy is one of the oldest observational sciences, having been in existence for
about four millennia. This time is estimated on the basis that names were given to
those northern constellations of stars that were visible to early civilisations. Two
millennia ago, a difference between the more mobile planets and comets on the one
hand and the fixed stars on the other was realised by Ptolemy but not understood.
At the dawn of the present millennium six planets (Mercury, Venus, Earth, Mars,
Jupiter and Saturn) were known. Aurorae were seen on the Earth and recorded but
understanding still eluded us. In the first few decades of the last millennium comets
were seen as portents of disaster (see Figure 3.1). Little further progress was made
during the Dark Ages.

Science began to take giant leaps forward in the 16th century. Copernicus re-
alised that the Earth was not at the centre of the solar system. Tycho Brahe’s
planetary observations enabled Kepler to formulate laws of planetary motion in
the 17th century. In the same century, Galileo invented the telescope and Newton
developed his theory of gravitation. The 18th and 19th centuries saw increasing
use of this new technology, which deepened and increased understanding of the
objects in the sky. Amongst many other discoveries were the periodicity of Halley’s
comet and the existence of the planets Uranus, Neptune and Pluto. The obser-
vations were all made in visible light to which our eyes are sensitive and which is
transmitted through our atmosphere. The 19th century also gave us the basics of
electromagnetism.

The 20th century witnessed many important scientific and technological ad-
vances. In terms of astronomy we have gained the second major tool for the ex-
ploration of the Universe in addition to the telescope — namely spacecraft. Space
probes have not only opened up the narrow Earth-bound electromagnetic window,
but it has also allowed in situ exploration and sampling of our neighbour bodies in
the solar system. Using the techniques of remote sensing to look back at the Earth
has added a new perspective. For the first time we can now begin to understand our
place in the Universe and the detailed processes of the formation of the Universe,

Figure 3.1 The difference in perception of comets, at the beginning and end of the last millennium,
is shown by a frame from the Bayeaux tapestry and an image from the Giotto Halley Multicolour
Camera. The same comet is seen in each image. (Courtesy ESA/MPAe)
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our solar system and ourselves. We are truly privileged to be able to use these
techniques to further this scientific understanding.

Our sense of wonder in looking at the night sky has not changed. As we use
better ground- and space-based telescopic techniques and more detailed in situ
exploration, we can only feel a sense of excitement at the discoveries that the new
millennium may bring. In this chapter we will review our solar system in general
terms and in particular consider the interaction of the solar wind with the various
planets and comets that inhabit the solar system. We consider scientific questions
for the future and speculate a little on how they will be answered.

3.3 Origin of the Solar System

The present composition of the solar system reflects the history of its formation over
4.5 billion years ago. Because the planets are confined to a plane, the ecliptic, it is
thought that the Sun and planets condensed from a spinning primordial nebula. The
heavier elements in the nebula are thought to owe their existence to nearby super-
nova explosions. As the nebula collapsed and heated, the abundant hydrogen fuel
ignited and fusion reactions started in the early Sun. Gas further from the centre of
the nebula became progressively cooler and condensation occurred onto dust grains.
This caused differences in composition due to the progressively cooler temperatures
away from the Sun. Gravitational instabilities then caused the formation of small,
solid planetesimals, the planetary building blocks (see Figure 3.2). Accretion of
these bodies due to collisions then formed the objects familiar to us today.

This model predicts different compositions at different distances from the Sun,
and this is seen in the different classes of solar system objects today. In the inner
solar system, for example, the temperatures were of order 1000 K, near to the
condensation temperature of silicates, while in the outer solar system temperatures

Figure 3.2 Artist’s impression of the forming solar nebula. (NASA)
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Figure 3.3 Star formation and the likely birth of planetary systems in the Orion nebula imaged
using HST. (NASA/STSci)

were of order 100 K, nearer to the condensation temperature of water and methane
ice. The forming planetesimals therefore had different compositions in the inner and
outer parts of the solar system. The outer planets were derived from their much
colder planetesimals, some of which remain as comets. The inner, rocky planets
are associated with their own planetesimals, of which the asteroids are the partially
processed survivors in the present solar system.

The formation process can be seen going on elsewhere, for example in the Orion
nebula (see Figure 3.3). Protoplanetary discs have been imaged there using the
Hubble Space Telescope, and structures that look like forming solar systems have
been seen edge-on. Such patterns were also seen in the mid-1980s near the star Beta
Pictoris. In that case the dust cloud was inferred to be due to pieces from forming
or collided comets. Several other examples have been seen using infrared telescopes
in space. It is thought that the basic formation of solar systems is widespread
throughout the Universe.

3.3.1 Processes: collisions, accretion and volcanism

Clearly, collisions played an important role in the early solar system in the formation
of planetesimals and larger bodies, and in collisions between these bodies. Accretion
of material onto the forming bodies also played a key role. In the case of the outer
planets, a rocky/icy core formed, and if the core was big enough, accretion of gas
and dust from the solar nebula occurred. Since temperatures were cold in the outer
solar system it was possible for the large cores to retain solar nebula material. This
is why the current composition of the atmospheres of Jupiter, Saturn, Uranus and
Neptune are close to solar proportions.

For the inner planets, on the other hand, temperatures were higher and it was
possible for light atoms and molecules such as hydrogen and helium to escape.
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The Apollo missions to the Moon provided information on the cratering rate
with time since the solar system’s formation. Cratering density was combined with
dating of the returned samples from known positions on the surface, resulting in
Figure 3.4. This shows the density of craters with time since 4.6 billion years
ago. Clearly the cratering rate was high from 4.6 to 3.9 billion years ago, the
‘late heavy bombardment’ period, following which it slowed down between about
3.9 and 3.3 billion years ago, and it has been at an asymptotic ‘steady’ level since
about 3 billion years ago. From this we can infer that there are two populations of
Earth-crossing bodies. The first reduced with time as the population responsible
was depleted by collisions, or the bodies were ejected from the solar system. The
second group is the present population of Earth-crossing bodies. That population
must be being replenished as well as lost.

The cratering process clearly depends on the size of the impacting object and
its impact speed. Clearly the important parameter is the kinetic energy of the
object. In general, impactors are travelling at tens of kilometres per second, so

T T T T
Exponentially decaying
w component of crater production
£ 60,000 F -
7]
£
L
E
=]
g 0000F | Rim deposit of 1
c Imbrium basin (Apolle 14)
o
TE—
@
2 40,000 | £ =
2 o
0 >3
£ s
_g 30,000 -
@
&
o
5
T 20,000 ; =
S Lava flows in
5 Mare Tranquillitatis {Apolle 11)
é Lava flows in eastern Oceanus
2 10,000 - Procellarum (Apollo 12) A
Rim deposit of
Steady Copernicus [Apollo 12)
component of crater production :_
1 I I 1 1
5 4 3 2 1 0

Age of Surface Deposit (hillions of years)

Figure 3.4 Dependence of lunar cratering rate on surface age.
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impact kinetic energies are large. There are two physical shapes of crater seen —
simple craters (for small impactors) and complex craters (for large impact energy).
These types are illustrated in Figure 3.5. For larger energies, the complex craters
may include wall collapse and a central peak. Both crater types produce ejecta;
the distance these move from the crater depends on the gravitational force on the
target body.

The Moon contains a well-preserved cratering record, as there is no erosion by
atmosphere or oceans. An example from the lunar surface displaying both crater
types is shown in Figure 3.6.

In contrast, the Earth’s cratering record is affected by erosion by the atmosphere,
by oceans and by volcanic and tectonic processes. Over 150 impact craters have

Figure 3.5 Simple (left) and complex (right) crater formation. (Don Davis, NASA)

Figure 3.6 Examples of complex (Euler, top) and simple (bottom) cratering on the lunar surface.
(NASA)
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Figure 3.7 Mimas and its crater Herschel, some 130 km across. (NASA)

been discovered on the Earth. Of these about 20% are covered by sedimentation.
Previously undiscovered craters are occasionally found, such as a new structure
under the North Sea discovered by oil exploration geophysicists in 2002. However,
in general only the remnants of relatively recent craters remain, though one of the
large structures (Vredefort, South Africa) is 2.02 billion years old.

As well as the Moon and Earth, cratering is widespread in the solar system and
is a feature of all of the solid bodies — planets, moons, asteroids and even comets
— visited by spacecraft so far. Analysis of the cratering record on each body can
be used in studies of a body’s age and geological history.

Some extreme examples of cratering are worth mentioning. First, on Saturn’s
moon Mimas is the large (130 km) crater Herschel (see Figure 3.7). The impact
that produced this crater may have almost torn Mimas apart, as there are fissures
on the other side of the moon that may be related. Mimas is primarily icy according
to albedo measurements, so this and the many other craters seen on Mimas show
that craters are well preserved even on icy bodies.

A second extreme example is the Hellas impact basin in the southern hemisphere
of Mars. This massive crater is some 2100 km across and 9 km deep. A ring
of material ejected from the crater rises about 2 km above the surroundings and
stretches to some 4000 km from the basin centre, according to recent data from
the Mars Orbiter Laser Altimeter on the Mars Global Surveyor (see Figure 3.8 —
Plate 3). As a rule of thumb, the diameter of any resulting crater is approximately
20 times the diameter of the impactor, so the original impactor in this case must
have been ~ 100 km. The actual relationship between impactor size and crater size
involves the kinetic energy of impact, the gravity of the impactor, the strength of
the impacting material (relevant for small impacts), the angle of incidence and the
composition of the target.

As a third example we can consider the formation of the Earth’s Moon. Based
on Apollo sample composition, and solar system dynamics calculations, it is now
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thought that the most likely explanation for the formation of the Moon was a large
(Mars-sized) object hitting the Earth and the coalescence of material from that
impact. Clearly collisions have a very important role in the solar system’s history.

Collisions clearly still occur too: some 500 T of material from meteor trails and
other cosmic junk hit the top of the Earth’s atmosphere every year. In 1994, we
witnessed the collision of Comet Shoemaker-Levy 9 into Jupiter — the first time
such an event could be predicted and observed. Currently there are great efforts on
the Earth to locate and track the orbits of near-Earth objects, as sooner or later
a large impact will happen. The comfort we can take is that such collisions are
very rare.

Another major, fundamental process in the evolution of solar system objects
is volcanism. While only two bodies in the solar system have currently active
volcanism (Earth and Io), there is evidence on many bodies for past volcanism,
including on Mercury, Venus and Mars. We also see the effects of cryovolcanism on
Europa and Triton and evidence of resurfacing at many other locations.

In general, an energy source is needed to drive volcanism. This may be from
the heat of formation of the body, from radioactive decay of the constituents, from
tidal forces, or from angular momentum. How much heat is left from formation
depends on the size of the object. In particular, the area-to-volume ratio is larger
for small bodies, so it is expected that these lose heat more quickly. Therefore, for
example, Mars had active volcanism early in its history (e.g. Figure 3.9) but this
has now died out, while the Earth still has active volcanism. On lo, the power for
the volcanic activity comes from tidal forces. Venus on the other hand had rampant
volcanism some 800 million years ago, when the planet was effectively resurfaced,
but is now inactive. This is surprising as the size is similar to that of the Earth,
but this could be associated with the slow current spin rate.

Figure 3.9 Olympus Mons on Mars, now extinct. At 27 km high and 600 km in diameter this is
the largest volcano in the solar system. (NASA)
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3.4 Evolution of Atmospheres

The main sources of atmospheric material are:

(1) Solar nebula

(2) Solar wind

(3) Small body impact

(4) Outgassing of accreted material

The clues to the relative importance of these mechanisms come from the relative
abundances of the inert gases, of primordial (2°Ne, 36Ar, 38Ar, 84Kr, 132Xe) or
radiogenic (*9Ar [from K], *He [from 23%U, 235U, 232Th]) origin. The former must
have been there since the beginning of the solar system as they are not products
and do not decay, and the latter build up with time. These gases take no part in
chemical processes, and most are too heavy to escape.

Minerals in the forming grains and planetesimals in the solar nebula contained
trapped gases — volatile components. These included iron nickel alloys (which
contained nitrogen), serpentine (which contained water, ammonia and methane) and
several others. On accretion into a larger body, these cores would have attracted
a ‘primary atmosphere’ of gases from the surrounding solar nebula (principally
hydrogen, and otherwise reflecting the solar abundance).

As we saw earlier, in the first 0.5 billion years the impact rate by planetesimals
was very high, bringing more material to the planetary surfaces (a ‘veneer’ of
volatiles), the surfaces were heated by impacts, and the atmosphere was heated.
There was also higher heating at that time, from gravitational accretion, and from
radioactive decay of 4°K, 238U, 235U and 222Th. There was also heating by differ-
entiation as heavier substances dropped towards the centre of the recently formed
bodies.

All this early heat would have increased tectonic activity at the surface, at least
of the solid bodies. Larger planets have hotter cores, so gas should be released
faster. The Earth’s gas would have been released faster than on Venus (0.8 Mpaytn )
and much faster than on Mars (0.1 Mga,tn). Isotope ratios at present show that
both the Earth and Venus are effectively fully ‘processed’ (although there is still
an active cycle involving volcanism and solution in the oceans on the Earth), while
Mars is much less so and it is estimated that only about 20% of its volatiles have
been released.

Several processes can release gases trapped in the interior. They are internal
heating, volcanic activity, and impacts of large meteors — asteroids or comets.

Once released, gases would remain gravitationally bound assuming that (1) the
body is big enough and (2) the gas is cool enough to remain gravitationally bound.

Other chemical reactions would start and the atmosphere would evolve over
billions of years. Many changes have occurred since the formation of the solar
system 4.6 billion years ago.
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For the terrestrial planets, the isotope abundance ratios for the primordial iso-
topes are quite different to solar abundances, and more similar to those found in
meteorites. This rules out 1 and 2 above as potential mechanisms. The abundance
ratios for Venus, the Earth and Mars are about the same, but the absolute abun-
dances decrease with distance from the Sun. This apparently rules out asteroid
impacts as a dominant mechanism as the rates should be similar for these three
planets, leaving outgassing as the dominant mechanism.

However, this picture is modified due to the mixing of the isotopes 36Ar/!32Xe
and 34Kr/!32Xe. The values for Venus’ atmosphere indicate a quite different origin,
much more solar. For the Earth and Mars, however, the proportions show that
the two planets are at either end of a mixing line: beyond the Earth end of the
line, conditions are like those in comets, while beyond the Mars end, they are more
like the primitive chondrite meteorites. This seems to indicate that a proportion of
the Earth’s current atmosphere is cometary in origin whereas in the Mars case the
source was asteroids.

These are thus the expected proportions at the end of the bombardment about
4 billion years ago. Much of the water in the Earth’s atmosphere and oceans may
have come from comets.

The surface temperature of the planets at this stage then plays a role — con-
trolled by the distance to the Sun. The temperature of a body (ignoring internal
sources and atmospheric effects) can be estimated from the balance between solar
input and radiation (assumed black body). Under that assumption, the tempera-
ture T can be written as T = 279(1— A)%2°R =95 K, where A is the albedo and R in
AU. If the kinetic energy of gas molecules is high enough it can escape the gravita-
tional pull of the planet, if not it will be trapped to form an atmosphere. Inserting
appropriate figures, it can be shown that Jupiter, Saturn, Neptune, Uranus, Venus,
the Earth and Mars should easily have atmospheres, with Io, Titan and Triton on
the borderline. Clearly the real picture is much more complex in terms of the energy
balance, presence of an atmosphere, greenhouse effect, internal heating, etc. How-
ever, these simple considerations do remarkably well. The atmospheric evolution
is then different for terrestrial planets and the outer planets; this discussion forms
part of the next sections.

3.5 Terrestrial Planets

Due to the temperature variation in the collapsing primordial nebula, the inner
regions of the solar system contain rocky planets (Mercury, Venus, the Earth and
Mars). The condensation temperatures of the minerals forming these planets were
higher than the icy material in the outer solar system. While it is fair to treat
the inner planets as a group, the diversity of the planets and of their atmospheres
is remarkable (see Figure 3.10). The three processes of impacts, volcanism and
tectonics are vital ingredients in the evolution of the planets. Our understanding
also depends critically on the sources and dissipation of heat.
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Figure 3.10 Size comparison between Mercury, Venus, the Earth and Mars. (NASA)

The origin of the atmospheres of the inner planets is an important topic in itself.
It is now thought that this is due to outgassing of primitive material from which the
planets were made. As was pointed out previously, however, the cometary volatile
content of the Earth’s atmosphere seems to be higher than on Mars. The subsequent
evolution of the atmospheres depends on two major factors: the distance from the
Sun (which controls radiation input) and the mass of the body (controlling firstly
the heat loss rate from the initial increase due to accretion, secondly the heating
rate due to radioactivity, and thirdly the atmospheric escape speed). The presence
of life on the Earth has also played an important role in determining atmospheric
composition here.

Mercury is a hot, heavily cratered planet, which is difficult to observe because of
its proximity to the Sun. Only one spacecraft, Mariner 10, has visited it, performing
three fast flybys of the planet. Mercury is remarkable because of its high density,
second only to the Earth. The other terrestrial planetary bodies — the Earth,
Venus, Mars and the Moon — all fit on a straight line which relates density and
radius, but Mercury is way off that line (Figure 3.11). It is unclear why this is —
but may be associated with the origin of the planet or the stripping of its outer
layers by the early T-Tauri phase of the solar wind.

Another remarkable and unexpected discovery from Mariner 10 was the pres-
ence of a strong magnetic field and a magnetosphere around Mercury. It is likely
that the planet has a larger iron-rich core in relation to its radius than the other
inner planets. It is strange that there is so much iron, at this distance in the forming
solar nebula. FeS (one of the major expected condensing iron-rich minerals) should
not have even condensed. Mercury has an ‘exosphere’ rather than an atmosphere,
since the pressure is so low that escape is as likely as a gas collision. An atmosphere
was not retained because of the low mass (size) and high temperature (proximity
to the Sun). The planet has an eccentric, inclined orbit. The rotation period is in
a 2:3 ratio with its rotation. This indicates that the slightly non-spherical shape of
the planet was important during its formation.

The surface of Mercury contains a well-preserved, little-disturbed cratering his-
tory. During the early bombardment in the first 0.8 billion years since formation,
ending with a large impact that produced the 1300 km Caloris Basin feature, there
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Figure 3.11 Density-radius plot for the inner planets showing the anomaly of Mercury. (ESA)

was important tectonic activity. There is also evidence of significant shrinkage of
the planet due to cooling, causing ‘lobate scarp’ structures; this shrinkage was also
early in the planet’s history.

It appears likely from radar measurements that some of Mercury’s polar craters,
which are never heated by the Sun, may contain condensed ice from cometary
impacts, similar to the deposits found using Lunar Prospector at the Moon. It
would be interesting to estimate the cometary impact rate here in comparison with
that at lunar orbit, to understand more about the collision history. But one of the
fundamental unknowns about Mercury is what lies on its unseen side, not imaged
by Mariner 10. Radar measurements indicate some structure, which could be a
large volcano, but the Messenger and BepiColombo missions should explore this in
detail.

The Venus—Earth—Mars trio are particularly important for us to understand
because we know that life evolved at least on the Earth. In the case of Venus, the
planet, although similar in size to the Earth, was closer to the Sun; water evaporated
early because of the higher temperature and caused a greenhouse effect, resulting
in further evaporation of water and eventually a runaway greenhouse effect. Lack
of surface water meant that fixing of evolved carbon dioxide in the rocks as on the
Earth was impossible. Carbon dioxide evolved into the atmosphere over the 4 billion
years since formation, and continued the greenhouse effect after the hydrogen (from
water dissociation) had escaped to space and the oxygen had oxidised rocks. The
surface temperature is now 750 K, the atmosphere is thick and supports sulphuric
acid clouds, and our sister planet is completely inhospitable to life. There is a total
of only 10 cm equivalent depth of water in the Venus atmosphere, compared to 3 km
in the atmosphere and oceans of the Earth. The clouds are observed to rotate much
faster (~ 4 days) in the equatorial regions than the planetary rotation rate (once
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Figure 3.12 Images from the bodies (Mars, Venus, the Moon and Eros) on which spacecraft
have soft-landed so far. Upper left, from Mars Pathfinder; lower left, from Venera 13; upper
right, from NEAR-Shoemaker; and lower right, from Apollo 17, showing Harrison Schmidt on the
surface. (NASA, Russian Academy of Sciences)

per year); this ‘super-rotation’ is one of the aspects of the Venusian atmosphere
that is not yet well understood.

In terms of the space programme there have been missions to study the atmo-
sphere (Mariner, Pioneer, Venera), map below the clouds using radar (Magellan)
and landers (Venera) have transmitted pictures from the surface (see Figure 3.12).

Mars, on the other hand, is smaller than the Earth and further from the Sun.
Isotopic ratios between radiogenic “°Ar and primordial 3%Ar indicate that only
about 20% of the gas in the rocks has been evolved into the atmosphere, because
of reduced tectonic activity (small size). Also, due to the size much of the early
atmosphere was lost and the present atmospheric pressure is less than 1% that of
the Earth. Substantial carbon dioxide ice deposits are present at the poles but there
is not enough in the atmosphere to cause a greenhouse effect.

Martian oxygen isotopic ratios show that there must be a source of oxygen, per-
haps frozen sub-surface water, which increases the proportion of the lighter isotope
that would otherwise preferentially be lost to space, to the observed level. This
has been partially confirmed recently by Mars Odyssey, which sees hydrogen, pro-
bable evidence of water, near the poles. However, the neutron analysis technique
employed only works for the top 1 m of the Martian soil due to absorption, and
it is hoped that the Mars Express ground-penetrating radar will survey down to
5 km. On the other hand, images from Viking and Mars Global Surveyor contain
evidence that liquid water flowed on the Martian surface about 3.8 billion years ago
(see Figures 3.13(a) and 3.13(b)).

The present Mars is much colder, dryer and much less hospitable to life than
it once was. The equivalent depth of water in the atmosphere is only 15 microns.
There is no possibility of finding liquid water on the surface due to the low pressure
and average temperature. Any life on Mars was probably primitive and lived over
3.8 billion years ago. At that time, in addition to being warmer and wetter, Mars
had a magnetic field, as shown by evidence of remnant magnetism in ancient rocks,
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Figure 3.13 (a) Evidence from Viking for flowing water on Mars over 3.8 billion years ago.
(NASA)

(b)

Figure 3.13 (b) Evidence from Mars Global Surveyor for flowing water on Mars over 3.8 billion
years ago. Bottom image is evidence for possible water seepage to the surface within the last
million years. (NASA)
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by Mars Global Surveyor. This would have played a role in protecting any life at
that time from galactic and solar cosmic radiation. That protection is no longer
there. The possibility could remain, however, of there still being life on Mars in the
form of sub-surface organisms near the water deposits, possibly similar to primitive
organisms found in the Antarctic ice.

There is some recent evidence from Mars Global Surveyor, of water seepage
from underground deposits to the surface, where it would immediately sublime.
This discovery is significant — from the age of the surface this may have happened
within the last million or so years (Figure 3.13). ESA’s Mars Ezxpress and Beagle 2,
as well as NASA’s Mars Exploration Rovers, have a search for signs of water as a
high priority when they arrive in 2003-4.

Some serious scientists propose that greenhouse gases could be introduced into
the Martian atmosphere to warm the planet and release some of the trapped water
and carbon dioxide, ultimately giving a hospitable environment for humans. This
is an interesting idea in theory and a good target for computer simulations. In the
opinion of this author terraforming would be the ultimate in cosmic vandalism if
implemented.

The Earth was at the right place in the solar system and was the right size
for life to evolve. The presence of liquid water on the surface meant that carbon
dioxide could be dissolved in rocks as carbonates, some of this being recycled due
to volcanism. As life developed, starting at the end of the bombardment phase,
photosynthesis became important, leading to the production of oxygen and the
fixing of some of the carbon in the biomass. Enough oxygen in the atmosphere led
to production of stratospheric ozone, which allowed the protection of land-based
life forms from harmful UV radiation.

The Earth is also the planet we know the most about. Looking at the Earth
from space gave us a new perspective: an enhanced feeling that the Earth is special
and indeed fragile. The average temperature of the Earth’s surface is close to the
triple point of water where solid, liquid and vapour may all exist. That is part of
how we came to be here.

Our Moon is the first planetary satellite in terms of proximity to the Sun. Its
density is much lower than the Earth’s and there is effectively no atmosphere. The
cratering record is therefore well preserved but the maria show that volcanic activity
was important after the early bombardment and up to about 3.2 billion years ago.
Despite intensive study by spacecraft (Luna, Ranger, Surveyor, Apollo, Clementine,
Lunar Prospector), the origin of the Moon has not yet been determined completely
from the competing theories (simultaneous formation, catastrophic impact on the
early Earth, capture). However, the current favourite, which fits most of the evi-
dence, is that a Mars-sized body hit and coalesced with the Earth, and the Moon
formed from the impact ejecta.

As was already mentioned, the recent Clementine and especially Lunar Prospec-
tor missions returned evidence for hydrogen, perhaps in the form of water mixed
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with regolith, in craters towards the pole of the Moon. If this is water it would be
from cometary impacts, and one of the exciting aspects of this is that there could
be cometary material available for scientific study at a relatively close distance.
Though studying this would be a large technological challenge, the scientific bene-
fits of examining this pristine material from the early solar system are significant.

The other missions going to the Moon soon, including SMART-1 and Selene,
offer the possibility of better mineral maps and composition information over the
whole lunar surface, adding significantly to the information gained from the Apollo
and Russian lunar samples.

The satellites of Mars, namely Phobos and Deimos, may be captured asteroids
based on their physical characteristics. However, the understanding of the dynamics
of their capture is by no means solved.

Outstanding questions on our planetary neighbours

Despite the proximity of our planetary neighbours and the many space missions
that have explored them, many important questions remain. Why is Mercury’s
core so large? Might a catastrophic collision early in its life explain this and its
orbital eccentricity and inclination? How is seismic activity affected? Is there ice at
Mercury’s poles? Why is there super-rotation in the Venus atmosphere? What is the
surface composition of Venus and Mercury? What is the geological history? How
oxidised is the Venusian surface and what is the history of water in the Venusian
atmosphere? What changes is humankind making to the Earth’s climate and do
these need to be ameliorated? What is the origin of the Moon? Do the Martian
atmospheric loss rates to space support the models? Where is the water on Mars
now? What is the history of other volatiles? Was there life on Mars? Could and
should we terraform Mars?

3.6 Outer Planets

The outer planets group contains the gas giants (Jupiter, Saturn, Uranus and Nep-
tune — Figure 3.14) and the icy object Pluto. The gas giants are heavy enough
and were cold enough when they were formed to retain the light gases hydrogen
and helium from the solar nebula, and these constituents form most of the mass
of the planets, reflecting the early composition. The visible disc for telescopes and
space probes is ammonia and water-based clouds in the atmosphere. At Jupiter,
the largest planet and closest gas giant to the Sun, the cloud structure shows a
banded and colourful structure caused by atmospheric circulation. The detailed
cloud colours are not fully understood. There is no solid surface as such, but models
of the internal structure of the gas giants show increasing pressure below the cloud
tops; ultimately the pressure becomes so high that a metallic hydrogen layer forms
between about 80% and 50% of the radius respectively. Dynamo motions in this
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Figure 3.14 Size comparison for the gas giants Jupiter, Saturn, Uranus and Neptune, using
Voyager images. (NASA)

layer, assuming it must be liquid, power the powerful planetary magnetic fields.
A rocky/icy core is thought to be present at about 25% of the planetary radius.
Jupiter rotates rapidly, providing some energy via the Coriolis force for atmospheric
circulation. However, both Jupiter and Saturn have internal heat sources, which
mean that they emit 67% and 78% more energy than they receive from the Sun
respectively. This gives most of the energy for the atmosphere but the origin of
the internal heat source is not fully understood. Models indicate that helium pre-
cipitation within the metallic hydrogen core, in which helium is insoluble, may be
responsible. There are also strong zonal (east—west) winds near the equator on
Jupiter and Saturn, stronger on Saturn, where they reach two thirds of the speed of
sound. Their origin is not fully understood. The planets also have important long-
and short-lived atmospheric features, of which the most prominent is the great red
spot on Jupiter. This long-lived feature, seen for at least 300 years, is surprisingly
stable and so far there is no adequate model to describe it. A similar spot feature
appears on Neptune.

In situ results at Jupiter have recently been enhanced by data from the Galileo
orbiter and probe. While the orbiter has discovered unexpected dipole magnetic
fields in some of the Galilean satellites, the probe has sampled the atmospheric
composition, winds, lightning and cloud structures at only one point, which turned
out to be a non-typical location in the Jovian atmosphere. One of the discoveries
was a lower than solar helium abundance, which provides some support for the
idea of helium precipitation in the metallic hydrogen layer; a similar conclusion was
arrived at based on Voyager data at Saturn. Also, there is less water than expected.

The gas giants each have important and fascinating moons. At Jupiter (see
Figure 3.15 — Plate 4), To has the only known active volcanoes other than the Earth,



90 Space Science

providing sulphur-based gases for the Jovian magnetosphere; Europa may have a
liquid water ocean under its icy crust; Ganymede has its own ‘magnetosphere within
a magnetosphere’; and Callisto has a very old, cratered surface. Our knowledge of
these has been revolutionised by in situ observation; before this only the albedos
and orbital periods were known.

At Saturn, Titan is a tantalising object, planet-like in structure and the only
moon with a significant atmosphere — 1.5 times the Earth’s pressure at the surface.
However, its face was shrouded from Voyager’s view by organic haze in its thick
nitrogen—methane atmosphere. The atmosphere may hold clues about the Earth’s
early atmosphere; there may be methane- or ethane-based precipitation systems;
and the ionosphere forms a significant source of atoms for Saturn’s magnetosphere.
Cassini—Huygens will study Titan and some of Saturn’s 20 or so icy satellites in
detail, starting in 2004. At Uranus, the moon Miranda graphically indicates the
accretion theories, as it appears to be made up of several different types of structure
seen elsewhere. Also, the moon system is out of the ecliptic because the spin axis
of Uranus at 98° inclination is almost in the ecliptic itself. At Neptune, Triton
is an icy satellite with a very thin atmosphere but it is in a retrograde orbit and is
spiralling closer to Neptune; in tens of millions of years it may break up to produce
spectacular rings. It may be similar in characteristics to Pluto and Charon.

Ring systems are present at all the gas giants but spectacularly so at Saturn.
Saturn’s rings were discovered by Galileo, found to be separate from the planet by
Huygens, and observed to have gaps by Cassini, who also suggested that they were
composed of separate particles. James Clerk Maxwell proved this idea mathema-
tically two centuries later. Detailed exploration was begun by the flyby missions
Pioneer and Voyager, which found remarkable structures in the rings, including
warps, grooves, braids, clumps, spokes, kinks, splits, resonances and gaps. Whole
new areas of solar system dynamics were opened up — including the study of
electromagnetic forces, which may be important for spoke formation. The rings are
less than a kilometre thick, as low as tens of metres in places, and are composed
of billions of chunks of ice and dust ranging from microns to tens of metres in size.
But the main question has not yet been satisfactorily answered: How did the rings
form? Was it break-up of a smaller satellite or cometary capture?

And then there is Pluto, with its companion Charon. Following an elliptical,
inclined orbit with a period of 248 years, and currently the furthest planet from
the Sun, Pluto is an icy body rather than a gas giant. It may be closely related to,
but larger than, the icy Kuiper belt objects, the outer solar system planetesimals,
and it may also be related to Triton. Much will be learned by the first spacecraft
reconnaisance of the Pluto—Charon system. But as Pluto moves towards aphelion
its tenuous and interesting methane-based atmosphere will condense and become
much less dense. In 2010-20 it is expected that a rapid atmospheric collapse will
occur. There is a good case to get to Pluto as soon as possible and another excellent
case for a visit near the next perihelion in 2237.
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Questions for the new millennium on outer planets and their satellites

What causes the cloud colours in the gas giants? Are the internal structure models
correct? What causes the internal heat source? Why are the zonal winds so high on
Jupiter and, particularly, Saturn? Why are atmospheric features, such as the Jovian
great red spot, so stable? Does Europa have water oceans and is life a possibility
there? Will the Titan atmosphere evolve futher when the Sun becomes a red giant?
Why is the Uranian spin axis so tilted and what are the effects? Can the study of
Saturn’s rings give us more information about the radiation—plasma—dust mixture
in the early solar system? What are the basic characteristics of Pluto—Charon?

3.7 Comets

Comets are the building blocks of the outer solar system. They formed at the low
temperatures prevalent at these distances in the primordial nebula and they retain
volatile material from the early solar system. They are relatively pristine bodies,
making their study important. Some of them collided and coalesced to form the
cores of the gas giants. From the orbits of comets we find that many (~ 10'?) were
formed in the Uranus—Neptune region but were expelled to form the spherical (and
theoretical) Oort cloud (Figure 3.16) with a radius of approximately 50,000 AU.
Passing stars may disturb the orbits of these distant members of the solar system.

Kuiper Belt and outer ;
Solar System planetary orbits

The Oort Cloud
(comprising many
billions of comets)

Figure 3.16 Illustration of the inferred location and shape of the Oort cloud and Kuiper belt.
(NASA)
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Figure 3.17 Comet Hale-Bopp in 1997, showing the dust tail (straight) and plasma tail (to the
left). (NASA)

They may then plunge into the inner solar system, where their orbits have random
inclinations. Others (~ 10%) form the Kuiper belt just beyond Pluto’s orbit; their
inclinations are close to the ecliptic plane. Whatever their origin, comet nuclei
are dirty snowballs which, when they near the sun, emit gas and dust that form
the plasma and dust tails seen in all comets (e.g. Comet Hale-Bopp in 1997; see
Figures 3.17 and 3.18). Halley’s comet, for example, loses about a metre of material
per orbit and has orbited the Sun about 1000 times, but activity varies significantly
from comet to comet.

The space missions in the mid-1980s confirmed that comets have a distinct
nucleus, measured gas, plasma and dust composition and led to an understanding of
tail formation. The main surprises were the darkness of the nucleus (Albedo ~ 4%)
and jet activity rather than uniform gas and dust emission. This is consistent with
the idea of a cometary crust developing after multiple passes through the inner solar
system. Fissures form in this as a result of phase changes underneath the surface
brought on by the temperature variations over the comet’s orbit. This idea also
plays a role in the sudden flaring of comets, as seen at Halley when beyond the
orbit of Neptune in 1990, and may be important in the break-up of cometary nuclei
as seen in Comet Schwaschmann-Wachmann 3 in 1998.

The composition measurements showed that the abundance relative to silicon
of volatiles like C, N and O is more similar to solar abundances, and so relatively
pristine, compared to more processed bodies like meteorites and (even more so) the
Earth (see Figure 3.19).

The Deep Space 1 encounter with Comet Borrelly in 2001 showed a slightly
darker surface (albedo < 3%) even than Comet Halley. This may indicate even less
volatiles in the crust as the comet, a Jupiter class object which has visited the inner
solar system many times, is thought to be ‘older’ than Halley.
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Illustration showing cometary tails — the plasma tail points antisunwards due to the

solar wind, while the dust tail is curved due to radiation pressure pushing the grains to a larger
heliocentric distance and therefore reducing the orbital velocity of dust grains.
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Figure 3.19 Comparison of abundance ratios of volatile elements for the Sun, comet Halley,

meteorites and the Earth (see text). (ESA)
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Cometary collisions played a key role in the inner solar system. Collisions can
still occur now, as shown by the Comet Shoemaker-Levy 9 impact with Jupiter in
1994.

Future cometary missions include the ambitious ESA Rosetta Orbiter and Lan-
der, NASA’s Stardust to bring back dust samples to the Earth, and Deep Impact,
which will release pristine material from the heart of a comet for study. Hopefully
the ill-fated Contour, to study the diversity of comets, will be repeated in some
form.

Questions for cometary missions

Given their importance in the early solar system, what is the detailed composition
of several comets? Can we bring an icy sample back to the Earth for analysis? Is
there an Oort cloud? What is the relation to planets? Might comets have brought
volatiles to the inner planets?

3.8 Asteroids

In some sense the asteroids belong with the inner planets. Many of the asteroids
occur in the main belt in between Mars and Jupiter. Some are in other orbits,
including orbits that cross the Earth’s path. A wide variation of eccentricities and
inclinations of the orbits is also present. Spectral studies allow the classification
of asteroids into several types: C-type, dark, rich in silicates and carbon, mainly
an outer main belt population; S-type, rocky bodies, mainly inner main belt and
Earth-crossing; M-type, iron and nickel. A few other asteroids do not fit this scheme.
It seems likely that many asteroids are the remains of inner solar system planetes-
imals rather than being due to the destruction of a larger body. However, there
have been collisions between some bodies since the early bombardment, leading to
fragmentation and other processing. There is evidence for craters in the images
of Gaspra, Mathilde and Ida (see Figure 3.20), and most recently from Eros. The
moon of Ida, i.e. Dactyl, may itself have been formed as a result of a collision. Dust
and boulders on Eros, seen during the NEAR-Shoemaker landing sequence, were
a surprise but are perhaps debris from collisions. Collisions with the Earth and
other planets may have been important, and as mentioned before, some asteroids
are the nearest remaining objects to the inner solar system planetesimals. In future,
some workers think that commercial mining of asteroids for minerals may become
economically feasible.

Questions for asteroid missions

Why are asteroid types diverse? What is the composition? Which, if any, are
planetesimals? How pristine? Do they contain interstellar grains from before the
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Figure 3.20 Ida and its moon Dactyl, seen by the Galileo spacecraft in 1991. (NASA)

solar system? Is there any water? What is their origin? Which asteroids do
meteorites come from? Might they be a future source of raw materials?

3.9 Magnetospheres

The aurora and cometary tails, the only visible clues to the solar wind, have been
observed for centuries. As with many other scientific phenomena, the beginning of
understanding of the aurora had to wait until the present era. Gilbert’s ideas (in
1600) of the Earth as a magnet, Halley’s (1698 and 1700) magnetic maps of the
Earth from ships and his idea of the aurora being associated with the magnetic
field, and George Graham’s 1722 observation of the motion of compass needles were
important early contributions. More recently, in Birkeland’s terrella experiments
in the early 1900s he fired electrons (‘cathode rays’) at a magnetised sphere in a
vacuum, Appleton and others studied the ionosphere in the 1920s and Chapman
laid the foundations of modern solar—terrestrial theory starting in 1930; these all
contributed to our current understanding of the solar—terrestrial relationship. But
at the dawn of the space age, the first and completely unexpected scientific discovery
from the space programme was of the radiation belts of energetic charged particles
trapped in the Earth’s magnetic field (Chapter 1).

Observations of comets in the 1950s had led to the idea of a constantly blowing
but gusty solar wind. The solar wind was confirmed by early space probes but it
was not until the mid-1980s that the comet—solar-wind interaction was understood
and backed up by in situ data. Solar—terrestrial research and solar wind interaction
with other bodies remain active areas of research in the new millennium. One of
the drivers for understanding is the effect that violent solar activity can have on
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the electromagnetic environment of the Earth and on humankind’s technological
systems. I have been privileged to be part of some of the exciting exploratory space
missions in these fields.

In its present state, the Sun emits about a million tonnes of material in the form
of plasma per second. At this rate it would take 10'* years to disintegrate; well
before then, in about 5 billion years, the hydrogen fusion fuel will be exhausted and
the Sun will become a red giant. In the meantime the Earth, other planets and
comets are all bathed in the solar wind.

The solar wind is highly conducting such that to a good approximation the
magnetic field is frozen into the flow. Plasma in the solar corona is hot enough to
escape the Sun’s gravity along the magnetic field where motions are unrestrained,
and it can be shown that the solar wind becomes supersonic within a few solar
radii. Beyond this the speed is almost constant for a particular element of solar
wind but the value can vary between about 300 and 800 kms~!. As plasma expands
radially through the solar system it drags the solar magnetic field along, but this
forms a spiral pattern in space due to the solar rotation. By the Earth’s orbit the
density is about 5 cm ™2 but variable and disturbed by coronal mass ejections, shocks
and discontinuities. As the solar cycle waxes and wanes, the source region of the
solar wind changes, in particular, the coronal holes get smaller (increased magnetic
complexity) and larger (decreased complexity) respectively. The electrodynamic
environment of solar system bodies is extremely variable on timescales of seconds
(ion rotation around the magnetic field) to 11-22 years (solar cycle).

The solar wind extends well beyond the planets. Ultimately a heliopause is re-
quired where the solar wind pressure balances that of the local interstellar medium,
at about 150 AU on the upstream side. Before that, at about 100 AU, a ter-
minal shock slows the solar wind from supersonic inside to subsonic outside, and
upstream of the heliopause a bow shock may form if the local interstellar medium
(LISM) motion is supersonic. The terminal shock, heliopause and bow shock are all
hypothetical as the Voyager spacecraft, the most distant man-made object, has not
yet crossed these boundaries. However, the inner heliosphere is becoming better un-
derstood from several spacecraft, notably Ulysses, which is measuring the structure
out of the ecliptic plane in the Sun—Jupiter region for the first time.

The interaction of the solar wind with an obstacle depends critically on the
obstacle itself: its state of magnetization, its conductivity and whether it has an
atmosphere. We will consider two main types of object: a magnetised planet such
as the Earth and an unmagnetised object such as a comet (see Figure 4.23 for a
comparison of sizes of the interaction regions).

Other objects include interesting features of both extremes. Mars and Venus
are unmagnetised but have some cometary features. Io is conducting, is within the
subsonic Jovian magnetosphere, produces a plasma torus, drives huge field-aligned
currents to Jovian auroral regions causing light emission there, and supports Alfven
wings. Titan has a dense ionosphere. It is usually in the subsonic magnetosphere



Planetary Science 97

of Saturn but is sometimes in the solar wind, and field line draping seems to occur
in Titan in the same way as it does at comets.

3.9.1 Magnetised planet interaction

The discussion concentrates on the Earth but is also relevant to Mercury, Jupiter,
Saturn, Uranus and Neptune. For example, aurorae have been imaged on Jupiter
and Saturn (see Figure 3.21 — Plate 5). Different magnetic dipole strengths and
orientations, spin rates, and particle sources such as moons and ionospheres, and
sinks such as rings, cause differences in the interactions. In the case of Mercury
there is no ionosphere, so that at present we do not understand how the electrical
currents close.

Magnetised plasmas do not mix. As the solar wind approaches the Earth a
current sheet, the magnetopause, is set up to separate the regions of the solar and
planetary magnetic field. The solar wind particle pressure outside balances the
magnetic pressure inside (these are the dominant pressure components), so that the
magnetopause is compressed on the dayside and extended like a comet tail on
the nightside. This simple model was formulated by Chapman and Ferraro earlier
this century and gives a good prediction for the magnetopause location. Outside the
magnetopause a bow shock stands in the supersonic solar wind flow. The nature of
this collisionless shock changes with magnetic field orientation as, to some extent,
the magnetic field plays the role that collisions play in a fluid shock.

However, the real situation is not this simple. Shocked solar wind particles
can penetrate the magnetopause directly via the funnel-shaped cusp regions on
the dayside, to cause dayside aurorae. Also, if the solar wind magnetic field and
the northward-directed terrestrial magnetic field are oppositely directed, then our
nice fluid model is not enough, as first realised by Dungey. The explosive process of
magnetic reconnection takes place at just the distance scale where the fluid approxi-
mation breaks down. This causes solar wind field lines to be connected to terrestrial
ones and these are dragged over the polar cap like peeling a banana. Ultimately this
leads to a build-up of magnetic energy in the tail, further reconnection in the deep
tail and perhaps important trigger processes nearer to the Earth. The effect is that
some plasma is shot down the tail and some towards the Earth, causing nightside
aurorae. The reconnection process, and the electric field across the tail caused by
the motion of the solar wind relative to the magnetised Earth, set up a convection
system.

Another convection system is caused by plasma corotating with the planet. The
atmosphere and ionosphere corotate with the Earth, as does the inner part of the
magnetosphere — the plasmasphere. The overall circulation in the Earth’s mag-
netosphere is given by the sum of the corotation electric field and the convection
electric field. The convection part of this is extremely dynamic and is still the focus
of intense research.



98  Space Science

Measurements from ground and space are used together to diagnose the near-
Earth environment. Despite the success of early satellites in mapping the various
regions, one of the major limitations of these space measurements has been the
use of single or dual satellites and the consequent space/time ambiguity. If one or
two satellites see a signal due to a boundary, how can we know if the boundary
has moved over the satellite or vice versa? The only way to resolve this is with
more satellites. At present this is possible on the large scale with the ISTP (Inter-
national Solar—Terrestrial Physics) fleet. Satellites upstream of the Earth monitor
the Sun and solar wind (SoHO, ACE, Wind) while satellites in the magnetosphere
(Polar, Interball, FAST and others) and in the tail (Geotail) monitor the overall
effects.

This combination has proved extremely useful in following coronal mass ejections
from the Sun, through the interplanetary medium and to the Earth. The increase
of radiation belt particles (via an as-yet-unknown process) due to one of the events
monitored with the ISTP fleet may have caused a commercial telecommunications
satellite to fail. This was the first time that ‘space weather’ has been measured
while causing catastrophic effects. As electronic integration and our dependence on
technology increase, such events will become more important still. Space weather
(Chapter 5) can affect satellites, electricity cables and oil pipelines, where currents
are induced.

On a small scale the Cluster mission is the first coordinated multi-spacecraft
fleet. This is a group of four spacecraft launched in 2000 following an abortive
attempt on the first Ariane 5 in 1996. They are flying in tight formation through
the magnetosphere, typically a few hundred kilometres apart, in a polar orbit. The
spacing has been as tight as 100 km and as wide as several thousand kilometres. At
one part of the orbit the spacecraft are at the corners of a tetrahedron. With two
spacecraft we can measure along a line in one dimension, with three we measure a
two-dimensional plane, but with four spacecraft we can measure in three dimensions.
For the first time the space—time ambiguity is being resolved and it is possible to
measure vector gradients. This gives the exciting capability of being able to measure
the parameters in Maxwell’s equations of electromagnetism directly and to do real
plasma physics with the results. The reconnection process, cusp entry processes and
tail dynamics will be directly measured. The analysis from this important mission is
just starting. Already, important data on reconnection, the magnetic cusp and the
magnetotail have been gathered. Multi-spacecraft missions are certainly the way
to go in this field, and NASA is planning the follow-on Magnetospheric MultiScale
(MMS), which will cover separations down to electron gyroscales, 10 km, and visit
different regions of the magnetosphere.

The recently launched IMAGE spacecraft is providing images of the inner mag-
netosphere and showing a two-dimensional collapse of part of the magnetosphere,
called the plasmasphere, where plasma densities are high enough for such tech-
niques to work. Ultimately, constellations or ‘swarms’ of identically instrumented
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small spacecraft are required to get an instantaneous wide-scale view of the entire
magnetosphere and understand the propagation of space weather fronts as they
traverse it.

At Saturn, the Cassini mission will orbit the planet for four years. This will
give us more information about the similarities and differences to the Earth’s
magnetosphere (see Figure 3.22). Saturn’s magnetosphere is controlled by the solar
wind but corotation is more important, the magnetosphere is bigger so timescales
are longer, and the rings (see Figure 3.22) and moons impose important differ-
ences. This will be one mission that will contribute to the study of comparative
magnetospheres, which will in turn help to tell us more about our own.

For the future, even the large-scale ISTP constellation and the small-scale
three-dimensional Cluster measurements still lead to a significant under-sampling
in near-Earth space. Plans are now being laid to address this limitation by means
of two approaches: magnetospheric imaging and multi-spacecraft (30+) missions.
These will be important techniques in the coming decades.

Questions on interplanetary medium and magnetised planet interaction

How do solar and interplanetary events relate? Will it be possible to forecast
events at the Earth, particularly the sign of the interplanetary magnetic field? Is
there a terminal shock, heliopause and bow shock far outside the planets? What
triggers reconnection? What causes energy release in the tail? What do different
timescales and other differences at the planets teach us about the Earth’s mag-
netosphere? How are radiation belt particles accelerated? Can we develop better
protection techniques for our satellites? How do field-aligned currents in Mercury’s
magnetosphere close? Is it important that the planet occupies much of the inner
magnetosphere? How does this magnetosphere work? How do the ecliptic plane
orientation of the Uranus geographic axis, the 60° tilt of the magnetic axis with
respect to this, and the rapid rotation rate affect the Uranian magnetosphere? How
is the planetary magnetic field produced at Mercury, Uranus and Neptune? How
important to the survival of life on the Earth was the protection from solar wind
and cosmic radiation afforded by the Earth’s magnetic field?

3.9.2 Comet-solar-wind interaction

A comet interacts with the solar wind in quite a different way to a magnetised
planet. The cometary nucleus is not magnetised and is a ‘dirty snowball’; in the
case of Comet Halley the nucleus is some 15 km by 8 km, as determined by the
Gliotto spacecraft. When the nucleus warms up near to the Sun, gas (mainly water
L carrying dust with it. Comet Halley,
for example, produces about 20 tonnes per second while Comet Grigg-Skjellerup,
Giotto’s second target, produced only 200 kg per second at the encounter time.
The gas may ionise in sunlight or by charge exchange with the solar wind, on a

vapour) sublimes away at about 1 kms™



Planetary Science 101

timescale of a week or so, and the ions interacts with the electric and magnetic field
in the solar wind.

The new ion is first accelerated along the electric field and then gyrates around
the magnetic field. The motion of the particle is a cycloid, the same path taken
by the valve on a bicycle wheel as it moves. The motion is well known to plasma
physicists as ‘E cross B drift’ — and the speed of the centre of the motion is given by
the ratio of the electric to magnetic fields. The motion in real space is equivalent to
a ring in velocity space, centred on the drift speed in a direction along the magnetic
field.

The ring causes plasma instabilities that excite Alfvén waves moving predomi-
nantly upstream along the magnetic field. We were able to show both experimen-
tally and theoretically that, due to energy conservation, energy from the particles
is given to the waves, causing the particle distributions to follow bispherical shells
in velocity space, centred on the upstream and downstream waves. This can cause
particle acceleration as well as deceleration and, contrary to expectation, comets
are good particle accelerators.

The solar wind is slowed due to the added mass (it is ‘mass-loaded’). This
leads to draping of the magnetic field around the comet, as predicted by Alfvén,
as the plasma is frozen to the flow. If the slowing proceeds rapidly enough a bow
shock is formed in the flow. This was observed at the three comets visited by
spacecraft so far, although in some cases the boundary was a ‘wave’ rather than
a shock. Because the cometary ions have a gyration radius much larger than that
of the solar wind particles, cometary bow shocks are the most complex in the
solar system.

The regions inside the bow shock have provided several surprises and revealed
boundaries not predicted by models. Nearest to the nucleus, however, a predicted
boundary did appear where the magnetic field plummeted to zero: this is the cavity
boundary. The number of cometary ions was so high here that the magnetic field
was excluded completely.

Following the spacecraft encounters we have a detailed understanding of some
of the physics at work in this interaction. The obstacle to the solar wind is very
diffuse and dependent on the outgassing rate of the nucleus and its position in the
solar system. At small comets we even discovered non-gyrotropic ring distributions.

After the spacecraft encounters, an exciting discovery was made that comets
produce X-rays. The best explanation for this appears to be that the X-rays are
due to the decay of excited states formed because of charge exchange between heavy
solar wind ions and the cometary ions.

Questions on solar-wind—comet interaction

How permanent are the various plasma boundaries? Exactly how does the mass
loading slow the solar wind? Is particle acceleration from the diffusing cometary
ions enough or are other mechanisms needed? How does the cometary tail form,
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how does the magnetic cavity connect to it and what is the importance of tail rays
seen in remote observations? Could we fly along a comet’s tail to better understand
it? What can comets tell us about instabilities in Earth-bound fusion machines or
about astrophysical phenomena such as supernova explosions?

3.9.3 Effect of charged particles on surfaces

The effect of the solar wind in the region surrounding planetary bodies is an inter-
esting topic, as we have seen. However, the effects are also of interest in the study
of planetary surfaces. Prolonged exposure to the solar wind, or magnetospheric
particles, and cosmic radiation, can have important effects. There are many pro-
cesses, such as sputtering, secondary electron production, and secondary ion produc-
tion at the microscopic scale, which can have macroscopic consequences. Examples
of this are charging, surface conductivity changes, surface colour change, production
of exospheres, and build-up of solar wind gases in significant quantities on surfaces
(e.g. the Moon).

Such processes can happen at bodies with no atmosphere and no, or weak,
magnetic fields, immersed in solar wind or magnetospheric plasma. Over long times
this can lead to significant changes in the surface properties.

3.10 Missions

During our review we identified some important questions to be answered for each
class of body or region in the solar system. To answer these questions, and others
that will arise as some are answered, further space missions will be essential. Remote
sensing techniques from the ground or from Earth orbit are unlikely to have sufficient
resolution, the ability to penetrate clouds at the target or be able to see the far side
of objects. In addition, the in situ measurements of plasma, dust, composition
and direct sampling cannot be done remotely at all. Most of the questions and
studies highlighted here play an important part in answering why humankind has
evolved on the Earth. Some are directly related to the possible existence of life
elsewhere. Answering these questions is thus of important cultural value as well as
purely scientific curiosity.

Table 3.1 shows a list of past missions and those approved for the next decade
or so. The natural sequence of solar system missions involves four stages: (1) initial
reconnaisance by flyby, (2) detailed study by orbiters, (3) direct measurement of
atmosphere or surface via entry probe and (4) sample return. The stage we have
reached for each body is shown in Table 3.1.

The approved programme includes a mission to pursue the exploration of
Mercury; an important series of missions to Mars culminating in in situ searches for
life and sample returns to the Earth; the exploration of two possible future sites for
natural life, namely Europa and Titan; an in-depth exploration of Saturn’s system:;



Planetary Science 103

Table 3.1
Object Past missions Stage Future missions
(approved)
Mercury Mariner 10 1 ESA BepiColombo, NASA
Messenger
Venus Mariner, Pioneer Venus, 3 Japan ESA, Venus Express
Venera, Vega, Magellan
Earth Many n/a Many
Moon Luna, Ranger, Surveyor, 4 Japan Lunar-A, Selene,
Zond, Apollo, Clementine, ESA SMART-1
Lunar Prospector
Mars Mars, Mariner, Viking, 3 NASA Mars Exploration
Phobos, Pathfinder, Global Rovers, Japan Nozomi,
Surveyor, Odyssey ESA Mars Express,
Beagle 2, Mars
Reconnaisance Orbiter
Jupiter Pioneer, Voyager, Galileo, 3 -
Ulysses
Saturn Pioneer, Voyager 1 NASA-ESA,
Cassini—Huygens
Uranus Voyager 1 -
Neptune Voyager 1 -
Pluto — 0 New Horizons Pluto
Asteroids Galileo, NEAR, DS1 1,2, (3) Muses-C, Dawn
Comets ICE, Sakigake, Suisei, 1 Stardust, Rosetta,
VEGA, Giotto, DS1 Deep Impact
Sun + i/p medium  WIND, ACE, ISEE, n/a Genesis, Solar-B,

AMPTE SMM, Yohkoh,
SoHO, TRACE, IMAGE,
Cluster

STEREO, MMS, Solar
Orbiter, SDO, LWS,
Double Star

the first reconnaisance of the Pluto system; asteroid and comet landers and sample

return missions; solar wind sample return.

This is an exciting and vibrant programme. In planning an exploration strategy,
it is important to consider the balance between small spacecraft that can be con-
structed quickly and cheaply, but have limited capability, and larger, more expensive
initiatives, which may involve multiple spacecraft operating in a coordinated fashion.

One example of the latter approach is the Cassini—Huygens mission. Its strength is

in its multidisciplinary approach: we are only likely to understand the complexities

of Titan’s atmosphere by using several techniques, the in situ Huygens probe and

several different types of measurement from the Cassini orbiter.
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One factor in solar system exploration is the time taken to get to the target.
Cassini—Huygens took eight years to build and the flight time to Saturn is another
seven years. While some opportunistic science was possible en route, in this case
flybys of Venus, the Earth and Jupiter and measurements of the distant solar wind,
a significant proportion of the careers of the scientists involved will have elapsed
before measurements at Saturn are made. To get a reasonable payload to Pluto
would take much longer, although a much smaller payload with limited capability
could be propelled towards Pluto at a much faster rate, as in the New Horizons
Pluto mission concept.

It is clear, however, that for detailed studies with large payloads, more rapid
trajectories and advanced propulsion systems are needed, at least to explore the
outer solar system. Ion propulsion or, when near the Sun, light-driven designs may
be appropriate. Another problem for missions to the outer solar system and beyond
is the provision of electrical power so far from the Sun. The only solution appears
to be nuclear power.

If spacecraft within the solar system take a long time to reach the destination,
is it realistic to consider missions beyond? Using current spacecraft technology,
assuming the same speed as Voyager (3.3 AU per year), missions to the heliopause
at 150 AU would take over 50 years, the Oort cloud at 50,000 AU would take at
least 15,000 years, and Proxima Centauri, our nearest star at 4.2 light years away,
would take about 80,000 years. For the time being, remote sensing seems to be the
only tractable technique for the stars!

As we find out more about each object or region, further questions will be raised.
It will also be necessary to explore further afield. Even if firm evidence is found for
past life on Mars, we will need to understand how common the occurrence of life
is in the Universe, hence the search for extra-solar planets. We need to understand
our own solar system properly before extrapolation is possible.

We are making good use of space for peaceful meteorological, communications
and positioning reasons on the Earth. Uses of space may also reach further into
the solar system in the new millennium: for example, there may be economic sense
in asteroid mining. Another example is mining the Moon for helium. Because the
Moon is unmagnetised, the solar wind can impact it directly. The magnetic field
diffuses relatively rapidly but the particles are buried in the regolith. Over billions
of years, there may be enough >He buried to make mining of this isotope worthwhile
for use in future fusion reactors on the Earth.

We may speculate on possible targets for robotic missions for the new mil-
lennium as follows: constant monitoring of the Sun and solar wind as part of an
integrated space weather forecasting system; constant monitoring of weather on
Mars, Venus and Jupiter to improve models; detailed explorations of Mercury and
Pluto; return to sites of earlier exploration with better instruments, new ideas
and atmospheric probes in multiple locations; sample return from nearby solar
system bodies following detailed mapping and in situ composition measurements;
exploration of Uranus and its extraordinary magnetosphere; explorations of outer
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planetary moons; investigation of the feasibility of asteroid mining; terminal shock,
heliopause, heliospheric bow shock exploration; Oort cloud exploration; investiga-
tion of the feasibility of sending spacecraft to nearby stars and planetary systems.

3.10.1 Planetary mission example — Cassini-Huygens

As an example of a planetary mission we consider the Cassini—Huygens mission
(Figure 3.23 — Plate 6) to Saturn (Figure 3.24). The Cassini orbiter represents
the last of NASA’s big planetary missions at the present time, while Huygens fitted
nicely as a medium-sized ESA mission.

The scientific objectives, once Cassini—-Huygens arrives at Saturn after its long
journey, following gravity assists at Venus (twice), the Earth and Jupiter (see
Figure 3.25), can be split into five categories:

1
2) Saturn — rings

(1)
(2)
(3) Titan
(4)
(5)

Saturn — atmosphere

4
5

Icy satellites
Magnetosphere

Clearly Huygens will contribute substantially to No. 3, but the Cassini orbiter du-
ring its four-year tour will contribute to all five. There are many exciting questions
in each area, such as:

(1) What is the structure of the planet? Why does Saturn emit 80% more heat
than incident on it from the Sun? Why do winds blow at 2/3 the speed of sound
at the equator? What colours the clouds and why is this less marked than in
Jupiter?

(2) What is the composition of the ring particles? How do the dynamics work, and
what is the role of gravity, shepherding, electrostatics, collisions, etc.? How did
the rings form?

(3) Does the cold temperature and atmospheric constitution mean that there is
methane—ethane precipitation on Titan? What is the state of the surface?
What atmospheric layers does this moon have and why is the surface pressure
so high at 1.5 bar? How does the photochemistry work in the hydrocarbon
haze? What is the role of magnetospheric electrons in the temperature balance
in the ionosphere and atmosphere? Does Titan have a magnetic field?

(4) Why are Saturn’s satellites so diverse? Why are some of the icy surfaces craters,
and others reformed? Why are some surfaces, such as half of Iapetus, dark?
Do any have a magnetic field?

(5) Is Saturn’s magnetosphere intermediate between Jupiter (rotation-driven) and
the Earth (solar-wind-driven? What difference does size make in the convection
system? What is the interaction with the rings, and may it explain the ring
spokes? What is the interaction with Titan, in the magnetosphere and when in
the solar wind?
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)

Figure 3.24 Spokes in Saturn’s B ring as seen in Voyager images of scattered light. The size of
the individual scattering particles is close to the wavelength of light (< 1 micron). (NASA)
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To answer these questions and others, the orbiter carries 12 instruments: 6
remote sensing and 6 in situ. The Huygens probe also carries 6 instruments. There
is UK participation in 6 of the orbiter instruments and 2 on the probe.

Arrival at Saturn in 2004 will provide a wealth of data to the worldwide planetary
community. The results will revolutionise our knowledge of Saturn and its system,
and will tell us more about the origin of the solar system.

3.11 Other Solar Systems

One of the most fundamental questions facing mankind at the dawn of the new
millennium is: Has there been or could there be life elsewhere? The question has
been haunting us for at least two millennia, but the answer is now closer given
recent developments in technology, which are overcoming the vast difficulties for
our observations. The answer will have profound and exciting implications for
scientific, cultural, philosophical and religious thinking. Most scientists in the field
now believe there was insufficient evidence for NASA’s 1996 announcement of early
life on Mars. Nevertheless, the announcement of the result was introduced by the
President of the United States, generated huge interest and drew comment from
leaders in many fields in addition to science. This illustrates the importance of
the answer to humankind. Without life elsewhere, we feel alone and isolated in
the Universe. Whether life has or has not evolved elsewhere yet, we would like to
know why.

As we look into the night sky, at the 3,000 or so visible stars, it is natural for
us to speculate on whether they harbour life. The knowledge that our galaxy alone
is some 100,000 light years across, contains some 200 billion stars, and that the
Universe contains some ten times as many galaxies as the number of stars in our
Milky Way, makes the presence of life elsewhere seem possible and indeed likely.
Attempts have been made to quantify this, and the Drake equation is still the best
way of writing down the number of contemporaneous civilizations in our galaxy as
the product of seven terms: the formation rate of stars, the fraction of those with
planets, the number per solar system that are habitable, the fraction where life has
started, the fraction with intelligence, the fraction with the technology and will to
communicate, and the lifetime of that civilisation. Reasonable estimates for all of
these parameters from astronomy, biology and sociology lead to values between zero
and millions of civilizations within our own galaxy. Although we only know the first
term with any accuracy as yet, my guess would be towards the higher end. But
without firm evidence it is impossible that we will ever be able to determine most
of these terms accurately enough, and the final answer will remain indeterminate
by this approach. Unfortunately it seems that we are in the realm of speculation
rather than science, creating a ripe area for science fiction.

Attempts to detect life elsewhere have included passive searches for organised
signals and active approaches including the transmission of powerful microwave
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bursts and attaching plaques to the Pioneer and Voyager spacecraft leaving the
solar system. Despite recently enlisting the assistance of much computing power
around the world, the passive search approach feels forlorn, but is still worth a
try. As for our own electromagnetic transmissions, they have reached only a tiny
part of our galaxy in the 100 years since radio was invented and in the 26 years
since the Arecibo telescope was used to shout to the cosmos ‘We are here!” But
we cannot get around the inverse square law for intensity of electromagnetic waves,
making detection of our signals highly challenging — and in any case it would take
a significant time for us to get an answer. Discounting an enormous stroke of luck, a
more scientific and systematic approach is likely to be via the detection and analysis
of extrasolar planets by remote sensing. The technology for this is just becoming
available.

In the last few years we have seen the first tantalising evidence for solar systems
other than our own, in different stages of formation. In 1984, observations of the
star Beta Pictoris showed it to be surrounded by a cloud of gas and dust reminiscent
of early solar system models. Other examples of dust—gas discs around stars have
been detected recently using the Hubble Space Telescope. Have planetesimals, or
comets, formed near these stars? Are observed structures in the cloud evidence for
forming planets? We should begin to be able to answer these questions soon, and
we should find many other examples.

So far, planet-hunters have found firm evidence for over 100 planets around Sun-
like stars, and several additional candidates. There are even a handful of multiple
planet systems.

The main technique used for this is to detect the anomalous motion, or ‘wob-
bling’, of the companion star, using large ground-based telescopes, although in one
reported case to date an occultation, or reduction of the companion star’s light
due to the object crossing its disc, was detected. The planets are all inferred to be
massive gas giants; most are several times heavier than Jupiter and the smallest
so far is the size of Saturn. All orbit closer to the star than the giant planets in
our own solar system, the main hypothesis for this being that they form further
out and lose orbital energy via friction with the remaining gas and dust. Multiple
large gas planets around another star have also been inferred from observations.
One problem in the identification of any extrasolar planets is to distinguish them
from ‘brown dwarf’ companions, failed stars, which were too light for fusion to start.
Telescope technology is advancing, and dedicated observational space missions using
interferometry have been proposed and will be flown within the next decade. We
must choose the most promising stars to observe, starting with stars like our own
Sun. We can expect that the present catalogue of 100 will increase soon and, signif-
icantly, the observable planetary size will decrease, becoming closer to the Earth’s
size, accurate distinction techniques between planets and brown dwarves will be
developed, and statistics will be built up on size distributions and orbits. We will
ultimately know whether our own solar system is unique.
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Given the likely existence of small rocky planets elsewhere, and the fact that
we are most unlikely to have the technology to make in situ measurements any
time soon, we will need to establish methods for detecting the presence of life on
these objects using remote sensing. Using data from the Galileo spacecraft during
its Earth swingbys, Carl Sagan and colleagues detected the presence of life on
the Earth using atmospheric analysis and radio signal detection. The challenge is
enormously greater for the planets of remote stars. However, we may speculate that
spectroscopic observations of ozone, oxygen and methane may hold the key, at least
to finding clues for life as we know it. It will be difficult to prove conclusively that
life exists there. However, surely amongst the many planets elsewhere there must
be at least some which have similar conditions to the Earth? The accepted critical
planetary properties for life to emerge are size, composition, stellar heat input and
age. To this list we should add the presence of a magnetic field to protect against
stellar winds and radiation.

Within our own solar system, where in situ exploration is possible, it is certainly
worth searching for evidence of life on Mars during its early, warmer, wetter history.
Several space missions are planned for this. In addition, two other possible sites for
life within our own solar system sites should be reiterated here and explored. First,
Europa may be a possible present site for life, in its liquid water ocean underneath
an icy crust, deep enough to be shielded from Jupiter’s powerful radiation belts.
Second, Titan is a potential future site for life when the Sun exhausts its hydrogen
fuel, becomes a red giant and warms the outer solar system. But, as well as look-
ing for tangible clues within our own solar system, it is clear that we must make
comparison with other solar systems and broaden the search.

3.12 Conclusion

In summary, there are many exciting and challenging ways we can explore solar sys-
tems in the new millennium: our own with in situ studies and beyond with remote
sensing. The answers to be gained are fundamental to a better understanding of
our place in the Universe.
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Chapter 4

Space Plasma Physics — A Primer

Christopher J. Owen

4.1 What Is Space Plasma Physics?

Space plasma physics is the discipline that seeks to understand our local space
environment. This has particular application to understanding how mass, momen-
tum and energy from the solar corona are transferred through the solar wind and
coupled into the environments surrounding the Earth, the planets and other so-
lar system bodies. It is, however, a basic science discipline. Most space plasma
physical regimes cannot be mimicked in a laboratory set-up, yet these regimes have
fundamental relevance to many wider astrophysical phenomena. The key to this
discipline is that many of the theories and models underpinning our understanding
of these environments have been directly testable or constrained by use of in situ
observations by many satellites since the dawn of the space age some 45 years ago.
This sets the discipline apart from many other space and astrophysical sciences, in
which only remotely sensed observations are currently possible.

In this chapter we briefly explore some of the fundamental properties of space
plasmas, and discuss some of the applications to the near-space environment of the
Earth and other solar system bodies. However, the reader should be aware that
many more comprehensive texts exist for this field, as well as an extensive research
literature. Although knowledge of physics to undergraduate level is assumed, this
chapter is intended only as an introduction for the novice or near-novice to the field
of space plasmas.

4.2 So What Is a Plasma?

A plasma is a quasi-neutral gas consisting of positively and negatively charged par-
ticles (usually ions and electrons) which are subject to electric, magnetic and other
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forces, and which exhibit collective behaviour, such as bulk motions, oscillations and
instabilities.

In general, ions and electrons may interact via short range atomic forces (during
collisions) and via long range electromagnetic forces due to currents and charges
in the plasma. (Gravitational forces may also be important in some applications.)
In most space plasma applications, the plasma density is sufficiently low that col-
lisions between individual particles are rare (the mean free path is extremely long
compared to the size of the plasma system). It is thus the long range nature of the
electromagnetic forces acting on and within it that allows the plasma to show col-
lective behaviour. The simplest plasma is formed by ionisation of atomic hydrogen,
forming a plasma of equal numbers of (low mass) electrons and (heavier) protons.
However, plasmas may also contain some heavier ions and neutral particles (which
interact with charged particles via collisions or ionisation). This is true, for exam-
ple, of the terrestrial ionosphere which contains a significant fraction of both ionised
oxygen and non-ionised particles from the upper atmosphere. Mathematically, an
ionised gas of number density ng and temperature T' can usually be considered a
plasma if the following conditions hold:
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where e and m, are the charge and mass of the electron, k is Boltzmann’s constant,
€o is the permittivity of free space and L is the scale length of the plasma system.
The parameter Ap, the Debye length, is the distance over which a plasma is able
to shield out a charge imbalance within it, provided the number of particles Np
within a sphere of this radius is high. The ability to react to charge imbalances
by providing an electromagnetic restoring force means that the electrons (which
are lighter and more mobile than the ions) have a natural oscillation frequency,
the electron plasma frequency, fpe. In order that the plasma continues to exhibit
collective behaviour, the frequency of collisions of plasma particles with neutrals,
fon, must be small compared to the electron plasma frequency.

4.3 The Realm of Plasma Physics

Space plasma physics can, of course, be thought of as a sub-discipline of plasma
physics itself. However, the realm of plasma physics covers a huge range of pa-
rameter space, such that individual sub-disciplines can be rather disparate in their
controlling physics. Figure 4.1 shows various plasma populations as a function of
electron density and temperature. Note that the density scale covers more than 30
orders of magnitude, and the temperature scale about 10 orders of magnitude. Lines
of constant A\p, Np and fp,. are superposed on the plot to indicate regions in which
the plasma conditions above are valid. Limits on laboratory vacuums mean that
the laboratory plasmas appear at the high-density region of the figure. Most of the
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The Realm of Plasma Physics

6
L0 o e ey e e e B B v s % e
C;“'( Efl 6\ L .'(....‘ /
il [ N 7T /2 gD
B Sy "'vll, P S J,(.:) z 72
i WA i, ]
7! N S Y ViVaalkD P
A f / stor | /7% fod
10% - / \\ PPN [ IS Rl

I . ~ ol /

| [ (B8 g | K/J / '\\\\I_-E"l / u
| iy 25 || Thepatrons | . o

'_ -, W '@\ o[| e s,

<
Q. . ;
2 2 H'{i R i Y, ser’ /7 [Solar
| o " R / ]
% 107 /| g [l 12 / "\lﬁlft_sylg/ |interior/ |
hisd i = wil VB / |’ huck‘l \/-
Q i o e et
2 O L@l = !
k5 ’fi( Y W e/
c 100H " ~—"7) 7 B 1 n
o v A _ ARlkali ™, /%ﬁ&? / / h
k) fi 2 ' metal plafmas” / { |
ko] - /[ Terfestrialyflamey =2 7 / | Metals .
L / onospherg/ | / ! /
2 P 7 /@ o
107 / S / ¢ (Air) =
P / P /
| /// / e / !
/ / / /
” / 7 / p / g :
10 [ S B A N A e I S T -Gl e T G A e
10 10° 10° 100 P 10™ 1072 10°0

Electron Number Density (cm'g)

Figure 4.1 The realm of plasma physics. Note that space plasmas (solar wind, magnetosphere,
ionosphere) fall in the low number density region of the plot, beyond the limits of laboratory
vacuums.

(visible) universe is in the form of plasma: plasmas form wherever temperatures are
high enough, or radiation is strong enough to ionise atoms. Examples of astrophys-
ical plasmas are stellar interiors, atmospheres and winds, cosmic rays, interstellar
medium, jets in active galaxies, pulsars and their magnetospheres and stellar accre-
tion disks. Plasma regimes relevant to the study of space plasma physics, and thus
to this chapter, include the solar atmosphere and solar wind, the Earth’s (and other
planets’) magnetosphere and ionosphere (above 60 km for the Earth) and cometary
comas. For the most part these plasmas, which we will consider more closely below,
are located in the low-density region of Figure 4.1.

4.4 Ways to Understand Plasmas

Before we look in detail at the structures and dynamics of the space plasma regimes
relevant to this chapter, it is useful to introduce a number of concepts pertaining
to the underlying physics controlling such dynamics. In particular we need to
understand how plasmas, and the individual particles within them, behave under the
influence of the magnetic and electric fields (and other forces) that act upon them:
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(a) Of course, the most ‘exact’ way to specify the state of a plasma is to give the po-

~

~

sitions and velocities of all the particles and all the fields at all points in space.
For a system of IV particles, the particle description would be a phase space of 6N
dimension (phase space is the combination of configuration space, i.e. ordinary
position, and wvelocity space, each of which has three components). However,
even in low-density space plasmas, N is too large to use this description. For
example, N ~ 10'% in a 1 km cube in the interplanetary medium.

The next-best method is to adopt a statistical approach to describe the plasma.
We can define a distribution function, f(z,v), which is a function of position
and velocity in a six-dimensional phase space (although generally it is also a
function of time). The number of particles in an elemental volume d3zd>v at
position (x,v) in phase space is then given by f(x,v)d*>zd®v. The theory of the
evolution of the distribution function through space and time is known as plasma
kinetic theory (e.g. the Vlasov equation for collisionless plasmas). Macroscopic
parameters such as plasma density, bulk velocity, pressure and temperature
at a given point can subsequently be deduced by taking the moments of the
distribution function. Although it is the best method that can be practically
implemented, and the only one to use to understand more advanced plasma
topics such as wave—particle interactions and plasma instabilities, it is still an
advanced approach to use and beyond the scope of this chapter. Interested
readers are referred to more advanced textbooks that deal specifically with this
topic.

A third (simpler) approach is to treat the plasma as a conducting fluid, and
adapt the equations of fluid dynamics to include the effects of electric and
magnetic forces. The resulting theory is called magneto-hydrodynamics (MHD).
MHD can be derived from the kinetic theory by applying the appropriate (low-
frequency) limits, but this involves averaging out almost all the kinetic effects.
MHD is applicable to most space plasma regimes, but many interesting effects,
including some which have critical importance in controlling the dynamics of
the plasma, cannot be explained using this approach. The physics of the regions
in which the MHD assumptions break down are thus at least as interesting as
those in which it holds. The basis of MHD and its applicability are discussed
in full in Chapter 9 of this book, and thus will not be covered in detail here.

Finally, a basic understanding of some of the behaviour of space plasmas can

be gleaned from a knowledge of the behaviour of the individual charged particles
making up the plasma, and how they respond to the large-scale electromagnetic
fields in space. We will thus now briefly consider the motions of individual charged
particles in these fields.

4.4.1 Single particle dynamics — basic principles

A single particle of charge ¢ moving with a velocity v within an electric field E and
magnetic field B is subject to the Lorentz force, Fi, = g(E+v x B). If we neglect to
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begin with the electric field (E = 0), and assume that B is uniform, then it can be
seen from this equation that the particle experiences a force which is perpendicular
to both its direction of motion and the magnetic field direction. The component of
the particle velocity which is parallel to the magnetic field, v, is thus unaffected
by the force, and the particle has a uniform motion along this direction. However,
in the plane lying perpendicular to the field, the force acts to move the particle in
an orbital motion about the field line. The speed of the particle around the orbit
remains constant at v, the component of the particle velocity perpendicular to the
field. This orbital motion is known as gyromotion. The radius, or gyroradius, or
Larmor radius ry, of the motion about the field and the gyro- or cyclotron frequency,
Qy,, of this motion are given by the expressions

L g = 18

qB’ L m

rL =

Since these expressions and the force Fy, depend on the mass m and on the
charge of the individual particles ¢, ions and electrons gyrate around the field in
opposite senses and the gyroradius of the ions is much larger than for the electrons
(and correspondingly the gyrofrequency much higher for electrons). Figure 4.2 (not
to scale) summarises the basic motion of ions and electrons which have free motion
at speed v along the magnetic field direction, and orbital motion at speed v per-
pendicular to the field. Since the motion decouples in the parallel and perpendicular
direction, it is useful to define the particle pitch angle, @ = tan™'(v_ /v|)), as a mea-
sure of whether the particle moves predominantly along the field or perpendicular
to it. (Particles with o = 0° move exactly parallel to the field with no gyration,
a = 90° particles gyrate around the field without moving along it, and o = 180°
particles move exactly antiparallel to the field with no gyration. Intermediate pitch
angles show a combination of the two types of motion.)

The basic motion of particles in a uniform magnetic field described above is dis-
turbed if there are gradients in the field seen by the particle during its gyro-orbit,

A B-Field

Electron

Figure 4.2 Basic particle motion in a uniform magnetic field with no electric field. Ions and
electrons can move freely along the field, but gyrate around the field direction in opposite senses.
The radius of gyration is much larger for ions. (Figure not to scale).
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or if a force with a component perpendicular to the field direction acts upon
it. (Forces acting parallel to the field will simply accelerate the particles in this
direction.) Forces acting perpendicular to the field accelerate and decelerate the
particle as it moves around its gyro-orbit. The associated change in speed of the
particle causes a change in the gyroradius around the orbit, the net effect of which
is that the particle no longer moves on a closed path in the plane perpendicular to
the field. The presence of the force or gradient introduces a drift in the direction
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Figwe 4.3 (a) Mdiimm o ias and electras in crassed electric ard magretic  field — the E-cress- B
drift. Ias ard electras drift with the sam speed in the sama directian perperdicdar to bah
the E-ard B-fields. (Figuwe mt to scale.)
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Figwe 4.3 (b) Difts o ias amd electras in a perperdicdar mgmretic field gradient. The
gyraadiss o bath particles redwes in the higher field region resdtirg in a drift in the direction
perperdicdar to bath B ard V|B|. This drift deperds o rticle charge, so ias amd electras
drift in gp oite directias, amd thws create a curen t. (Figuwe mt to scale.)
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to bath the radits vectaw R ard the local mgretic field directiaon  The drift is charge-dependen t,
so ias amd electras drift in gp ite directias, givirg rise to a curen t.
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perpendicular to both the magnetic field and the force/gradient. Mathematically,
the drift velocity vr due to a general force F is given by vp = (F x B)/¢B?. In gen-
eral, this is charge-dependent, so that ions and electrons drift in opposite directions.
One exception to this is the electric, or F-cross-B, drift, which is associated with
the electric force F = ¢E. In this case the charge terms cancel, such that both ions
and electrons drift with velocity vexp = (E x B)/B?, perpendicular to both the
magnetic and electric fields. Figure 4.3(a) illustrates the E-cross-B drift motion
of ions and electrons in the plane perpendicular to the magnetic field under the
influence of an electric field pointing vertically up the page. Recall that in general
the ions and electrons also have a free motion along the field direction (i.e. out of
the plane shown).

Although the charged particles will drift under the influence of any number of
possible forces (e.g. gravity in some applications) and gradients, there are two other
drift motions that have particular application in space plasmas. These are the
magnetic gradient and magnetic curvature drifts:

(a) The magnetic gradient drift arises when the particles gyrate in a magnetic
field that has a significant gradient perpendicular to the field direction. In this
case, the particles are influenced by a field strength that changes as they move
around their gyro-orbit. Since the gyroradius is inversely proportional to the
field strength, the local radius of curvature for the particle is higher in the low-
field portion than in the high-field portion of its orbit. Again, this results in
the particle gyration around a non-closing orbit. The resulting drift velocity
vyp is given by

2
_mvl
vVvB = qB3 (B X VB)

This drift is charge-dependent, so that ions and electrons drift in opposite
directions when there is a magnetic field gradient perpendicular to the field.
Consequently, there is a current associated with this drift, as would be expected
in the vicinity of a gradient in the field (Ampere’s law suggests V x B = poj).
The motion of ions and electrons in such a magnetic field gradient is illustrated
in Figure 4.3(b).

(b) The magnetic curvature drift arises when particles have a parallel component of
velocity that takes them along a magnetic field line that has a local curvature.
Under these circumstances, the particles experience a centrifugal force that
acts along the local radius of the curvature vector, and therefore perpendicular
to the field direction (see Figure 4.3(c)). On the basis of the above discussion,
we thus expect the particles to experience a drift in the direction perpendicular
to the magnetic field and local radius of curvature (i.e. normal to the plane
of Figure 4.3(c)). Analysis of the geometry of the field and forces leads to an
expression for the drift velocity, v, associated with the magnetic curvature
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given by

—mvﬁ
qB*

ve = (Bx (B-V)B).
Again, this drift is charge-dependent, such that the separation of ions and electrons
constitutes a current. In practice, it is generally not possible to have large-scale
curvature within the magnetic field without also having a gradient in that field. For
this reason, the gradient and curvature drifts often operate simultaneously, such
that a combined ‘magnetic’ drift velocity vii = vvpg + v should be considered.
Finally, it is useful to examine how the motion of the individual particles is
affected by gradients in the magnetic field, which lie along the field direction. Such
gradients arise naturally, for example in a planetary dipole field, where the field
strength on the portion of a given field line crossing the planetary surface near
the magnetic pole is much higher than the portion of the same field line crossing
the magnetic equator at rather higher altitudes. A useful concept to introduce in
order to understand the behaviour of such particles in such a field is the magnetic
moment, i, associated with the gyromotion of the individual particle. This is given
by the expression

s

i.e. the perpendicular kinetic energy divided by the local field strength. This is also
known as the first adiabatic invariant, since it can be considered a constant of the
particle motion provided that variations in the field that affect the particle are slow
compared to the particle gyroperiod. In essence, the invariance of this parameter
indicates that the particle motion responds to an increasing magnetic field strength
in such a way as to keep the total magnetic flux enclosed within the gyro-orbit at a
constant value. In the absence of other forces accelerating the particle parallel to the
field, the total kinetic energy is also conserved. Hence a particle that moves along the
field direction into a region of higher field strength must increase its perpendicular
kinetic energy at the expense of the parallel kinetic energy. The perpendicular
velocity, vy, increases while the parallel velocity v decreases. In other words, the
particle pitch angle o — 90°. Eventually, all of the particle energy is shifted to
the perpendicular direction, such that motion along the field line ceases, and then
reverses, such that the particle returns to the regions of lower field strength. The
parallel energy then increases at the expense of the perpendicular. This process,
illustrated in Figure 4.4, is known as magnetic mirroring, since the net effect is
for the particle to be reflected at a given point where the magnetic field reaches a
particular value. In effect, the particle experiences a force Fy = —udB/ds, along
the field. This force acts in the direction opposite to the field gradient dB/ds (s
is defined as the coordinate along the field direction). For a particle observed with
pitch angle cvg where the field strength has value By, the point of particle mirroring
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Fz — Md_B
dz
Figure 4.4 Magnetic mirroring — particles moving along magnetic field lines into regions of higher

field strength experience a repulsive force which causes them to ‘mirror’ back towards regions of
lower field strength. The magnetic moment, u, is conserved if the field gradient is not steep.

North

*._Trapped Particle
Trajectory

Figure 4.5 The motion of charged particles on dipole-like field lines in near-Earth space. Particles
gyrate around the field, bounce between low-altitude mirror points in both the north and south
hemispheres and drift around the Earth. Ions and electrons drift in opposite directions, thus
contributing to a ‘ring current’ around the Earth. Particles are trapped on such field lines, so
these are the main processes leading to the formation of the Van Allen radiation belts. (After
Spjeldvik and Rothwell, 1985.)

will occur when the magnetic field reaches strength By = By/ sin? ag (at which
point the particle pitch angle o = 90°).

4.4.2 Single particle dynamics — application

The principles of single particle motion discussed above put us in a position to
understand much of the behaviour of particles in the inner regions of planetary
magnetospheres (the region of space occupied by the magnetic field of planetary
origin). Particles in this region are energetic and trapped in torus-shaped regions
about the planet. In the Earth’s case, these radiation belts, first observed by James
Van Allen in 1958, were among the earliest discoveries of the space age. Figure 4.5
indicates the motion of trapped particles in these regions, in which the magnetic
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field is relatively close to the form expected of a vacuum magnetic dipole field.
The particles perform the basic motions discussed above. Firstly, each particle
performs a gyromotion around the field direction. However, since the field strength
seen by the particles tends to steadily increase as the particles move along the field
lines to higher latitudes (and thus lower altitudes), conservation of the magnetic
moment implies that the particles will migrate to pitch angles closer to 90° as they
move into these regions. In fact, each particle will ‘bounce’ up and down along
the field line between the two mirror points, one in each hemisphere, at which its
pitch angle o = 90°. The dipole-like field lines thus create a ‘magnetic bottle’ in
which the particles are confined on the field line between the two mirror points.
The exception to this is for particles whose mirror points are below the top of the
planetary ionosphere. These particles, which would have pitch angles close to 0°
or 180° when the particle is at its highest altitude close to the magnetic equatorial
plane, tend to be absorbed or scattered by collisions with neutrals in the ionosphere.
They are thus noticeable by their absence from the radiation belt populations. This
‘hole’ in the distribution of pitch angles in the radiation belt is called the loss cone,
since particles in this part of the distribution are absorbed by the ionosphere within
a few bounces between mirror points.

Note that the bounce motion discussed here can also be associated with an
adiabatic invariant, known as the second adiabatic invariant, J, where

J = mu)ds .
particle
bounce
path

Provided that the magnetic field structure does not change significantly over the
period that the particle takes to bounce at each mirror point and return to its
starting point, this is also a constant of the particle motion.

Particles in the radiation belt region are also subject to drifts arising from mag-
netic gradients and curvature. Since both the main gradient and the local radius of
curvature tend to be confined in the radial and/or latitudinal directions, these drifts
are predominantly in the azimuthal direction around the Earth. These drifts thus
create the torus-shaped regions of energetic particles that make up the radiation
belts. Moreover, since these drifts are charge-dependent, the electrons drift from
West to East, while the ions drift from East to West. The oppositely directed orbits
of ions and electrons around the Earth also contribute to a loop of current, known
as the ring current circling the Earth. The presence of this current does modify
the shape of the magnetic field structure in the inner magnetosphere; in particu-
lar it acts to reduce the field strength in the equatorial plane in the region inside
of the current loop. This can be detected by equatorial ground magnetometers,
which can thus remotely sense the strength of the terrestrial ring current, thus
providing a monitor of the fluxes of energetic particles in this region. Since the
energy content of the ring current is strongly influenced by changes in the solar
wind, particularly those driving magnetic storms (see below), monitoring of the
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ring current is used to produce an indication of the level of magnetic storm activity
within the magnetosphere.

The orbital motion of the ions and electrons about the Earth can also be associ-
ated with an adiabatic invariant, the third adiabatic invariant, which is a constant
of the motion provided changes in the field affecting the particle are slow compared
to the orbital drift period. This implies that the particle orbit will alter to maintain
the total magnetic flux enclosed within the orbit. Thus if strong ring currents act to
reduce the field in the inner magnetosphere, the orbits of individual particles will
tend to move to larger radial distances.

In practice, the real radiation belts are somewhat more complicated than the
simple picture described here. There are inner and outer radiation belt regions
(Figure 4.6), separated by a relative void in energetic particle fluxes. It seems that
this void is most likely created by high levels of wave activity in this region, which
scatters particle pitch angles into the loss cones, such that particles are rapidly lost
to the ionosphere. Additional effects are also introduced by asymmetries in the mag-
netic field structure between the day- and nightside regions of the magnetosphere,
and by solar-wind-driven time-dependent changes which can cause violation of one
or more of the adiabatic invariants discussed above. Again, a complete discussion of
these effects is beyond the scope of this brief introduction, so the interested reader
is referred to more comprehensive texts on this subject.

Figure 4.6 The Van Allen radiation belts. Trapping of energetic particles on the dipole-like field
lines near the Earth results in torus-like regions, i.e. the radiation belts. A number of distinct
regions have been identified: an outer belt (shown as grey) where high electrons predominate, and
an inner belt (stippled grey) composed predominantly of protons. Recent SAMPEX observations
suggest that an additional belt exists (white), composed mostly of particles of interstellar origin.
Gaps, or slots, in the belts are caused by wave—particle resonant interactions that act to scatter
particles into their loss cones. (Mewaldt et al., 1996. Reproduced by permission of American
Geophysical Union.)
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4.5 Space Plasma Applications

4.5.1 The frozen-in flux approximation

Before looking in detail at various space plasma regimes, it is useful to recap one
particular principle arising from MHD (see Chapter 9). The frozen-in flux approz-
imation is a central tool for understanding a wide variety of space plasma appli-
cations which will be discussed in subsequent sections. We start from the MHD
induction equation describing the evolution of the magnetic field in a plasma with
conductivity o:

0B 1

— =Vx (vxB)+—V’B.

ot v )+ oo

(a) The first term on the right hand side describes the convection of the magnetic
field with the plasma moving at velocity v.

(b) The second term on the right hand side represents diffusion of the magnetic

field through the plasma.

If the scale length of the plasma is L, such that the gradient term V ~ 1/L, and the
characteristic speed is V', then the ratio Ry of the two terms on the right hand side
can be written as Ry ~ pooV L, which is known as the magnetic Reynolds number.
If Ry < 1, then the diffusion term dominates, while for Ry > 1 convection
dominates. In a typical space plasma, the conductivity is very high, and the scale
lengths large. In the solar wind and the magnetosphere, Ry ~ 10!, Hence the
diffusion term is negligible in these contexts, and the magnetic field convects exactly
with the plasma flow. This is often referred to as the ‘ideal MHD limit’ or the
‘frozen-in flux approximation’. This is an extremely important concept in MHD,
since it allows us to study the evolution of the field, particularly the topology of
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Figure 4.7 Frozen-in flux approximation 1. A closed contour C encloses a surface S; that is
threaded by magnetic flux ®c. Under the frozen-in flux theorem, the surface may be moved
and/or deformed, but will remain threaded by the flux ®¢ at all times.
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the field lines, by studying the plasma flow. Of course, the principle also works
in the other direction: if we know how the magnetic field lines evolve, then we
can deduce the plasma fluid flow. This concept is illustrated in Figure 4.7. A
surface S7 in the plasma bounded by a closed contour C encloses a specific amount
of magnetic flux at a given time ¢;. The surface may be subsequently deformed
and/or relocated by motions of the plasma. However, under the frozen-in flux
approximation, the surface will enclose the same magnetic flux ®¢ at a later time
to as it did at time ¢1. (If the surface is reduced in area we can infer that the field
strength will have increased during the convection.) We can also define a mgnetic
flux tube by taking the closed loop and moving it parallel to the field it encloses.
The surface, or tube, S3, thus created has zero flux through it, and consequently
the fluid elements that form the flux tube at one moment, form the flux tube at all
instants. Alternatively, if two fluid elements are linked by a field line (which can be
defined as the intersection of two flux tubes) at one instant, then they will always be
so linked (Figure 4.8). This property of space plasmas allows a basic understanding
of many applications without the need to resort to explicit calculations of plasma
motions and electromagnetic field parameters. For example, a strict application of
frozen-in implies that there can be no mixing of fields and plasmas from different
origins. The field and plasma of solar origin, which flow towards the Earth as the
solar wind, are frozen out of the region occupied by field and plasma of terrestrial
origin. The latter thus forms a bubble, the mgnetospher e, which the solar wind is
obliged to flow around. Note that the boundary between the two regimes carries a
current to support the change in field and plasma properties across the boundary.
Paradoxically, these boundaries tend to be very thin, such that Ry is small within
them. Under certain circumstances, the magnetic flux may ‘thaw’ and slippage
or diffusion of the field relative to the flow is possible. We will examine these
interactions in more detail later in this chapter.

452 MHD plasma waves

The magnetic force Fy in a MHD plasma is represented in the momentum equation
(Chapter 9) by the term Fy = j x B. Using the Maxwell equations in the MHD
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limit and some standard vector identities

Fy = —[(VxB) x B] = -V [3—2] + 1 vB
M Ho 240 Ho .
The term on the right hand side can be further manipulated to cast the expression

into terms acting perpendicular and parallel to the local magnetic field direction:

B2] B?Rc

Fy=-V, |— | +—=,
. L[Qﬂo} po RE

where R is the local radius of the curvature vector, which points towards the
centre of curvature of the field line. This equation shows that the magnetic force
can be resolved into two conceptually simple components:

(a) A force perpendicular to the magnetic field which has the form of a pressure
(i.e. it is the gradient of a scalar quantity, B2/2uo);

(b) A force towards the instantaneous centre of curvature that depends on the
curvature Rc and the field magnitude B. This is the physical equivalent of a
tension force B2/ acting along the field lines.

Thus, forcing the field lines together results in an opposing perpendicular pressure
force, while trying to bend the field lines results in an opposing tension force. This
magnetic pressure and magnetic tension represent two kinds of restoring force which
arise in an MHD plasma due to the presence of the magnetic field. These in turn
support a number of wave modes in MHD, in addition to the sound wave that
would arise in an ordinary gas. (They also form the basis on which the equilibria
and instabilities of various MHD plasma systems may be investigated, although
these topics are not covered here.)

The Alfvén wave arises in an MHD plasma entirely due to the tension force
associated with the magnetic field line. It is essentially a magnetic wave as there is
no associated compression of the plasma, as is the case in a sonic (pressure) wave.
This wave propagates preferentially along the background field direction (and not
at all across it) at the Alfvén speed, Vs, where

BQ
v Hopo ’
B being the background field strength and pg the background mass density. This
wave causes magnetic field and plasma velocity perturbations which are perpen-

dicular to the background field (and the wave propagation vector), and thus is
sometimes called the transverse wave or shear wave. It is analogous to waves on a

Va =

string under tension.

In the MHD magnetosonic wave modes, both the magnetic field strength and
the plasma pressure vary. The fast mode magnetosonic wave propagates prefer-
entially in the direction perpendicular to the field, when it has a phase speed
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Chast = \/Cg + Vﬁ (i.e. faster than the Alfvén speed), where Cf is the sound speed
in the plasma. In this wave the magnetic field strength and the plasma pres-
sure vary in phase. The slow mode magnetosonic wave propagates preferentially
along the field (and not at all across it), with a phase speed Cyjony < Va. In this
wave the magnetic field strength and the plasma pressure vary out of phase. Since
Calow < VA < Chast the Alfvén wave is sometimes called the intermediate wave. As
we will see in subsequent sections, when the plasma flow speeds exceeds the phase
speeds associated with the magnetosonic waves, the latter may steepen to form fast
and slow mode shocks.

4.5.3 The solar wind and IMF

The solar wind is a supersonic flow of ionised solar plasma and an associated rem-
nant of the solar magnetic field that pervades interplanetary space. It is a result
of the huge difference in gas pressure between the solar corona and the interstellar
space. This pressure difference drives the plasma outwards, despite the restraining
influence of solar gravity. The existence of a solar wind was surmised in the 1950’s on
the basis that small variations measured in the Earth’s magnetic field (geomagnetic
activity) were correlated with observable phenomena on the Sun (solar activity).
The large-scale structure of the solar wind can be understood in terms of an MHD
plasma. In 1958 Eugene Parker provided the first MHD solution for the continu-
ous solar wind outflow from the corona — the solar wind can be considered the
extension of solar corona into interplanetary space. It was first observed directly
and definitively by space probes in the mid-1960’s. Since that time we have been
able to directly examine the solar wind plasma and the interplanetary magnetic
field through in situ observations by many spacecraft in this region. Measurements
taken by spacecraft-borne instruments have now yielded a detailed description of
the solar wind across an area from inside the orbit of Mercury to well beyond the
orbit of Neptune.

The solar wind, its origin, structures, dynamics and variations are discussed in
some detail in Chapter 6. The solar wind itself is a fascinating plasma physics
laboratory, with many outstanding research problems in its own right. The origin
of the solar wind through interaction of the solar magnetic field with the expanding
coronal plasma is a major topic in present-day research. However, in this chapter, we
are primarily interested in the solar wind as the medium through which solar activity
(or, in physical terms, changes in the solar magnetic field) is transmitted to planets,
comets, dust particles, and cosmic rays that ‘stand’ in the wind. In particular, the
solar wind is the input and controlling influence in the interdisciplinary subject
known as solar—terrestrial relations.

Most observations of the solar wind have been made by spacecraft near the orbit
of the Earth. Typical values for solar wind parameters at this distance (i.e. 1 AU)
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are:
Proton density 6.6 cm—3
Electron density 7.1 cm™3
He?* density 0.25 cm ™3
Flow speed (~ radial