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PREFACE

It is gratifying to see that philosophers’ continued interest in Words and
Objections has been so strong as to motivate a paperback edition. This is
gratifying because it vindicates the editors’ belief in the permanent im-
portance of Quine’s philosophy and in the value of the papers com-
menting on it which were collected in our volume.

Apart from a couple of small corrections, only one change has been
made. The list of Professor Quine’s writings has been brought up to date.
The editors cannot claim any credit for this improvement, however. We
have not tried to imitate the Library of Living Philosophers volumes and
to include Professor Quine’s autobiography in this volume, but we are
fortunate to publish here his brand-new autobibliography.

1975 THE EDITORS
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EDITORIAL INTRODUCTION

In the philosophical literature of the last decade few if any works contain
a greater wealth of ideas or pose more important problems than Professor
W. V. Quine’s Word and Object. Not surprisingly, this book has already
exerted considerable influence on subsequent philosophical discussion.
It seems to us, however, that this influence has largely been tacit and in
consequence the issues raised in Word and Object have not been faced as
squarely in print as they ought to have been. The present special number
of Synthese has largely been prompted by our desire to encourage philos-
ophers to address themselves directly to the issues raised by Word and
‘Object and thus to facilitate the seminal influence of this masterly work.
In order to turn this discussion of Word and Object into a dialogue, we
invited Quine to comment on the papers, to which he kindly consented.
We hope that the resulting exchanges will elicit the implications of Quine’s
work even more clearly than before.

In the course of editing this issue, it came to our attention that R. B.
Jensen had obtained a consistency proof for Quine’s New Foundations —
or, strictly speaking, for NF with urelements. Jensen’s proof, announced
earlier in the form of an abstract, appears here for the first time in full.
Although it breaks our original plan of concentrating on Word and Object,
the implications of this proof for Quine’s work are in our judgement
weighty enough to justify its inclusion. George Berry’s paper, which was
subsequently made available to us, happily bridges the gap between
Quine’s set-theoretical interests and his philosophical work discussed in
the other contributions.

Of the papers printed here, P. F. Strawson’s ‘Singular Terms and Pre-
dication’ first appeared in the Journal of Philosophy 58 (1961) 393-412.
We have included it both because of its merits and also in order to
give Quine a natural opportunity to comment on it. It is reprinted by
permission of Professor Strawson and the editors of the Journal of
Philosophy.

Noam Chomsky’s contribution is excerpted from a longer paper which
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EDITORIAL INTRODUCTION

is due to appear in a Festschrift honoring Ernest Nagel.! It appears here
by the kind permission of the editors of the Nagel Festschrift.

Wilfrid Sellars’ paper has appeared in Philosophical Logic (ed. by
J. W. Davis, D.T. Hockney, and W. K. Wilson), D. Reidel Publishing
Company, Dordrecht 1969.

Although this issue is not intended as an ordinary Festschrift nor
intended to replace one, we originally hoped it would appear in time to
honor Van Quine on his sixtieth birthday on June 25, 1968. Much to
our regret, this schedule proved unrealistic. But although we cannot wish
Van Quine many happy returns on the occasion we hoped to mark,
perhaps we may wish him many happy and weighty further contributions
to logic and philosophy. We also thank him for his most generous co-
operation at all stages of our enterprise.

DONALD DAVIDSON
JAAKKO HINTIKKA

1 S. Morgenbesser, Patrick Suppes, and M. G. White (eds.), Philosophy, Science, and
Method: Essays in Honor of Ernest Nagel, St. Martin’s Press, New York 1969
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J.J. C. SMART

QUINE’S PHILOSOPHY OF SCIENCE

A fairly definite philosophy of science can be extracted from Quine’s
Word and Object (henceforth referred to as WO0). Earlier versions of his
philosophy of science, for example in his From a Logical Point of View,
contain phenomenalist and insttumentalist tendencies of thought, but
in WO these have almost entirely disappeared in favour of an explicitly
realistic philosophy of science. What, then, is Quine’s philosophy of
science in WO?

I. NATURE OF PHILOSOPHY OF SCIENCE

In Quine’s thought there can be no sharp distinction between philos-
ophy of science and philosophy in general (perhaps excluding such parts
of philosophy as either use or mention value concepts). This is because
Quine holds that philosophy and science are continuous with one an-
other. This is in contrast to the view of Carnap and others that philos-
ophy (including philosophy of science) is importantly a meta-theoretical
activity. According to this latter type of view, the scientist is a man who
uses words like ‘electron’, while the philosopher is a man who talks
about such words, or perhaps about the scientist’s use .of these words.
Now Quine in WO, even when he is not concerned with linguistics, is
often to be found talking about words and sentences, rather than about the
objects in the non-linguistic world. However, he regards this as the result
of a manoeuvre which is not peculiar to philosophers. This manoeuvre
is semantic ascent (WO § 56). In science it can come about in the following
manner. Suppose that physics gets into a state in which a particle theory
is about to be supplanted by a field theory. Let the particle theory be
Tp and the field theory Ty. Suppose that fields are never mentioned in
Tp and particles are never mentioned in Ty. (I take my example from
science fiction about the future, thus avoiding irrelevant cavils from
historians of science.) Consider now a situation in which a proponent of
Tp and a proponent of Ty are discussing the respective merits of the two
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J.J. C. SMART

theories. If we put it in this way, it appears that they are talking about
Tp and Tg. On the other hand, if they discussed whether particles or fields
existed they would be using Tp or Tr. There would be some difficulty,
however, because the proponent of the one theory would hold that the
other theory contained false existentially quantified sentences and
vacuously true universally quantified ones. The proponents of the two
theories would therefore do well to operate metalinguistically, and discuss
what sentences of Tp and Ti follow from what other sentences. Doubtless
they both agree that sentences exist, and this gives them a common
ground.

In practice, I think, scientists do not explicitly go metalinguistic. Rather
they feign acceptance of theories such as T, and T and then see what
(feigned) conclusions they draw. The difference between this and semantic
ascent is, I think, philosophically unimportant. Those of us who do not
like play acting will prefer to make (unfeigned) metalinguistic assertions
of what follows from what rather than to engage in feigned deductions.

Because semantic ascent can occur in science, Quine rejects Carnap’s
account of the differentia between science and philosophy. For Quine
there are no hard and fast differentia. In line with his distrust of the notion
of analyticity, Quine draws no sharp line between the most general
principles (‘category’ or ‘framework’ principles) and ordinary laws of
nature. We believe in electrons because a well-tested theory asserts that
there are electrons, but equally we believe in classes because the theory
of the real number is needed in physics, and so some of the sentences
of a well-tested theory assert the existence of infinite classes of rational
and real numbers. No experiment will decide between the view that
there are infinite classes and the view that there are not such things, but
this does not imply that the assertion that infinite classes exist is wholly
divorced from experience. The world might have been the sort of world
in which a rudimentary mathematics which did not assert the existence
of infinite classes would have sufficed for physics. (I apologize for using
a subjunctive conditional here in elucidating Quine, but let me hope
that it can be replaced by a suitable metalinguistic and extensional sen-
tence.)

Quine rightly draws attention to the way in which curriculum classifica-
tions may have influenced us to regard not only philosophy but pure
mathematics as unlike physics in being quite independent of observation
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QUINE’S PHILOSOPHY OF SCIENCE

and experiment. This was indeed once a stumbling block for myself,
because it seemed to me that what went on in departments of philosophy
and pure mathematics was quite unlike what went on in (say) the depart-
ment of mathematical physics. Quine’s ontological discussions make it
plausible that this difference is merely one of degree of remoteness from
experience. It is true that there seems to be something fishy about the
notion that numbers and sets should be theoretical entities, much as
neutrinos are, but though when I reflect on the matter I seem to smell
a slight smell of fish, I can think of no good argument to show thatitisa
real, and not a merely apparent, fishiness. It might be said that what
makes the existence of numbers and classes different from that of stars
and neutrinos is that numbers and classes do not exist in space-time.
But I think that Quine argues convincingly (WO p. 131, p. 242) that this
should not be taken as showing that ‘exist’ has a sense in ‘“numbers
exist” which is different from the one that it has in “‘stars exist”. We
could, of course, make a sharp distinction between pure and applied
mathematics by saying that the former does not treat of spatio-temporal
entities, whereas the latter does. But equally we could make a sharp
distinction between two sorts of biologist by saying that the one lot study
" organisms which are capable of living on inorganic material alone,
whereas the other lot study organisms which are not so capable. This
does not make for a philosophically important contrast between botanists
and zoologists. Moreover, it is surely possible that in the physics of the
far future it may turn out that space and time (or space-time) as we now
_conceive them will be shown to be a myth, in which case, if ‘exist’
were held to imply ‘in space-time’ it would turn out that none of the
things postulated by a theory would exist.

We need not think that a realist philosophy of mathematics need
depend on synthetic a priori intuitions of a special intellectual realm.
Such a Platonistic epistemology cannot be squared with a biological
view of man. On Quine’s account we need no such non-empirical in-
tuitions. Numbers and sets are postulated in the same sort of way in
which electrons and neutrinos are. In both cases our postulates form part
of the basis for a well-tested theory. Set theory comes out not as the
study of the supernatural but simply as part of the physics of the non-
perceptible. There is nothing startling about this: not only sets but
neutrinos are such that ‘we cannot perceive them.



J.J. C. SMART

Well, then, is set theory part of the physics of the non-perceptible?
One reason which makes one inclined to deny this is the existence of
alternative set theories. Thus according to one form of set theory (Russell’s)
it is nonsense to say that the class of all classes is not a member of itself,
whereas according to another (Quine’s) it is merely false to say this.
Perhaps, however, there is not an important disanalogy between physics
and set theory here, because we could imagine two alternative formula-
tions of physics: (1) in which it was contrary to the formation rules of the
system to say that an electron had simultaneously both a definite position
and a definite momentum, and (2) in which it was merely false that an
electron had simultaneously both a definite position and a definite
momentum. Nevertheless difficulties still arise because of the differing
existential claims of alternative set theories. Again, in Russell’s set theory
an individual and its unit class are distinct, whereas in Quine’s they are
identical. Surely if set theory is about real things, one or the other of
two rival claims about the existence or identity of sets must be true and
the other false. The trouble is that differing set theories do seem to be
genuine alternatives. An even more tricky matter arises over P.J. Cohen’s
proof of the independence of the axiom of choice and the continuum
hypothesis from the other axioms of Zermelo-Fraenkel set theory. At
the risk of being accused of the fallacy of affirming the consequent, we
might claim that there is some reason to believe that the axiom of choice
is true, because this axiom is used to prove many theorems which are
needed in the sort of mathematics which is used in physics. However, I
take it that there is a completely free decision as to whether we should
assert or deny the continuum hypothesis. Does this imply that the con-
tinuum hypothesis does not assert an objective fact about the impercepti-
ble (namely classes) or is it rather that it is in fact true or false, though
we shall never be able to know which? This leads me on to the issue of
realism as against instrumentalism in physics.

II. REALISM AND INSTRUMENTALISM IN PHYSICS

I read Quine in WO as asserting a full blown realist philosophy of the
theoretical entities of physics. This goes along with a realist philosophy of
the medium sized objects, such as tables and trees, which are discussed in
ordinary common-sense language. According to Quine, the way in which
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a scientist postulates the existence of electrons and neutrinos is analogous
to the way in which, in our ordinary common-sense thinking, we postulate
the existence of medium sized things, even though the scientist’s posits
are made consciously and for recognized reasons, whereas the positing
of ordinary common-sense things, such as tables and trees, is “shrouded
in prehistory” (WO p. 22). Ordinary things are there to explain our
perceptual experiences, though these experiences themselves have to be
described by reference to physical objects. There is indeed no sense-
datum language, no “fancifully fancyless medium of unvarnished news”,
to use Quine’s nicely chosen words (WO p. 2). Nevertheless given the
framework of physical things we can both describe and explain our
experiences. Without this framework we cannot describe or explain our
experiences, because “immediate experience simply will not, of itself,
cohere as an autonomous domain” (WO p. 2).

Quine views man biologically: experiences are just things that go on in
specimens of homo sapiens and in other animals. In this way Quine
sidesteps the epistemological problems which have bedevilled philos-
ophers from Descartes onwards. Epistemology is just a branch of biology.
~ We must look at the brain as a processor of information, this information
coming to it as a result of the irradiation of the animal’s sensory surfaces.
There must be some part of natural science which, taking the external
world and the existence of homo sapiens for granted, studies the way in
which information coming into our receptors (Quine’s “irradiation pat-
terns”, WO p. 32) is processed by our brains in such a way as to lead to
knowledge. (At present, of course, such a scientific epistemology is in a
very rudimentary state.) Quine’s biological way of looking at man’s
epistemological predicament in the first few pages of WO is much to be
applauded. His good biological attitude to epistemology is also apparent
in WO pp. 120-123, where he discusses ways in which man may have
come to postulate abstract entities.

III. SCIENCE AND COMMON SENSE

Quine views science as a set of sentences, any one of which can be ques-
tioned, even though all cannot. In this he seems to be in substantial agree-
ment with Popper: consider Quine’s reference to Neurath who ‘*has
likened science to a boat which, if we are to rebuild it, we must rebuild
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plank by plank while staying afloat in it (WO p. 3). However, there is
possibly a certain ambivalence in Quine’s attitude to our ordinary com-
mon-sense conceptual scheme. How much can this be questioned? On
the lower half of WO p. 3 there does seem to be a touch of the paradigm
case argument, which has been much used by modern English philos-
ophers, for example Antony Flew.! Quine says here that we cannot
question the reality of physical things, because it would be to deprive
words like ‘real’ of “the very denotations to which they mainly owe
such sense as they make to us”’. However it is surely unlike Quine to be
taiking of the denotation of the word ‘real’. Waiving this point, there
is a sense in which two expressions can denote the same thing, and yet
there be no things of which one or the other expressions is true. Thus, to
use the sort of example of which Feyerabend has been fond 2, the expres-
sions ‘case of demonic possession’ and ‘case of epilepsy’ might be used
by two different people to refer to the same activity of foaming at the
mouth, etc., and yet there be in fact no such thing as demonic possession.
This is because the expression ‘case of demonic possession’ is theory-
laden, and laden with a false theory. Surely, therefore, there might turn
out to be no physical objects, of the sort to which Dr Johnson referred
when he tried to refute Berkeley by kicking a stone. However it is clear
from the top half of WO p. 4 that Quine does not really intend to use the
paradigm case argument to prove the reality of physical objects, because
he envisages that “One could even end up, though we ourselves shall not,
by finding that the smoothest and most adequate overall account of the
world does not after all accord existence to ordinary physical things...”
(WO p. 4). Indeed there is, it seems to me, in WO taken as whole, an
implicit rejection of the paradigm case argument. Quine has no desire
““to treat ordinary language as sacrosanct” (WO p. 3). According to him
those who do so “exalt ordinary language to the exclusion of one of its
own traits: its disposition to keep evolving” and “Scientific neologism
is just linguistic evolution gone self-conscious, as science is just self-
conscious common sense” (WO p. 3).

1V. REALISM VERSUS PRAGMATISM AND INSTRUMENTALISM

Before beginning to write this paper I expected to find lingering traces of a
pragmatism and instrumentalism which is evident in some of Quine’s
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earlier writings. However I found no definite evidence of such traces,
and in WO Quine seems to me to have moved right over to a definitely
realistic attitude to the theoretical entities of physical science. For evidence
of his earlier pragmatism and instrumentalism I would draw attention
to his From a Logical Point of View pp. 17-18 and pp. 4445, in which
he is willing to say such things as “from a phenomenalistic point of view,
the conceptual scheme of physical objects is a convenient myth” (p. 18)
and “As an empiricist I continue to think of the conceptual scheme of
science as a tool, ultimately, for predicting future experience in the light
of past experience” (p. 44).

Such a point of view seems to have been eliminated from Quine’s
thought in WO. Perhaps there is a (possibly harmless) trace of it on WO
p. 16, where he says “... photons are posited to explain the phenomena,
and it is those phenomena and the theory concerning them that explain
what the physicist is driving at in his talk of photons™. Againin WO p.237
he says, “The reason for admitting numbers as objects is precisely their
efficacy in organizing and expediting the sciences. The reason for ad-
mitting classes is much the same”, and on WO p. 20 he says “The neuro-
logical mechanism of the drive for simplicity is undoubtedly fundamental
though unknown and its survival value overwhelming”. These passages
suggest instrumentalism, though they do not in fact imply it. As a realist,
Quine might say that simple theories are likely to be true as well as useful,
and that admitting numbers and classes organizes and expedites the
sciences precisely because the world does in fact contain numbers and
classes. Moreover in the first quotation about photons, “driving at” is
sufficiently vague so that we do not need to take it as implying that talk
about photons is somehow just talking about the phenomena. Indeed if
we needed to interpret Quine in this instrumentalist way he would surely
be saying something inconsistent with his own position about ontological
criteria. (In this respect I think that there is probably an inconsistency
in his earlier position, but there is no good evidence for thinking that it
survives in WO0.)

Sometimes again we come across passages which, though at a cursory
glance they seem to be pragmatist or instrumentalist, at a careful reading
can be seen actually to preclude such an interpretation. Thus after pointing
out that we can use any progression whatever to serve instead of the
natural numbers, Quine goes on: “One uses Frege’s version or von
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Neumann’s or yet another, such as Zermelo’s, opportunistically to satisfy
the job in hand, if the job is one that calls for providing a version of
number at all”’ (WO p. 263). Though at first sight this can look as though
Quine is saying that one can choose one’s theoretical entities merely for
convenience, we can see that this interpretation is wrong, because Quine
then says: “Frege’s progression, von Neumann’s, and Zermelo’s are
three progressions of classes, all present in our universe of values of
variables (if we accept a usual theory of classes), and available for
selective use as convenient.” That is, any of the above progressions can
be used, precisely because all of them already exist in the real world.

Completely at variance with any pragmatist or instrumentalist philos-
ophy of science is Quine’s treatment of limit myths and the ideal objects
of mechanics (mass points) in WO pp. 248-251. It is clear that Quine
appreciates the distinction between a theory and a mere model.3 Quine
also tries to show how scientists can avoid these myths.

V. QUINE’S PHILOSOPHY OF SPACE-TIME

Quine’s scientific language treats of physical objects as space-time solids.
He points out how well the tenseless ‘there is a...” of quantification
theory accords with the tenseless locutions which we need in order to
discuss the space-time world. He rightly points out that though the special
theory of relativity forces us to abandon absolute theories of space and
time taken separately, there is no relativistic objection to an absolute
theory of space-time. If we do hold to an absolute theory of space-time,
then space-time points, as well as physical objects, become values of our
variables of quantification. On a relational theory of space-time, on the
other hand, assertions which are ostensibly about space-time points get
explicated as relational assertions about physical objects. If we retain
absolute space-time in our ontology, any geometry other than the one
which is the correct physical geometry will be a (possibly convenient)
myth, though it can be made non-mythical by interpreting it non-geo-
metrically within the theory of the real number, points coming out as
quadruples of real numbers. It might be objected, as by Griinbaum#4,
that there is 7o one correct geometry, because it is the conjunction of the
geometry and the congruence conventions which is part of physics, and we
can go from one geometry to another one (provided that it has the same
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topology) by suitably changing the congruence conventions. However in
Quine’s philosophy there can be no clear distinction between conventions
and statements of fact, and the correct geometry is presumably the one
which is simplest. For example, we should choose our congruence con-
ventions, together with our geometry, in such a way that free bodies
(considered as four-dimensional objects) lie along geodesics.

As has been noted, a relational theory of space-time would explicate
geometrical assertions in terms of statements about material objects,
(together with suitable set-theoretic objects, such as numbers). Quine
gives an ingenious method for carrying out this reduction, identifying
points with ordered quintuples of real numbers. (WO § 52.) For this we
can use five reference points (particle-events) but Quine argues that we
can even paraphrase geometrical assertions without using reference
points at all: the geometrical assertions are in terms of distances between
particle-events. Quine makes a plausible case within the context of
Euclidean geometry, but I am not sure how his paraphrase would work
out within the context of the hyperbolic geometry of space-time, in view
of such facts as that any two points on the same light ray have zero dis-
tance between them. However this matter is not of much philosophical
importance, because we can always fall back on reference points. A more
important matter is that of whether a relational theory is possible in the
case of cosmologies which are based on some form of the general theory
of relativity. It is a somewhat open question as to whether cosmology can
avoid the postulation of absolute space-time, that is, whether it is possible
to develop a plausible relativistic cosmology which conforms to Mach’s
principle, explaining the structure of space-time in terms of the general
distribution of matter in the universe. (Some of the difficulties involved
in trying to do without absolute space-time in general relativity are well
discussed by Adolf Griinbaum in Chapter 14 of his Philosophical Problems
of Space and Time.)

VI. SCIENCE AND EXTENSIONALITY

Quine holds that a purely extensional language is adequate for science.
It is true that our common-sense language of belief and desire is in-
‘tensional, but scientific psychology looks extensional enough. Quine
argues rightly, I think, that our common-sense language of belief and
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desire can be replaced by extensional talk about the neural determinants
of the behaviour which we take to be manifestations of belief and desire.
Similarly sentences containing the term ‘soluble’ can be replaced by
sentences about molecular structure. That is, Quine’s strategy is to
replace talk about dispositions by talk about underlying structure. This
would not work for the most ultimate dispositions, but here it seems that
the extensional conditional is all that we need anyway : for ‘electrons have
charge’ read ‘(x)(y) (electron x. proton y:>x attracts y)’. Call this
last sentence S. Then the statement that electrons have the disposition
to attract protons, or that if x were an electron and y were a proton then
x would attract y, can be elucidated as the metalinguistic assertion ‘x
attracts y’ is deducible from ‘electron x. proton y’ together with the
laws of physics, which presumably include S. But in other cases it may
well be best to follow Quine in elucidating dispositional talk in terms of
underlying structure.

Quine’s arguments against intensional logics depend on showing that
either they collapse into extensional logic or else they cannot be given an
intelligible interpretation in which the quantifiers remain quantifiers and
the identity predicate remains an identity predicate. See WO § 41.5 But
quite apart from these arguments against intensional logics, we surely
tend to lose interest in such logics if we believe that an extensional
language is adequate for scientific purposes. Intensional logics, even if
they are viable, are complicated and messy (especially in view of the
restrictions needed to avoid collapse into extensional logic), and surely
for the sake of simplicity and elegance we should try to avoid them. One
of the interests of WO for the philosophy of science is the good case that
it makes for the adequacy for scientific purposes of an extensional logic.

Quine has accused modal logicians of an insensitivity to the use-mention
distinction. I suspect that a similar insensitivity may lie behind much
of the talk about a ‘logical’ interpretation of probability. If we write
‘P(p/q), say, (‘the probability of p given ¢’), we obviously cannot be
using ‘p> and ‘g’ as sentence letters, as in sentential logic. They are
clearly dummy names of sentences. Hence the so-called ‘logical’ inter-
pretation of probability is really a metalinguistic interpretation, and
metalinguistic letters (perhaps ‘4’, ‘B’, ...) would be less misleading
than ‘p’, ‘¢’ ..., which remind one too much of sentence letters. Some-
times one hears of ‘probability logics’, but from a Quinean point of view
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I can make no sense of the term ‘probability logic’. Let us put all moda-
lities and so-called ‘logical’ probabilities into the appropriate metalin-
guistic baskets, and keep a clean extensional logic for all scientific (in-
cluding metalinguistic) purposes. I would hold that Quine in WO has
shown this to be possible. He may also have shown the alternative not to be
possible. But whether this latter thing is true or not, surely for the sake
of simplicity and elegance alone we should want to go Quine’s way.

University of Adelaide
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GILBERT HARMAN

AN INTRODUCTION TO ‘TRANSLATION
AND MEANING’
CHAPTER TWO OF WORD AND OBJECT*

In this paper I attempt to provide a brief introduction to the thesis of the
indeterminacy of radical translation, as this is presented in Chapter Two
of Quine’s Word and Object. 1 begin by explaining what the thesis is, as
I conceive it. Then I consider how one might defend the thesis. Finally I
examine several aspects of Quine’s discussion of the thesis.

L. WHAT IS THE THESIS?

Consider two of the ways to translate number theory into set theory.
Von Neumann’s method identifies each natural number including zero
with the set of numbers smaller than it. Zermelo’s method identifies
zero with the null set and identifies every other natural number » with
the unit set whose sole member is n—1. Although each of the resulting
schemes translates a sentence counted true in number theory by one
counted true in set theory, and similarly for sentences counted false in
number theory, alternative translations are by no means equivalent and
may even differ in truth value. For example, the sentence, ‘Three is a
member of five’ (which is assigned no truth value by unreduced number
theory), is translated by a true sentence under the von Neumann scheme
and by a false sentence under the Zermelo scheme. Most philosophers
would agree that it does not make sense to ask which general scheme
for translating number theory into set theory is the correct scheme,
although in certain contexts one or the other may be more convenient.
In consequence it can make no sense to ask what is the correct translation
of a particular sentence of number theory unless one asks relative to some
envisioned general scheme for translating number theory into set theory.

Translation from one natural language into another ordinarily proceeds
against an envisioned general scheme of translation, e.g. the usual way of
translating French into English. If no such scheme is envisioned ahead of
time, we may speak of radical translation. Quine’s thesis of the indeter-
minacy of radical translation claims that translation from one natural
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language into another resembles translation of number theory into set
theory in that various equally good alternative but non-equivalent general
schemes of translation are always possible, and one may speak of the
‘correct’ translation of a single sentence only relative to some envisioned
general scheme of translation.

One must view Quine’s thesis within the context of his general attack
on philosophical attempts to attribute explanatory power to meaning,
meanings, propositions, propositional attitudes, etc. It is well known that
Quine denies that one can explain truth by saying that something is true
by virtue of its meaning. Quine also denies that there is explanatory power
in the postulation of propositions and propositional attitudes, e.g. he
denies that one can explain why a person accepts a sentence by saying
that he accepts a proposition that the sentence expresses. More generally,
Quine objects to most philosophical (as opposed to ordinary) talk about
meaning, meanings, propositions, and propositional attitudes.

Some philosophers would appeal to translation in order to defend
philosophical talk about meaning, meanings, propositions, and/or prop-
ositional attitudes, taking meaning to be what is preserved in good
translation and holding that a sentence in one language is correctly
translated by a sentence in another language if both sentences express the
same proposition. They suppose that the proposition expressed by a
person’s words depends entirely on the meaning of the words, which they
suppose to be independent of any envisioned general scheme of transla-
tion. These philosophers deny the thesis of the indeterminacy of radical
translation. They deny that translation of number theory into set theory
is representative of translation of one natural language into another. They
will want to say that the former is not, strictly speaking, translation at all,
since meaning is not preserved. Quine claims that meaning is never
preserved — or rather that one can speak of preservation of meaning only
relative to some general scheme of translation. Both sides recognize a
difference between translation of number theory into set theory and
translation of one natural language into another. Quine believes that the
difference is that for natural languages there is a single scheme of transla-
tion that is generally accepted and that moreover we find it impossible
to specify in detail one of the many equally possible alternatives. His
- opponents believe that the difference is that good translation of natural
languages preserves meaning. They hold that general acceptance of, e.g.,
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the familiar scheme for translating French into English is based on general
recognition of antecedently existing meaning relations. Quine holds that
the ‘recognition’ of these meaning relations (i.e. translation relations) pre-
supposes prior acceptance of some general scheme of translation and that it
is only the acceptance of the scheme that makes the meaning relations hold.

Another and important way in which the difference between Quine and
his opponents can be manifested is that, if Quine is right, the indeter-
minacy affects not only statements about what a foreigner’s words mean
but also statements about his psychological attitudes. To express a
foreigner’s belief in English is to offer a translation of the way he might
express his belief in his own language. So, if Quine is right, strictly speak-
ing we should say of a foreigner that he believes, hopes, expects, fears,
etc. that so-and-so, only relative to a general scheme of translation (where
reference to such a scheme may be omitted only if the scheme in question
is the usual one for translating his language into ours). Quine holds that
belief,hope,expectation, fear,etc. are best construed as sentential attitudes,
so that e.g. in the first instance belief is the acceptance of a sentence in
one’s own language. He holds that one may construe psychological at-
titudes as propositional attitudes — expressible in another language — only
relative to an envisioned scheme of translation. His opponents claim that
belief, hope, expectation, fear, etc. are in the first instance attitudes toward
propositions and that one’s sentential attitudes are attitudes toward
sentences that express the propositions toward which one has proposi-
tional attitudes. For Quine’s opponents, correct translation aims at
finding a sentence in our language that expresses the same proposition
as a sentence in a foreigner’s language. So one way of putting the differ-
ence between Quine and his opponents is that Quine believes that at the
most basic level a person has attitudes toward sentences and that prop-
ositional attitudes do not underlie and explain his sentential attitudes,
whereas Quine’s opponents believe that at bottom a person’s psychologic-
al attitudes are propositional attitudes, which do underlie and explain his
sentential attitudes.

II. HOW MIGHT THE THESIS OR ITS DENIAL BE SUPPORTED?

Quine is unlikely to provide a clear counter example to his opponents’
claim. For example, if he were to say that the alternative translations of
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number theory into set theory are proof of indeterminacy, his opponents
would reply that these are not examples of real translation such as that
between French and English, which attempts to preserve meaning. Any-
one defending Quine must agree that there is a big difference between the
translation of natural languages and the translation of number theory
into set theory and this is a difficulty with the number theory - set theory
example. There will be a similar difficulty with any example one might
offer since, for the example to be manageable, the language in question
must be quite structured in the way that number theory and set theory
are and natural languages as a whole are not. Thus it would not be
feasible to attempt to offer an alternative to the usual method for trans-
lating French into English, since at this time we cannot give a rigorous
specification of our present method. At present we cannot even give a
complete syntactical account of either English or French, whereas we can
give a complete syntactical account of the language in which we express
number theory or set theory.

Quine’s opponents will be proved right if they can show that relevant
evidence about a person’s language, about translation, or about psycho-
logical states supports the theory that good translation discovers antece-
dently existing meaning relations (that are not relative to an envisioned
general scheme of translation) or (what is probably another way of putting
the same thing) that the evidence supports the theory that belief and other
psychological attitudes are to be construed as propositional attitudes.
Quine will be proved right if it can be shown that the evidence does not
warrant postulation of propositional attitudes or antecedently existing
meaning relations. We must ask whether the evidence ‘uniquely deter-
mines’ a general scheme of translation or interpretation of his words, i.e.
whether the evidence rationally supports a unique scheme of translation
in whatever way it is that evidence can rationally support one conclusion
over another. In this sense it is clear that the evidence can ‘uniquely
determine’ what a person’s sentential attitudes are, e.g. it can uniquely
determine to a good approximation what sentences he accepts and even
whatsentences he would accept undervarying perceptualconditions. On the
other hand, in this sense the evidence does not ‘uniquely determine’ a gen-
eral scheme of translation or interpretation of number theory in set theory.

The following considerations bear on what a person’s words mean: his
use of language in communication; his use of language in various social
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‘language games’, such as betting, greeting, promising, ordering, etc.;
and most importantly the role of his language in the formation and
expression of psychological attitudes such as belief and desire. The
relevance of the last consideration follows immediately from the fact that
the issue between Quine and his opponents can be reduced to whether
or not the evidence warrants postulation of propositional attitudes over
and above sentential attitudes.

The first two considerations, concerning usage, may be ignored, since
if the third consideration cannot rule out indeterminacy of translation,
it is extremely unlikely that attention to actual usage will do so. It can be
plausibly argued that language serves primarily as an instrument of the
free expression of thought and that it is a mistake for the linguist to
concentrate his attention on practical concerns of actual usage and of
language games.! The constraints placed on possible translation by a
speaker’s participation in language games resemble the constraints dis-
cussed below placed by the effects of perception on the sentences a
person accepts, where moreover the constraints due to language games
are much weaker. Indeterminacy, if it arises at all, results from problems
in translating relatively abstract and theoretical discourse. In our example,
indeterminacy arises through difficulty in translating statements of
abstract number theory. Once such indeterminacy arises, it also affects
statements of perception such as ‘There are five apples in this bowl’;
and it is not appreciably affected by language games (counting?) one
might play with numbers (one may count with either von Neumann’s
numbers or Zermelo’s). Similarly, if the role of perception does not
eliminate indeterminacy in the translation of sentences in, e.g., physical
or chemical theory, it is unlikely that attention to actual usage or lan-
guage games (betting, greeting, promising, ordering, etc.) is going to
eliminate the indeterminacy.

Meaning is not very much a matter of what words a person actually
uses. What words he could have used are more relevant. Different people
have different ways of speaking, different favorite phrases, etc. This
obvious fact does not mean that the sentences of such different people
are to be translated differently. To require similarity in actual usage
(rather than possible usage) as a criterion of translatability would almost
certainly rule out all translation, since any two people use their words
differently. I do not mean something different by sentences of set theory
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from what you mean just because you and I use these sentences differently,
e.g. just because I count with the von Neumann numbers while you count
with Zermelo’s, since I could always do it your way.

The question, then, is this. ‘Does the evidence support the postulation
of propositional attitudes that underlie sentential attitudes?’ If so, there
is not indeterminacy of translation, since then a foreign sentence expres-
sing a foreigner’s attitude must be translated by the sentence in our
language that we would use to express the same attitude. If the evidence
does not support postulation of propositional attitudes, there is indeter-
minacy since then belief must be construed as a sentential attitude and
we can have the same belief as a foreigner only relative to some envisioned
scheme for translating his language into ours.

Our evidence about a person’s psychological attitudes will include all
of his behavior including his speech. We might also ‘experiment’ with him
and in principle learn all of his behavioral dispositions. We want to find a
psychological theory that accounts for his behavior and dispositions.
Roughly speaking, we expect his behavior to be explainable in terms of
beliefs and desires, including plans and goals. His utterances and dis-
positions to utter can sometimes be explained as expressions of his
psychological attitudes. In principle, we can almost certainly discover his
beliefs, desires, etc. as he would express them, i.e. we can discover his
propositional attitudes. If we can translate his sentences, we can discover
his sentential attitudes; if we can discover which propositional attitudes
his sentences express, we can translate those sentences. The question is
whether the restraints on our choice of psychological theory require that

_his psychological attitudes be propositional attitudes; i.e. the question
is whether these restraints allow us to translate his way of expressing his
psychological attitudes.

A psychological theory is usefully treated as a description of a psycho-
logical model, where such a description corresponds to a flow chart or
program of a mechanism that represents the person in question.2 In such
a model beliefs, plans, desires, etc. would be stored in a memory (like a
computer memory). Action would be more or less a function of stored
beliefs, desires, etc. Certain states of the mechanism, which correspond

‘ to psychological states such as hunger, would give rise to desires. Certain
other states, which correspond to perceptual states induced by the en-
vironment, would give rise to beliefs about the environment. Certain
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processes in the mechanism would correspond to conscious and un-
conscious reasoning which results in new beliefs, desires, etc.

Such a mechanism requires some means for representing what is
believed, desired, etc. Representations of beliefs and desires are stored in
memory and are manipulated in reasoning and thought. The brain and
nervous system, conceived as such a mechanism, require some such
means of representation. On one view this representation would depend
heavily on a person’s language. The mechanism might even be conceived
as storing (tokens of) sentences of his language in memory and as mani-
pulating these sentences in reasoning and thinking. An alternative view,
congenial to those who believe in propositional attitudes, would be that
there is a basic form of representation, almost a basic language of thought,
in which a person reasons and thinks. On this view, when a person speaks,
he encodes his thoughts in his language ; and when he understands some-
one else, he must decode what the other has said by translating it into the
basic language of thought.3 The second view is not at all plausible, since
typically one’s thoughts are already in language. (When learning a new
language one may at first have to encode his thoughts; but hopefully he
comes to think directly in the new language.) It may be that uncritical
acceptance of the second view leads to acceptance of the view that there
are propositional attitudes. Rejection of the second view does not auto-
matically lead to rejection of propositional attitudes, although it does
tend to weaken the view that propositional attitudes underlie sentential
attitudes. . ’

The major restraints on possible interpretations of a person’s beliefs
and other psychological attitudes arise from the role of perception in
bringing about new beliefs and modifying old ones. Beliefs that arise from
perception ought to have something to do with the environment. If one
knows how a person would react to various perceptual situations, i.e.
how various situations would affect his beliefs via perception, then one
has a great deal of information about how his beliefs are to be interpreted.
Information from the influence of body states on desire (as e.g. hunger)
will play a similar role in restricting interpretation of psychological
attitudes, although because of the greater variety of the effects of percep-
tion, this information about desire is probably not very important and
can be ignored. Information about the way a person reasons may help us
identify truth functional logical connectives, although Quine denies that
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we can uniquely identify a person’s quantifiers (those words that corre-
spond to our ‘all’, ‘some’, ‘every’, ‘each’, etc.). If we take the effect of
reasoning to be connected with that of perception, i.e. if we take percep-
tion to affect belief both directly and via inference, we may suppose that
the main restraints on translation of a person’s language and interpreta-
tion of his psychological attitudes are placed by the way his beliefs are
affected by varying perceptual situations.

In other words, for our purposes the interpretation of a person’s words
and psychological states is a function of the sentences he now accepts and
rejects along with his dispositions to accept or reject sentences as a result
of being placed in various perceptual situations. I shall summarize this as
‘a person’s dispositions to accept sentences’, meaning to include his dis-
positions to reject as well as his current acceptance and rejection of
sentences. The issue between Quine and his opponents is whether or not
a person’s dispositions to accept sentences determine a unique interpreta-
tion of those sentences.

There is no unique way to interpret number theory within set theory. A
‘speaker of number theory’ accepts many theorems of number theory and
various other statements about numbers of objects in the world. His dis-
positions to accept sentences also include dispositions to believe that
there are seven apples in a bag if it so looks to him, etc. All translation
schemes into set theory are compatible with such dispositions. They give
roughly equivalent translations for sentences of perception; but they are
still able to diverge radically for more theoretical sentences.

Is all translation like that of number theory into set theory? Quine
says, “one has only to reflect on the nature of possible data and methods
to appreciate the indeterminacy”’ (p. 72). When one thinks of the number
theory — set theory example one is inclined to agree, although the point
has not been made absolutely certain.

11I. ADDITIONAL REMARKS

Some aspects of Quine’s actual discussion in Chapter Two can be mis-
leading; and in this final section I would like to guard against certain
. misunderstandings.
First, and possibly most important, Quine gives misleading beha-
vioristic formulations of his thesis. These formulations may suggest, in-
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correctly, that he is committed to philosophical behaviorism and, worse
they lead him to say things that appear obviously false. Consider for
example the third paragraph of Chapter Two, which begins as follows:

Sense can be made of the point by recasting it as follows: the infinite totality
of sentences of any given speaker’s language can be so permuted, or mapped
onto itself, that (a) the totality of the speaker’s dispositions to verbal behavior
remains invariant, and yet (b) the mapping is no mere correlation of sentences
with equivalent sentences, in any plausible sense of equivalence however loose.

But if sentence 4 is mapped onto sentence B, it would seem that a conver-
sation or lecture containing 4 is mapped onto one containing B so that
dispositions to verbal behavior (including one’s dispositions to converse
or lecture) are changed. The problem arises because here and elsewhere
Quine speaks of dispositions to verbal behavior where (according to me)
he should speak of what I have called dispositions to accept sentences.
Thus what he means here is that there is a way of mapping a speaker’s
sentences onto themselves that preserves his dispositions to accept
sentences and yet does not always correlate sentences with equivalent
sentences.

It is true that Quine takes acceptance of a sentence to be a disposition
to assent to the sentence, so that where I would speak of dispositions to
accept sentences he speaks of dispositions to assent to sentences. This
suggests that Quine is a philosophical behaviorist after all. One might
even react to Quine’s argument as follows:

Quine shows that behavioristic analyses of semantical concepts cannot
be given; but that represents only another instance of the failure of
philosophical behaviorism.

But such a reaction is superficial and ignores Quine’s own discussion of
dispositions (pp. 222-5). Quine would not distinguish theoretical from
dispositional concepts — in a way, all concepts are theoretical according to
him. In the light of Quine’s rejection of the analytic synthetic distinction
and his Duhemian strictures against phenomenalistic reduction in ‘Two
Dogmas’, it would be strange if his argument here depended on such an
outmoded view as philosophical behaviorism. In fact, the considerations
sketched above do not depend on any such view.

That things may appear otherwise is due in part to Quine’s attempt in
this chapter to doatleasttwo things at once. Besides presenting the case
for indeterminacy, he also defines partial ‘behavioristic’ substitutes for
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philosophical notions like meaning, synonymy, analyticity, observation
sentence, etc. (Recall that such ‘behavioristic’ substitutes may be theoretic-
al notions.) It is true that Quine’s substitutes are not very close4; and
perhaps one can imagine better ones. But Quine’s discussion of the thesis
of indeterminacy can be presented independently of his description of
such substitutes (I have done so above) and does not depend on it. Indeed
the dependence goes the other way. If Quine’s skepticism about meaning
and translation is right, one could not provide very good behavioristic
substitutes for notions in the theory of meaning.

Still, there are a couple of places where Quine’s interest in behaviorist
substitutes leads him to place apparently arbitrary restrictions on the
evidence concerning the interpretation of a person’s words. This may
suggest that Quine could not argue for indeterminacy if he were to include
the evidence excluded. In order to rebut such suggestions it is useful to
keep the number theory — set theory example in mind. In that example
there is indeterminacy even considering all possible reasons for preferring
one translation over another.

For example, Quine takes the evidence about the interpretation of a
person’s words to be restricted to his dispositions to respond to short
perceptual stimulations, whose maximum length is determined by what
he calls the modulus of stimulation. The most convincing reason offered
for not considering a person’s reactions to stimulations of great length
(e.g. a month) is that among such lengthy stimulations will be some that
call for change of language, where different people would (in the absence
of social pressure) change in different ways although we do not want to
count such divergence as showing that they now mean something different
by their words. (Cf. p. 63.) On the other hand, lengthy stimulations may
be relevant to meaning. To use Darmstadter’s example, the meaning of
certain theoretical terms may depend to some extent on the relevance to
the theory of a particular experiment or set of experiments; although it
would take a considerable time (e.g. 2 month) for an investigator to
convince himself that certain experimental apparatus is connected cor-
rectly and is in good working order. Ruling out troublesome lengthy
stimulations by limiting the modulus may be to rule out relevant evidence
that restricts the interpretation of one’s theoretical terms — and Quine’s
opponents may want to argue that indeterminacy appears to arise only
because this relevant evidence has been ignored. Therefore it is important

23



GILBERT HARMAN

to emphasize that the number theory — set theory example shows that in-
determinacy of translation can remain even if the evidence includes a
person’s reactions to perceptual stimulations of any length. (In that case
the longer stimulations would mainly permit time to figure out complicated
proofs and time to count larger collections.)

Another example of the same point occurs when Quine too quickly
rejects a suggestion of Grice and Strawson, again allowing his argument
to appear weaker than it is. He states the suggestion as follows:

S, and S, are defined to be synonymous when, for every S, the same
experiences confirm (and disconfirm) S, on the hypothesis S as confirm
(and disconfirm) S, on S.

After some rewording this becomes:

S, and S, are synonymous if for every S the conditional compound of
S and S, and that of S and S, are stimulus synonymous.

Quine then argues as follows:

But now it is apparent that the definition fails to provide a tighter relation
between S: and S: than stimulus synonymy. For, if S; and S» are stimulus-
synonymous then a fortiori the conditionals are too (p. 64 with a misprint
corrected).

However, Quine’s final claim assumes that the conditional is truth func-
tional; and in this context that cannot be so. Grice and Strawson are
probably best construed as arguing that when one attempts to interpret
a person’s words, one ought to take into account how he reasons. An
opponent of Quine may feel that indeterminacy can be avoided if one
does this. Therefore it is again important to consider the number theory ~
set theory example which shows that attention to inductive inference does
not always rule out indeterminacy. (It is not obvious that inductive in-
ference is relevant at all to this example. Perhaps one might offer inductive
evidence for Fermat’s conjecture. For Quine and Quineans inductive
evidence of a very general sort for the truth of number theory lies in
success in application.)

Finally, let me note that the number theory — set theory example sheds
some light on a passage a reader may find obscure:
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... rival systems of analytical hypotheses can conform to all speech dispositions
[i.e. dispositions to accept sentences — G.H.] within each of the languages con-
cerned and yet dictate, in countless cases, utterly disparate translations; not
mere mutual paraphrases, but translations each of which would be excluded by
the other system of translation. Two such translations might even be patently
contrary in truth value, provided there is no stimulation that would encourage
assent to either (pp. 73-4).

The last sentence is partially explicated by the example. A sentence such
as ‘Three is a member of five’ is translated by von Neumann into a true
sentence of set theory and by Zermelo into a false sentence. It receives no
truth valuein number theory, nor would any stimulation ‘encourage’assent
or dissent to it. (Notice, by the way, that Quine here uses the word
‘encourage’, although he has earlier carefully introduced a distinction
between the technical terms ‘prompt’ and ‘elicit’, p. 30. Furthermore
Darmstadter has pointed out that the passage should read ‘encourage
assent or dissent’.) The example is not fully successful in interpreting the
quotation, since dispositions to accept sentences are not fully preserved.
But it suggests what would be needed for an adequate example. One
needs two theories (possibly identical), the translated theory T1 and the
translating theory T2. Each theory must be formalized and each must
fail to assign a truth value to some sentences. One must find two different
ways to translate sentences of T1 and T2 such that truth, falsity, and in-
determinacy of truth value are preserved and such that some sentence in
T1 is translated by p by the first translation and by g in the second
translation, although neither p nor q receives a truth value in T2, where
p if and only if not-q is counted true (i.e. is provable) in T2, and where the
translations must be as acceptable, qua translations, as those used to
translate number theory into set theory. This last condition is necessary
in order to rule out ad hoc examples of the following sort (suggested by
Kripke):

Take T1 and T2 to be the same and to be, e.g., set theory without the
axiom of choice. Let the first translation translate every sentence by
itself. Let the second translate every sentence by itself with two excep-
tions: The axiom of choice is to be translated by its denial and vice
versa.

We would not accept this as a good example, because it is less simple or
more ad hoc than the usual homophonic or identity translation, although
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it is of course difficult to say what considerations affect simplicity or ad
hocness. It would be nice to have an example of the sort just described
that is not ad hoc in the way that Kripke’s example is but is as convincing
as the number theory - set theory example; however Ihave not been able
to discover one.

Princeton University
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BEGINNING WITH ORDINARY THINGS

“This is the book that has meant most to me”, Quine has said about
Principia Mathematica.! On reading Word and Object, I am struck by the
fact that Russell’s influence on Quine cannot have been restricted to the
impact of Principia. Though there are easily discernible differences
between Russell and Quine, they have a common basis for raising
questions, and this is felt throughout Quine’s work. For my part I have
always found it difficult to accept Russell’s way of raising questions, and
my difficulty is still greater in respect of Quine. Perhaps our difference in
fundamental outlook is the reason why I find it so hard to see a really
coherent position behind Quine’s book. What he says in one place seems
to me to be more or less inconsistent with what he says in another place.
I am aware that this feeling may be founded on misunderstandings. If so,
I hope that my criticisms will be a basis for removing them.

I. BEHAVIOURISM AND THE PUBLICITY PRINCIPLE

Quine starts his Preface with the statement that language is a social art.
“Hence”, he says, ‘“there is no justification for collating linguistic
meanings, unless in terms of men’s dispositions to respond overtly to
socially observable stimulations.” (WO p.ix.)

If this is to mean that we should study ‘meanings’ not as a science of
some hidden mental entities called meanings, but in relation to the use
of language in our physical and social environment and thus to our
socially observable behaviour, I entirely agree with Quine. So I agree in
laying down as a basis for the study of meaning a publicity principle to
this effect.

Unfortunately Quine’s ‘behaviourism’2 does not mean merely this.
That there is something else involved in it is hinted at by two expressions
occurring in the above quotation: the expression ‘in terms of * and the
word ‘stimulations’.

The expression ‘in terms of’ suggests that all terms used in our de-
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scription of linguistic meaning should either refer to socially observable
entities or by means of definitions be translatable into other terms which
have this property. But the difficulty of building up a science in this way
is manifest in our days. What terms are to be used in scientific description
is a matter of convenience, economy, and so on, and the relation between
scientific terms and socially observable entities3 cannot simply be char-
acterized by a conceptual ‘in terms of . Of course, Quine is aware of this
in other contexts, so we may perhaps take the expression ‘in terms of” in
a wide and vague sense. I shall use the expression in the same way myself.

The word ‘stimulation’ suggests that we should according to Quine
describe meanings in terms of the irritation of nerve receptors and.
responses to such irritations. This association is not wrong: Quine’s
fundamental semantic concept is ‘stimulus meaning’. This concept is
defined in terms of ‘stimulation’; and as an example of what is meant by
‘stimulation’ Quine mentions that ‘‘a visual stimulation is perhaps best
identified, for the present purposes, with the patterns of chromatic
irradiation of the eye” (WO p. 31). So it is obvious that Quine speaks
of stimulation in the meaning of what in another context he calls ‘surface
irritation’ (WO p. 22); and if ‘behaviourism’ is to mean not only refer-
ence to overt behaviour but a psychological theory in these terms, I find
it a poor basis for linguistic investigation.

What is then wrong with the notion of a ‘surface irritation’? Must not
every contact between a man and his environment be mediated by surface
irritations? I believe so, and if this is so it is of interest to epistemologists,
physiologists and sense-phychologists. But it is of subordinate interest to
those who investigate the fundamentals of linguistic behaviour. This is so
for two reasons:

(a) Surface irritations are not socially observable in any relevant sense.

(b) Surface irritations are often not internally observable either.

Against (a) one might argue that surface irritations are socially observ-
able in the laboratory of the physiologist. But these observations have
nothing to do with the socially observable environmental factors which
are relevant for the use of language outside the laboratory.

Against (b) one might perhaps argue that any reference to internal
observability is irrelevant according to our publicity principle. But this
is not so. The correlation between surface irritations and the information
transmitted by the nervous system to the centers of linguistic behaviour
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is complicated. Or, to put the thing more behavioristically: It seems to
be impossible to condition a person to react in a certain way if, and only
if, some quite specific pattern of surface irritation occurs — say, the
stimulation of a certain part of the retina by irradiation of a certain kind.

Quine says: “The usual premium on objectivity is well illustrated by
‘square’. Each of a party of observers glances at a tile from his own
vantage point and calls it square; and each of them has, as his retinal
projection of the tile, a scalene quadrilateral which is dissimilar to every-
one else’s. The learner of ‘square’ has to take his chances with the rest
of the society, and he ends up using the word to suit. Association of
‘square’ with just the situations in which the retinal projection is square
would be simpler to learn, but the more objective usage is, by its very
intersubjectivity, what we tend to be exposed to and encouraged in.”
(WO p. 7, my italics.)

What Quine thinks would be simpler to learn would to all appearances
not be simpler to learn. We have good reasons to believe that there are
cases in which the retinal projection actually happens to be square and
in which we (rightly) experience — and verbally react to — what we see as
scalene. Or does Quine really know of any case in which, say, a small
child is taught to react in a specific way if, and only if, he has some square
projection on his retina?

Quine is immediately aware of a difficulty in his outlook. For he
continues like this: “In general, if a term is to be learned by induction
from observed instances where it is applied, the instances have to resemble
one another in two ways: they have to be enough alike from the learner’s
point of view, from occasion to occasion, to afford him a basis of similarity
to generalize upon, and they have to be enough alike from simultaneous
distinct points of view to enable the teacher and learner to share the ap-
propriate occasions.” (WO p. 7.)

So Quine sees that the surface irritation for two observers of an object
of some shape are different and even varies for one observer if| say, he
moves his head. And he thinks that this difficulty must be overcome by
some guarantee that the different surface irritations are ‘alike’ if the thing
is viewed from different angles. But how does he here define ‘alike’? He is,
in fact, relying on the fact that the objective shape of the thing viewed is
the same, and from this he infers that this object seen from slightly dif-
ferent angles causes ‘similar’ projections on the retina. This means that
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in fact he defines similarity in projection in terms of similarity of the
objects projected rather than the other way round.4

So we may take it for granted that our language habits are developed
with reference to physical objects (and their properties) in a world of
averyday experience which is about the same for different human beings
end thus forms a socially observable world.

That this is so seems fortunate. For if our reactions were really related
to a world of surface irritations, no language would be possible: by what
marvellous kind of compromise would people agree on calling different-
shaped scalenes ‘squares’, and so on? In addition, our kind of living would
also be impossible. Even Pavlov’s dogs ~ those paradigms for behaviour-
istic psychology — were conditioned to react to objective stimuli, the
experimenters did not see to it that the surface irritations of the dogs were
the same on all occasions, but merely that the dogs were on different
occasions put in the same objective environment.

II. IN THE BEGINNING WAS SUBJECTIVITY.

Of course, Quine does not believe that our language really refers to
surface stimulations. But he explains the deviations as the effect of a
special ‘objective pull’ (WO §2), which is a matter of social impact.
Other people (the objective existence of whom the individual is unaware
of!) ‘inculcate’ in the individual this objectivity in reference by the method
of ‘rewarding’ and ‘penalizing’. I cannot see how this would be possible
unless we have the spontaneous tendency to experience an objective
world, in which we experience ourselves as having some position and
moving around. Quine is, however, so convinced of the social origin of
all objective experience, that he says: “These corrective cues [the cues
activated by the social pull to objectivity] are used unconsciously, such
is the perfection of our socialization; a painter has even to school himself
to set them aside when he tries to reproduce his true retinal intake.”
(WO p. 8.) Can children reproduce their true retinal intake without
schooling? Drawing in perspective is, in fact, a late cultural achievement.
Quine calls his first section ‘Beginning with ordinary things’. But in
fact he does not begin with ordinary objective things at all, but with
subjectivity. He starts with the familiar Russellian desk and the sense data
we get of it, and in some way he seems to think that there is only one way
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of explaining the fact that language does not operate with what is episte-
mologically ‘given’ from a subjective point of view: the capacity of society
to give language another orientation.

This tendency to mix up epistemological ideas with semantics, typical
of the outlook in Russell’s Problems of Philosophy and Russell’s version
of logical atomism, is found, so it seems to me, at several other points in
Quine’s book.

III. BEGINNING WITH ORDINARY THINGS

My own view could be summed up as follows: Let us really begin with
ordinary things. Let us start from the assumption — made by all parents
and teachers — that a child learning a language observes roughly the
same world of physical objects as we do and that he understands in the
main that he is himself a part of this world and moves around in it. If we
relate his linguistic reactions to what he sees and hears and touches, let
us not bother about how his experience is related to his surface irritations
- unless we have very particular reasons for believing that his experiences
are not the same as an adult would have under the same circumstances.
Let us argue not in terms of surface stimulations but in terms of the
socially observable ordinary objects which give rise to these stimulations.

Unless we do so, we shall be compelled to employ a technical vocabu-
lary, the interest of which remains in the vocabulary itself and we shall
often get our conceptions of what is really going on confused. Unless
we do so, we shall easily be forced to raise our questions within an un-
realistic speculative frame-work, and we shall be likely to miss what is
really interesting about the working of language because we shroud it
in the mist of a clumsy conceptual apparatus.

1V. LEARNING A JUNGLE-LANGUAGE

“A rabbit scurries by, the native says ‘Gavagai’ and the linguist notes
down the sentence ‘Rabbit’ (or ‘Lo, a rabbit’) as a tentative translation,
subject to testing in further cases.” (WO p. 29.)

This is, according to Quine, an example of the procedure a linguist
has to use if he has to learn to translate an entirely unknown language
without access to an interpreter.
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I think it is an odd beginning. For one thing, had not our linguist better
try to learn the language from within, without taking it for granted that
it can be translated into English? The natives may have a culture very
different from ours, and even though they operate with the same kind of
physical objects as we do, their concepts need not as a rule have exact
counterparts in English.

But let us accept the translation method. Our linguist notes ‘gavagai’ =
‘rabbit’. Under the assumption that Quine’s stimulation-theory of mean-
ing be adequate, this is an amazingly good guess, if it turns out to be
correct. For if the only thing we know is that some kind of surface
stimulus which the native experienced led him to utter the sound-sequence
‘gavagai’ at a certain moment, it could mean almost anything. Why not,
for instance, ‘Ouch!’ of pain. Or perhaps the native was referring to some
noise, odour or sensation of temperature, to some more or less square-
like projection on his retina, to some colour impression, or what not. If
we do not take it for granted that the utterance of the native refers to the
same kind of objective world as we have there is no clue to what he might
be meaning. In fact, there is no clue unless we assume in addition that
the native has the same interest in moving things, and in particular in
animals, as we have. And even then the clue is very indeterminate unless
the native accompanies his utterance with a pointing gesture.

To such difficulties in his theory Quine does not pay any attention,
at least not in this context. As we see from the arguments following our
quotation, he rakes it for granted that the native does refer to the object
scurrying by; the only difficulty he mentions is that the native may be
referring to some other property of this object than that of being a rabbit -
he suggests as other possible interpretations ‘white’ and ‘animal’. (In a
later context he lays much weight on the possibility that the object referred
to might have been a ‘rabbit time slice’, but this is, of course, a very
sophisticated argument.) From this point of view, it is characteristic of
how Quine’s approach leads him astray that he chooses for his first
language lesson a situation in which the linguist could really be in doubt
about what object the native is referring to, since he gets only a glimpse
of it. Why not choose objects which can easily be subjected to a closer
scrutiny, such as, say at least, a rabbit in a cage?

This approach leads Quine to insert the following remark (WO
p. 31):
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It is important to think of what prompts the native’s assent to ‘Gavagai’ as
stimulations and not rabbits. Stimulation can remain the same though the rabbit
be supplanted by a counterfeit. Conversely, stimulation can vary in its power
to prompt assent to ‘Gavagai’ because of variations in angle, lighting, and color
contrast, though the rabbit remains the same. In experimentally equating the
uses of ‘Gavagai’ and ‘Rabbit’ it is stimulations that must be made to match,
not animals. :

To my mind considerations of this kind lead to an opposite conclusion:
It is important to think that the native assents to the word ‘Gavagai’
when one refers to animals, not to stimulations. If we replace a rabbit by
a good counterfeit a native may be duped into assenting to ‘Gavagai’;
but if ‘Gavagai’ really means the same as ‘Rabbit’, then he must retract
his judgement after a closer scrutiny and admit that he was mistaken.
For counterfeits of rabbits are not rabbits, otherwise they would not be
counterfeits.

In the same way, if poor lighting induces the native not to assent to
‘Gavagai’ though the object seen is really a rabbit he has on further
scrutiny to acknowledge his mistake. So again we are led to the conclusion
that it is the object that counts, not a momentary stimulation.

By the way the talk of ‘prompting’ assent to utterances is misleading in
contexts like this. The linguistic sense of a sentence is not the reason or
cause why a person utters it. The reason may in the present case be that
the native wants to play the language game of teaching meanings of
words to the best of his ability, or it may be something else. But whatever
the reason be, it cannot be the sense of his utterance.

Quine’s way of expressing himself in such contexts suggests that he
embraces some kind of ‘causal’ theory of linguistic meaning. I think such
theories are wrong, but since I have criticized them elsewhere?, I shall
not go into it here.

V. FROM ONE-WORD UTTERANCES TO FULL SENTENCES

Quine calls the word ‘Gavagai’ as uttered in our teaching situation a
centence. What exactly he means by calling it a sentence is not quite
slear. He also calls the word ‘Ouch’ a sentence; and there seems to be
some evidence for his thinking that ‘Gavagai’ is a sentence only for the
same reason as he thinks that ‘Ouch’ is a sentence, that is, because he
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conceives of interjections as sentences. But of course, ‘Gavagai’, as
uttered in our present context, is not an interjection. It has a meaning
of a different sort, and this Quine seems to admit, since he admits some-
thing of the kind of the word ‘red” when used as a one-word sentence
(WO p. 10).

Now, there is an obvious semantic reason for calling ‘Gavagai’ a
sentence in our present context. This is that it has the same function
as a large class of full sentences, in that it classifies a given object as
being of a certain kind. That Quine tacitly assumes that it is in zhis way
that ‘Gavagai’ functions as a sentence seems to be clear from the fact
that, as we have seen, the alternative interpretations he suggests are all
of this same type.

If we consider this function of ‘Gavagai’, we could take the utterance
of it as containing two parts: (a) the pointing gesture, or whatever
means the speaker uses to indicate the object of which he is speaking,
(b) the classifying word by which this object is asserted to belong among
the objects of a certain kind.

In thus containing two parts this sentence is like an ordinary subject-
predicate sentence. Nevertheless, I think the transition from one-word
sentences to explicit subject-predicate sentences is a very remarkable
human achievement.

“At the moment when there also arose signs which meant objects,
there happened something decisive; indeed I am tempted to say that at
that moment the transition from animal to man took place.” This is a
translated quotation from a letter by Mr. H. Johansen. I am inclined to
agree with him, though I should use the expression ‘indicated objects’
rather than ‘meant objects’, for reasons that will be clear later on. The
introduction of ‘singular terms’, which indicate objects and do not merely
classify them, makes it possible to report facts about things which are
absent and in no way connected with the speech situation, and thus
definitely surpasses the stage when one merely reacts to certain situations
in a specific way. Only at that stage are real descriptions produced, and
the ability to create descriptions is fundamental to human culture.

Some children seem to feel the transition from one-word sentences to
genuine reports in the form of full sentences as quite a personal achieve-
ment. Charlotte and Karl Biihler say of their daughter that she was very
excited about her performance when, at the age of 16 months, she made
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her first report about something she had seen in the form “Daten la-la-la”
— it meant ‘the soldiers were singing’, or something of the kind. She was
so excited that she repeated the report — which as far as its content was
concerned could not have excited her at all - again and again during the
following hours.®

Apart from reflections of this very general kind, we may state that the
function of a singular term is quite different from the function of the
predicate? of a sentence. The function of a singular term is to specify
what object we are speaking of, to point it out, not to classify it as a word
in predicate position. If somebody says

My rabbit is small,

he does not use the phrase ‘My rabbit’ to classify a given object but to
indicate what object he is speaking of. The phrase ‘My rabbit’ functions
as a set of coordinates which indicate a point by referring it to a coordinate
system. It has thus nothing to do with reactions to situations. The
classification of the object is given by making the phrase ‘My rabbit’ into
the subject of a sentence of the form

x is small.

Quine’s analysis of the way in which we learn to use full sentences is

like this. First he states that one-word sentences like ‘Ouch’, ‘Red’ and
‘Square’ are certainly learnt as wholes. Secondly, he maintains that longer
sentences are sometimes also learnt as wholes. Then he continues (WO
p. 9, my italics):
Not that all or most sentences are learnt as wholes. Most sentences are built up
rather from learned parts, by analogy with the way in which those parts have
previously been seen to occur in other sentences which may or may not have
been learned as wholes. ...

It is evident how new sentences may be built from old materials and volun-
teered on appropriate occasions simply by virtue of the analogies. Having been
directly conditioned to the appropriate use of ‘Foot’ (or “This is my foot’) as a
sentence, and ‘Hand’ likewise, and ‘My foot hurts’ as a whole, the child might
conceivably utter ‘My hand hurts’ on an appropriate occasion, though unaided
by previous experience with that actual sentence.

There are certain special difficulties about the example chosen here by
Quine. There is the problem of checking whether a child is using the
phrase ‘My foot hurts’ correctly because of the privateness of the exper-
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ience it describes. There is another problem in the child’s reference to
itself by using the phrase ‘My foot’ instead of ‘The foot” — the use of
first-person pronouns is a late achievement in the development of
children’s speech. But let us pass over these difficulties. In respect of the
latter, let us assume that the child has learnt ‘My-foot’ as a one-word
sentence which is used when pointing to one of the child’s feet. Let us
make the corresponding assumption about the use of ‘My-hand’. How
does the child learn to ‘volunteer’ on an appropriate occasion to say
‘My hand hurts’?

Simply by analogy, says Quine. But the faculty of making such an
analogy is not simple. Quine specifies the analogy as one of ‘analogical
substitution’ (WO p. 9). But the procedure of analogical substitution is
complicated.

Consider the two sentences

)] My foot hurts
and
2) My hand hurts.

A child’s passing from the appropriate use of (1) ‘learned as a whole’
to the appropriate use of (2) by analogical substitution can be analysed
into three essential steps:

(i) The child conceives of (1) not as a whole but as analysed in a way
which gives it a definite structure. This structure can in the simplest
and most general way be characterized by saying that (1) is conceived
of as being of the form

3) x hurts,

that is, as an expression which is the product of the formal substitution
of ‘My foot’ for ‘x’ in (3). I call (3) — or rather the form of (3) in respect
of ‘x’, for ‘x’ is a dummy?® — the predicate-form of (1), for this form is
what corresponds, from a logical point of view, to what the grammarians
call the predicate.

(i) It must be noted that (1) is not the conjunction of the one-word
sentences ‘My foot’ and ‘Hurts’ but has a quite different sense. The
expression ‘My foot’ is, as we have said, given a new function in sentence
(1), which is different from the function of the one-word sentence ‘My-
foot’. This is the function of being a name of an individual object, the
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function of a pointer, by which we are informed of what object is meant,
it is not used as a classifier of an ostensibly given object according to
some features of this object. This the child must grasp in some way.

(iii) It follows that the word ‘hurts’ will also get a function in (1)
which is somewhat different from its function in the one-word sentence
‘Hurts’. It will not classify as a single word but as an element in a deter-
mined syntactic structure. This the child must also grasp in some way,
and it shows its grasp of this by forming (2) as the product of the sub-
stitution of ‘My hand’ for ‘x’ in the predicate-form (3).

To avoid misunderstandings, it should perhaps be pointed out that
my analysis does not mean that the child performs these three steps in
turn, nor that it is able to perform this analysis explicitly or is in any
other way aware of the fact that these three steps are involved.

The significance of points (i) — (iii) will be most clearly seen in connec-
tion with the conception of a simple (first order) sentence as a picture
of what it reports. I cannot go further into this idea here (Cf. WT Ch.
VII). Let me only state that the excitement of the Biihlers’ child may be
easily explained as an excitement over her own creative power, an ex-
citement of the same kind as a child’s excitement when making his first
drawing of, say, a man.?

VI. FACTS AND PROPOSITIONS

Quine finds that ‘facts’ are ‘entia non grata’ (WO p. 246). If he meant by
this merely that facts are not objects — they do not belong to the same
category as do rabbits — then I certainly should agree with him. If he
meant that we should try to avoid bound propositional variables I can
also follow him. But he seems to mean something more, that the term
‘fact’ should not be used at all, or if it be used, only in the same subordi-
nate function as, for instance, the word ‘sake’ in the expression ‘for the
sake of’. Here I cannot agree.

I stated in Section III that we should not argue in terms of surface
irritations but rather in terms of the socially observable ordinary objects
which give rise to them. If this is to be understood correctly, it must be
noted that ‘bare’ objects cannot give rise to stimulations. We could not,
for instance, see a rabbit unless it had some colour and shape. To observe
an object is always to observe facts about this object. As elements in
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our world of experience, objects are always imbedded in facts (cf. WT Ch.
I0). _

Now, Quine admits that there are some reasons for the ‘admission
of facts’. One such reason is that the admission is ‘encouraged’ by “a
wish to defer the question what makes a sentence or proposition true:
those are true that state facts.”” Quine does not seem to think that this
reason is worthy of serious consideration. I think it is.

Quine compares this reason with the tendency “to liken sentences to
names and then posit objects for them to name* (WO p. 246). But this
comparison is wrong. There is a noteworthy difference between names
and sentences. In an ordinary one-place subject-predicate sentence, the
singular term which forms the subject of the sentence is a name because
it is used to indicate, to stand for the object to which it refers. Now, the
function of the predicate-form in the sentence is to classify the denomi-
natum of the subject ; but in order to do so it must be correlated with a spe-
cific property; so, ina sense, we can speak of the predicate-form as a name
of this property (cf. WT Ch. VII, § 7). Now, the correlation between the
subject and predicate-form as names and their denominata forms a
semantic key by means of which the sentence is interpreted, and there is
no meaning in asking whether this key is ‘true’ or ‘false’ — it is just given
by the semantic rules. But given the key, then there is a determinate
Jact, with which the sentence becomes associated; this is the fact that
the denominatum of the subject has or has not the property which is the
denominatum of the predicate-form — as the case may be. But the sen-
tence is not merely a name of the fact - the fact is indicated by the de-
nominata of the elements of the sentence and need not be denoted by
the sentence —it can be compared with the fact. It either agrees or does
not agree with the fact. This is the reason why sentences can be ‘true’
or ‘false’. Now, the sentence is to be accepted if it is true and agrees with
the fact; otherwise, it is to be rejected. This is the basis for the possibility
of reading off what is the case from what sentences are accepted.10

This account can be generalized. But in order to formulate it in a
general way we need the word ‘fact’. Quine, however, wants to go the
other way round. He says that often we can speak of ‘true sentences’
where we are tempted to speak of facts (WO p. 247); and this is the only
alternative he mentions to speaking about facts. This means, among
other things, that we should speak of objective facts in terms of semantic
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facts which depend on linguistic conventions. To do this is, of course,
unsatisfactory, since facts are objective.

That facts are objective Quine admits as a reason for ‘admitting facts’.
He also accepts that facts have ‘a certain (sic!) observability’. Both
reasons are, however, brushed away.

What would be the inconvenience arising from speaking about facts?
Perhaps Quine is troubled by the fact that the word ‘fact’ is a noun,
accepting the idea that what is referred to by a noun must be an object.
If this is so, let me once and for all state that it is a mistake, though a
widespread one. But it is also possible that Quine has the feeling that
‘being a fact’ is not an ordinary quality like ‘being a rabbit’. This means
that the semantics of the sentence ‘this is a fact’ are quite different from
the semantics of the sentence ‘this is a rabbit’ — the former sentence does
not belong to a ‘first order language’ and it uses the syntactical subject-
predicate form in a metaphorical way (cf. WT Ch. XI, § 7, 8 and 10).
Since Quine’s formalization of set-theory is performed within the scope
of what could be called a first-order language, he does not need the
term ‘fact’ in this theory. But this fact must not be the basis of unwar-
ranted generalizations.

In respect of ‘propositions’ Quine does not seem to be as rigid as in
respect of ‘facts’. For my part I should take a nominalist position in
respect of propositions, and I am not sure that this term is needed at all.
Propositions can only be given by sentences which express them or by
some other kind of pictures presenting them and need not be assumed to
have any independent ‘existence’ (cf. W7 Ch. VI, §§ 6 and 13).

VII. THE ‘FLIGHT FROM INTENSIONS’

Quine’s attitude to qualities and relations in intension is a combination
of ‘extensionalism’ and ‘nominalism’. All talk of qualities and relations
in intension should be replaced either by talking about classes or by
talking about linguistic ‘predicates’ — which are considered as linguistic
objects.

The basis of this conception is, so it seems to me, that set-theory, and
in consequence, mathematics can be built up entirely extensionally. The
only entities we need are classes.

This approach to mathematics has its merits, and I shall accept it for
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the moment. Let us assume that mathematics is entirely extensional in
Quine’s sense. Can we then generalize this finding and say that intensiose
do not matter and can be eliminated?

Quine seems to be rather unhesitant about this. To me it seems to be
a kind of prejudice, not uncommon among specialists in one science
Quine thinks that what is true of mathematics and its formalized languag.
must also be true in all other contexts. But to my mind it is quite obvious
that this is not so. The fact that it is not is of great importance in seman-
tics. '

Let us examine an example of how a child learns the ‘names of the
colours’.1! When my boy was about two years old he had a set of bricks
of different shapes and colours which could be combined to make gaudy
figures. If I remember rightly, they consisted of red, green, yellow and
bluesquares, rhombs and triangles. I attempted to teach him the meaning
of ‘red’ by first pointing at a red rhomb and saying ‘red’, then at a yellow
rhomb and saying ‘not red’. I then pointed at a red square and said ‘red’
and at a blue square and said ‘not red’ and so on. My son was interested
and tried in his turn to point out the red objects, but without success. I
began afresh, ‘This is red, this is not’; but in vain. He grew tired and
told me to go away. I went, but as a last resort pointed to a red tooth-
mug in the bathroom and said ‘red’. The result was the most startling
example of ‘a flash of insight’ that I have ever seen. My son stared at the
mug with an expression of deep thought, suddenly turned with enthusiasm
to his bricks and now without difficulty picked out the red ones. This
was not all: in a minute he had learnt the names of the other colours.
The sight of the red mug had taught him what he had not realized before,
namely, what difference there was between red objects and objects of
other colours, and likewise what kind of difference we were looking for
here, so he could learn the names of the other colours immediately from
just one example.

Now this procedure has something to do with extensions. We start
from a restricted class of objects and separately point out in extension
those objects in this class which are red and those which are not red.
But in order for the learner really to learn his lesson, he must look for
intensions, not extensions, that is, for a certain distinctive feature which
is common to those objects which are called ‘red’ and by which they
differ from such objects as are called ‘not red’. Only when he has made
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a guess as to what this feature may be can he try to go on to make the
division for new objects. If his guess was correct he will be able to go on,
otherwise not. In our example, correctness of the boy’s guess after
looking at the mug was confirmed by the fact that his division of new
objects was accepted, and still further confirmed by the fact that his
division according to other colours was also accepted.

After he had learnt to distinguish between colours intensionally he
could go on to more and more new classes of objects and divide them
according to the same principle as before. But he can certainly never
come to the stage when all objects are divided, so the extension of redness
remains for ever unknown to him.

I cannot see how this procedure could be described in extensional
terms. In fact, Quine seems to be aware of having to do with intensions
in such situations, though he does not say so. For instance, he says
that the utterance of ‘red’ could be elicited by the question ‘“What
colour is this?”. This is a clearly intensional question, though it is other-
wise unfortunately chosen, since we cannot point to colours, only to
objects having colours. The question “What colour is this?”’ must there-
fore be regarded as a metaphorical formulation of the more straight-
forward question ‘““What is the colour of this?’. And as we see from my
example, we need not use the word ‘colour’ at all in a teaching situation.
This is fortunate, for how could we otherwise teach the meaning of the
word ‘colour’?12

I arrive at the conclusion that we cannot give any account of semantics
without reference to intensions. Even in mathematics I am dubious about
the possibility of a purely extensional view. Must we not in set-theory
understand the e-relation intensionally? As far I can see, it would be
circular to replace this relation by a class of ordered pairs. As for the
possibility of taking a nominalistic view of it, this will imply, among
other things, a nominalistic view of all sets.

If we take the e-relation intensionally we could regard set-theory as a
general theory of systems with one binary relation (in intension) which
fulfils certain conditions.13

It should be noted here as with facts, that if Quine means only that
qualities should not be regarded as objects, or that we should not quantify
over qualities and relations, I could follow him. But the difficulties in
quantifying over qualities are not due to any difficulty in speaking about
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qualities but to a difficulty in grasping what kind of closure-properties
a universe of ‘all qualities” would possess.

VIII. SINGULAR TERMS

1. The Indispensibility of an Analysis of Names

(i) Quine is very impressed by the possibility of eliminating all names,
as it is developed in his mathematical logic. The procedure is certainly
useful for certain purposes in a formalization of mathematics. But its
importance for all purposes must be seriously disputed. There are many
reasons for this; I shall here mention only one.

Let us start from the example

() Socrates is a man.

As we have seen, understanding this sentence involves our conceiving
of ‘Socrates’ as a name of an object and of the predicate-form

®) x is a man

as being correlated to a certain quality, in that a sentence of the form (5)
should be accepted if, and only if, the individual indicated by the subject
has this quality; otherwise it should be rejected. According to this
principle, (4) should be accepted, whereas

) Bucephalus is a man

should be rejected. .

If we substitute for ‘x’ expressions other than names of objects, this
semantic rule does not apply, so we may introduce other rules for the
acceptance or rejection of sentences constructed in this way (if they are
called sentences). If we do not take ‘Apollo’ as a name of an object in
our universe of discourse, then we may introduce new rules — more or
less specified — for the acceptance or rejection of a sentence like

Q) Apollo is a man.

Since ‘Apollo’ is not a name of an object in our universe of discourse,
sentence (7) is only syntactically a subject-predicate sentence: semantic-
ally, it is of a different kind. This accounts for the fact that we may accept
(7) and nevertheless state that it does not in itself imply any existential
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sentence. Expressing oneself in this way is, I think, much clearer than
taking ‘Apollo’ as a name and then adding that Apollo does not exist, or
that nothing is identical with Apollo, or something of the kind.

As semantic subject-predicate sentence I also count sentences like

®) Jim is taller than John,

This sentence can be analysed into two semantical subjects: ‘Jim’ and
‘Yohn’, and the predicate-form

€) x is taller than y.

Now the rules for the acceptance or rejection of semantic subject-
predicate sentences are also fundamental to the understanding of quan-
tified sentences like

(10) (x) (x is a man)
and
1) (Ex) (x is 2 man).

The condition for accepting (10) is that for every assignment of a value
to the variable ‘x’, the expression ‘x is a man’ is true. But an assignment
of a value to a variable is exactly to make it into a name of an object,
though only momentarily and not as a standing name. Our rule for the
acceptance of (10) could in fact be formulated in this way: Sentence
(10) is to be accepted if and only if taking ‘x’ as a name of any object in
our universe of discourse (and thus making (5) into a sentence), (5) fulfils
the condition for being accepted.

A corresponding analysis certainly appliesto (11). So we cannot elimi-
nate the analysis of semantic subject-predicate sentences even if we
eliminate all standing names.

2. Meaning

Before we go on, I must add some remarks about the relation between
‘meaning’ and ‘denotation’. Quine directs many criticisms against positing
objects as ‘meanings’ of certain expressions which would be felt otherwise
to be meaningless. I should go so far in this respect as to say that the
‘meaning’ of an expression must never be thought of as some object
which this expression ‘means’. Amplifying Wittgenstein, I state that the
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word ‘mean’ is in many cases best conceived of as an intransitive verb,
of which ‘meaning’ is a kind of gerund. If, for instance, we ask for the
meaning of the name ‘Socrates’, the answer is not that this is the person
Socrates, but that the word ‘Socrates’ is used to denote Socrates, and that
being used in that way is its ‘meaning’. (In the same way, the meaning
of the word ‘I’ consists in the fact that it is used to denote the speaker.)

3. Names have not intensions

If we accept this terminology we are less tempted to think that expressions
are always used to ‘denote’ an object, and also less tempted to think that
expressions in some contexts denote their ‘extension’, in other contexts
their ‘intension’. What matters in our present argument however, is,
that we are less tempted to think that proper names — like ‘Socrates’ -
have not only a denotation in extension but also an intension. My thesis
is that proper names are what I call purely referential (I do not use the
term in exactly the same way as Quine), in that their only function is to
denote an object in extension. So, proper names have extensions, but
they have not (semantic) intensions as quality expressions have.

Now, Russell, thought that only things with which we are personally
acquainted can have genuine names, and that the fact that no living
person knows Socrates by acquaintance therefore means that all living
persons know him only by ‘description’; and since the description may
be different for different persons, ‘Socrates’ may have a different meaning
for different persons. Thus ‘Socrates’ is not properly called a ‘proper
name’. It should be paraphrased as ‘the philosopher who drank the
hemlock’, or something of that sort.

This argument seems to entail that we give the meaning of the word
‘Socrates’ by pointing out some intension which this word means, and
this may be different for different persons.

Now, Quine feels an absurdity about this kind of argument. But the
difficulty he sees seems not to be that ‘Socrates’ is given an intension,
but only the fact that on the one hand the name ‘Socrates’ and on the
other hand the few cases in which we may be supposed to learn the
denotatum of a name directly should be treated in different ways. His
conclusion is that all proper names should be replaced by definite de-
scriptions.

His procedure in Methods of Logic is very simple. It could, using my
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vocabulary, be described like this. Quine introduces the predicate-form
(12) x is-Socrates,
abbreviated as ‘Sx°, and states that it fulfils the condition

(13) (Ey) (x)(Sx =x=}).

If we now abbreviate the predicate-form (5) as ‘Mx’, sentence (4) may be
paraphrased as

(14) - (Ey) My &(x) (Sx=x=1)).

I do not dispute this method as a convenient device for certain pur-
poses. But I dispute its claim to be of essential importance for the under-
standing of how language works. To my view, (4) is certainly not under-
stood because it can be paraphrased as (14); on the contrary, (14) cannot
be understood unless it is taken as an approximate paraphrase of (4).
For we cannot understand the use of the predicate-form (12) properly
unless we first understand the working of ‘Socrates’ as a proper name.
The introduction of ‘Sx’ as a kind of primitive predicate-form is in fact
misleading, since it suggests that we learn it in the same way as the
predicate-form “x is red’, that is, by finding a distinctive feature by which
we divide objects into such as are called Socrates and such as are not
called Socrates, treating ‘Socrates’ as an adjective. There are certainly
many such distinctive features: that of being a philosopher who drank
hemlock, that of being Plato’s beloved teacher, that of being Xantippe’s
husband, and so on. If we replace (4) by (12), we have the impression
that we must choose one of these interpretations and thus give ‘Socrates’
an intension, which is alien to a proper name.

Now, someone may object that this is not so in a sentence like

(15) Pegasus does not exist.

But this sentence is in fact generally felt as abnormal. The abnormality
is that it is not a semantic subject-predicate sentence. It is not one because
of the often-repeated reason that ‘x exists’ is not correlated with a
quality. But in this context another reason is of more importance. This
is that ‘Pegasus’ does not function as a proper name in sentence (15).
Since this is so it is useful to follow Quine, and explain its sense by in-
troducing the predicate form ‘x pegasizes’ and take (15) to be a syntactic-
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ally misleading way of séying about the same as the sentence

(16) (x) (~(x pegasizes)...).

The usefulness of this procedure is strengthened by the fact that we can
correlate Pegasus with a rather uniquely determined intension, that of
being a winged horse.

In other cases, where the ‘name’ used in such a sentence is not associated
with a unique intension, it becomes utterly vague, as is shown by the
discussion about the sentence

an God exists.

4. Definite Descriptions as Names

In stressing the fact that names are purely referential I have so far
considered only proper names. What about ‘definite descriptions’ used
as names? My view is that definite descriptions are also purelyreferential
in so far as they are really used as names. If I say

(18) Jim’s father is tall,
and analyze this sentence as being of the predicate-form
(19) x is tall,

then we can consider it as a semantic subject-predicate sentence which
says about Jim’s father that he is tall, and thus distinguishes him from
other persons who are not tall.

But now (18) is both syntactically and semantically ambiguous, for
in fact it need not be analysed as having the predicate-form (19), but can
also be taken as being the product of a substitution in the expression

(20) x’s father is tall.

Now, if this is taken as the predicate-form of (18), then ‘Jim’ and not
‘Jim’s father’ is taken as the semantic subject of (18) — and we should
not let grammatical terminology prevent us from looking at it in this way
— the function of sentence (18) is to say about Jim that he has a tall
father, and we must take this as a quality of Jim which distinguishes
him from other persons whose fathers are not tall.

In the first way of analysis the expression ‘Jim’s father’ is conceived of
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as a whole, in the second it is not conceived of as a whole, but part of it
is joined to the elements of the predicate-form and thus given a more
intensional function.
Now which of these two interpretations of (18) we choose is often
irrelevant, but it is not irrelevant in philosophical analysis or in semantics.
That this is so is most apparent in respect of the use of the identity
sign. In the sentence

@)  3+5=8

Frege considered ‘3+ 5’ as a name. If this is taken as a name, we think
of (21) as being the product of substituting the names ‘345’ and ‘8 for
‘x> and ‘y’ in

(22) x=y,

which is then taken as the predicate-form of (21). Since names are purely
referential sentence (21) can only say that the denominatum of ‘3+5’ is
the same as the denominatum of ‘8’, so, according to this analysis, ‘345’
ought to be replaceable by ‘8’. We thus arrive at the conclusion that (21)
says the same thing as

(23) 8=8,

that is, (21) is a tautology, which seems absurd.

Frege tried to solve the problem by making his famous distinction
between sense and reference, which in a kind of modified version is
taken over by Quine.

This kind of theory seems to operate with ‘intensions’ of names which
occur as their denominata in certain contexts.

For my part I should analyze this situation in the following way:

On the one hand, the analysis according to which (21) is of the predi-
cate-form (22) is indeed one way of analyzing it. By this analysis, (21)
certainly appears as a tautology; but then, what is of mathematical
interest is not what (21) says, but the semantic fact that it expresses a
tautology.14

Now I think Quine does not regard (21) as a tautology. From this
point of view it is of interest to note that (21) is semantically ambiguous
and can also be analyzed as being of the predicate-form

(24) xX+y=z.
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It should, however, be noted that if we do so, the identity sign does not
have the same meaning as in (22); for we must now take the expression
(24) in its capacity of being a predicate-form as a whole, not as the product
of a substitution in (22). In fact we had better, for many purposes, not
use the identity sign at all, but replace (24) by, for instance, the predicate-
form

(25) S(x,,2),

which is the ‘name’ of the relation which holds between three objects when
the third object is the sum of the first two; and this relation has nothing
to do with identity.

So, if we analyze (21) as having the predicate-form (24) the expression
‘345’ does not function as a name and the sign ‘=" not as a genuine
identity sign, so there is no reason to think that a rule of substitutivity
could be attached to it. Since, on the other hand, the dropping of the
substitutivity rule is inconvenient in many respects, one is tempted to
have (21) analyzed in both ways. This is harmless in many contexts, but
one should not be surprised if there are instances in which it is not
harmless.

The need to have a sentence which contains an identity sign analyzed
in both ways is especially felt in connection with the use of the iota
operator. Let us assume that we start from the notation (25) for sum.
Then we may, according to the theory of iota operators, introduce the
(variable) singular term (12,) S(x, y, z) into our notation by writing

(26) ‘(1) S(x,y,2) =¥
for “(Eu) (u=238 & () (S(x, y, 2) =z=uw))".

In this notation (1,)S (3, 5, z)’ has the same function as ‘3+5° in (21),
and as a consequence we tend, on the one hand to conceive of it as a
whole and a name, and on the other hand accept that it can be translated
by means of the rule (26), which presupposes that it is not taken as a whole.

This double interpretation is again harmless in certain contexts, but
we should not be surprised if it is not harmless in others.

5. Individual Terms in Modal Contexts

It is not harmless in modal contexts, as is clear from a much discussed
argument of Quine’s:
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We are inclined to say that ‘9>4’ is necessarily true, so that we can
write

(VX)) N@©>4).
On the other hand we accept the truth of
(28) The number of the major planets = 9.

From (27) and (28) and the fact that identity implies substitutivity we
arrive at the conclusion.

9 N(the number of the major planets > 4).

But it is certainly not a necessary truth that there are more than 4 major
planets.

Quine shows (WO p. 198) that the acceptance of this kind of inference
is not only unintuitive but will annihilate modal distinctions; we can by
means of it derive that p=Np is generally true.

If (29) is formalized it will contain an iota-operator, the elimination
of which would lead to quantification into modal contexts. Therefore,
Quine takes this paradox as evidence for the impossibility of using
quantifiers in modal contexts.

There have been many attempts to show that this is not so. Fellesdal
tries to avoid the difficulty by an argument!5 which I shall paraphrase
as follows:

Let us assume that we can construct logic without using proper names,
and that all definite descriptions can be eliminated. Let us further assume
that the result of the elimination in respect of (28) is

(30) There are exactly nine major planets.

Let us then take (30) as a standard form of a statement, of which (28)
is only a convenient variant introduced by definition. Now the con-
venience of this variant is due to the fact that in ordinary logic we can
apply the rule of substitutivity to such ‘artificial’ identities; that is,
every formula derivable by means of this rule can also be derived directly
without using it. But if this is not so in modal logic, the notation in-
troduced by defining rules like (26) ought to be restricted to such cases
where the substitutivity rule really can be used also in modal contexts.
This restriction means in our case that (30) could not be replaced by
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(28) unless (30) were itself necessarily true. Since it is not, the replacement
is faulty. By such a restriction on the use of the iota-operator, we can save,
according to Fellesdal, both quantification into modal contexts and the
substitutivity rule for identity.

From our point of view the analysis of the situation takes the following
form:

The paradoxical character of (29) depends on our possibility of analyzing
the sentence

(€3] The number of the major planets > 4

in two ways. One way is to take it as being a semantic subject-predicate
sentence of the form

(32) x>y,

which means that we take the expression ‘the number of the major
planets’ as a name and, accordingly, as purely referential. What this
expression denotes is the number 9. Sentence (29) then says absolutely
the same thing as (27), and no paradox ensues.

However (31) can also be analyzed as a semantic subject-predicate
sentence of the form

(33) The number of x > y.

Then, the semantic subjects of this sentence are ‘the major planets’ and
‘4’: it is not about the number 9 but about the planets, and then (29)
is certainly not true. But then the expression ‘the number of the major
planets’ does not occur in (29) as a name, and there is no reason to
think it replaceable by 9°.

Quine says that “modal contexts are ‘referentially opaque’ in that
we cannot take definite descriptions ‘purely referentially’ in them”
(WO p. 197). I think this way of expressing oneself is at least misleading.
No paradoxes will ensue if we really take a definite description purely
referentially. Difficulties arise only when we switch over from a purely
referential use of it to a non-referential interpretation, by transferring
a part of it to the predicate-form.

There is a point of contact between this analysis and that of Fellesdal.

This is that if (28) is to mean the same as (30), then the expression
‘The number of the major planets’ cannot be used as a name, and then
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the identity sign cannot mean identity, so the substitutivity rule cannot
be applied. So, if we want to use the identity sign only in contexts where
it means identity, then we cannot replace (30) by (28). This replacement
would, however, nevertheless be harmless in our present context if (30)
were necessarily true.

I here take identity to entail substitutivity in all contexts. It should,
however, be added that I am in some doubt as to whether this is really
always the best way of looking at identity. So I am not sure that the kind
of analysis given above accounts for all the problems concerning identity.

IX. REALISM

The points of divergence between Quine’s basic assumptions and mine
are by no means exhausted by the above criticisms. For instance, [ have
not touched upon the issue about the concepts analytic and synthetic.
Since I have treated this question elsewhere (though only in Swedish)16
Ishall not go into it here. Here I shall only add a short remark on Quine’s
attitude to classes. Quine repudiates the belief that he is a nominalist,
because he takes a realistic attitude to classes (WO p. 243 n.). He does
indeed. I will not criticize him for this attitude as such — though I think
that the conception of classes as objects — their ‘entification’ in Quine’s
terminology — is a serious step to which due attention should be paid.
But I wonder about the fact that Quine entirely forgets the publicity
principle in this context. Does this not raise an interesting question as to
how the logicians’ overt formal behaviour is related to socially observable
facts?
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QUINE’S EMPIRICAL ASSUMPTIONS*

Perhaps the clearest and most explicit development of what appears to be
a narrowly Humean theory of language acquisition in recent philosophy
is that of Quine, in the introductory chapters to his Word and Object.!
If the Humean theory is roughly accurate, then a person’s knowledge
of language should be representable as a network of linguistic forms -
let us say, to first approximation, sentences — associated with one an-
other and, in part, associated to certain stimulus conditions. This for-
mulation Quine presents as, I take it, a factual assertion. Thus he states
that our “theories”” — whether “deliberate”, as chemistry, or “‘second
nature”, as ‘“‘the immemorial doctrine of ordinary enduring middle-
sized objects” — can each be characterized as “‘a fabric of sentences
variously associated to one another and to non-verbal stimuli by the
mechanism of conditioned response” (p. 11). Hence the whole of our know-
ledge (ourtotal “theory”,in this sense) can be characterized in these terms.
_ One difficulty that arises in interpreting such passages as these has to
do with the relation between language and theory, where the latter term
covers also general common-sense knowledge and belief. Quine’s views
about the interpenetration of theory and language are well known, but,
even accepting them fully, one could not doubt that a person’s language
and his ‘theory’ are distinct systems. The point is too obvious to press,
but it is, nevertheless, difficult to see how Quine distinguishes the two
in his framework. In fact, throughout the discussion, he seems to use
the terms interchangeably. For example, in Chapter 1, he discusses the
learning of language in general terms, exemplifies it by an example from
chemical theory leading up to the statement just quoted, then seemingly
describes the “vast verbal structure” so constructed, the associative net-
work that constitutes one’s knowledge of science (“‘and indeed every-
thing we ever say about the world”), as both the ‘“body of theory” that
one accepts and the language that one learns. Thus the discussion of
how one constructs and uses a total theory of this sort concludes with
the following statement:
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Beneath the uniformity that unites us in communication there is a chaotic
personal diversity of connections, and, for each of us, the connections continue
to evolve. No two of us learn our language alike, nor, in a sense, does any finish
learning it while he lives.

Since the comment merely summarizes the discussion of how the “‘single
connected fabric” constituting our total theory is acquired (the latter
discussion itself having been introduced to exemplify language learning),
it seems that Quine must be proposing that a language, too, is “‘a fabric
of sentences variously associated to one another and to non-verbal stimuli
by the mechanism of conditioned response”. Other parts of his exposition
reinforce the conclusion that this is what is intended, as we shall see in a
moment. Nevertheless, interpretation of Quine’s remarks is made difficult
at points because of his tendency to use the terms ‘language’ and ‘theory’
interchangeably, though obviously he must be presupposing a fundamen-
tal difference between the two — he is, for example, surely not proposing
that two monolingual speakers of the same language cannot disagree
on questions of belief, or that controversy over facts is necessarily as ir-
rational as an argument between a monolingual speaker of English and
a monolingual speaker of German.

Elsewhere, Quine states that he is considering a language as a ““‘complex
of present dispositions to verbal behavior, in which speakers of the same
language have perforce come to resemble one another” (p. 27). Thus if
a language is a network of sentences associated to one another and to
external stimuli by the mechanism of conditioned response, then it
follows that a person’s disposition to verbal behavior can be characterized
in terms of such a network. This factual assumption is far from obvious.
I return to other aspects of this concept of ‘language’ below.

How is knowledge of such a language acquired? Evidently, a Humean
theory will acquire substance only if such notions as ‘similarity’ are
characterized in some way. Quine therefore postulates a prelinguistic
(and presumably innate) ““quality space”” with a built-in distance measure
(p. 83-4). Evidently, the structure of this space will determine the content
of the theory of learning. For example, one could easily construct a
theory of innate ideas of a rather classical sort in terms of a prelinguistic
quality space with a build-in distance measure. Quine would, apparently,
accept a very strong version of a theory of innate ideas as compatible
with his framework. Thus he considers the possibility that “‘a red ball,
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a yellow ball, and a green ball are less distant from one another in...
the child’s... quality space than from a red kerchief”. It is difficult to
see how this differs from the assumption that ‘ball’ is an innate idea,
if we admit the same possibilities along other ‘dimensions’ (particularly,
if we allow these dimensions to be fairly abstract). In this respect, then,
Quine seems to depart quite radically from the leading ideas that guided
empiricist theory and to permit just about anything imaginable, so far
as ‘learning’ of concepts is concerned. In particular, consider the fact
that a speaker of English has acquired the concept ‘sentence of English’.
Suppose that we were to postulate an innate quality space with a struc-
ture so abstract that any two sentences of English are nearer to one
another in terms of the postulated distance measure than a sentence of
English and any sentence of another language. Then a learner could
acquire the concept ‘sentence of English’ — he could, in other words,
know that the language to which he is exposed is English and ‘generalize’
to any other sentence of English — from an exposure to one sentence.
The same is true if we mean by ‘sentence of English’ a pairing of a certain
phonetic and semantic interpretation. We could, once again, construct
a quality space sufficiently abstract so that the infinite set of English
sentences could be ‘learned’ from exposure to one sentence, by an organ-
ism equipped with this quality space.

The handful of examples and references that Quine gives suggests that
he has something much narrower in mind, however; perhaps, a restriction
to dimensions which have some simple physical correlate such as hue
or brightness, with distance defined in terms of these physical correlates.
If so, we have a very strong and quite specific version of a doctrine of
innate ideas which now can be faced with empirical evidence.

It might be thought that Quine adds empirical content to his account
by his insistence that “the child’s early learning of a verbal response
depends on society’s reinforcement of the response in association with
the stimulations that merit the response...”” (p. 82) and his general in-
sistence throughout that learning is based on reinforcement. But, un-
fortunately, Quine’s concept of ‘reinforcement’ is reduced to near
vacuity. For example, he is willing to accept the possibility that “society’s
reinforcement consists in no more than corroborative usage, whose
resemblance to the child’s effort is the sole reward” (p. 82-3). To say
that learning requires reinforcement, then, comes very close to saying
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that learning cannot proceed without data. As Quine notes, his approach
is “congenial ... to Skinner’s scheme, for... [Skinner]... does not enume-
rate the rewards”. The remark is correct, but it should also be added
that “Skinner’s scheme” is almost totally empty, in fact, if anything,
even less substantive than Quine’s version of it, since Skinner, as distinct
from Quine, does not even require that reinforcing stimuli impinge on
the organism - it is sufficient that they be imagined, hoped for, etc.
In general, the invoking of ‘reinforcement’ serves only a ritualistic
function in such discussions as these, and one can safely disregard it in
trying to determine the substantive content of what is being proposed.

However, Quine returns to a classical empiricist conception of a non-
vacuous sortin his assumptions about how language is learned. Consistent
with his view of language as a network of sentences2, he enumerates
three possible mechanisms by which sentences can be learned - i.e., by
which knowledge of language can be acquired (p. 9f.). First, sentences
can be learned by “direct conditioning” to appropriate non-verbal
stimulations, that is, by repeated pairing of a stimulation and a sentence
under appropriate conditions; second, by association of sentences with
sentences (let us put aside the objection that in both cases, the associations
should soon disappear, through extinction, under normal circumstances);
third, new sentences can be produced by “analogical synthesis”.3 The
third method at first seems to offer an escape to vacuity, once again.
Thus if the first sentence of this paper is derivable by analogical synthesis
from “the sky is blue” (both involve subject and predicate, are generated
with their interpretations by the rules of English grammar, and share
many other properties), then it is no doubt true that language can be
learned by ‘analogical synthesis’, by ‘generalization’ along a dimension
of the abstract sort suggested above (cf. p. 55). But it seems clear
that Quine has nothing of this sort in mind. The one example that he
gives is a case of substitution of one word for a similar one (‘hand’,
‘foot’) in a fixed context. And he seems to imply that the process of
analogical synthesis is theoretically dispensable, simply serving to speed
matters up (see p. 9). Therefore, we can perhaps conform to his inten-
tions by totally disregarding this process, and considering the knowledge
attained by a long-lived adult using only the first two methods instead
of the knowledge attained by a young child who has used all three (there
being nothing that can be said about the latter case until the notion

56



QUINE’S EMPIRICAL ASSUMPTIONS

‘analogical synthesis’ is given some content). Noting further that a child
of nine and a man of ninety share knowledge of language in fundamental
respects — each can understand and use appropriately an astronomical
number of sentences, for example — it would seem, further, that little is
lost in omitting ‘analogical synthesis’ from consideration entirely, even
for the young child. Assuming that this interpretation of Quine’s remarks
is correct, we derive support for the conclusion that he regards a language
as a finite network of associated sentences, some associated also to
stimuli, since this is just the structure that would arise from the two
“postulated mechanisms of language learning with substantive content.
Against this interpretation of Quine’s remarks on language we can
bring the fact that it is inconsistent with a truism that he of course
accepts, namely, that a language is an infinite set of sentences (with
intrinsic meanings; cf., e.g., p. 71). A network derived by the postulated
mechanisms must be finite; it can, in fact, contain only the sentences
to which a person has been exposed (repeatedly, and under similar cir-
cumstances). If we return to the definition of ‘language’ as a “‘complex
of dispositions to verbal behavior”, we reach a similar conclusion, at
least if this notion is intended to have empirical content. Presumably,
a complex of dispositions is a structure that can be represented as a
set of probabilities for utterances in certain definable ‘circumstances’
or ‘situations’. But it must be recognized that the notion ‘probability
of a sentence’ is an entirely useless one, under any known interpreta-
tion of this term. On empirical grounds, the probability of my producing
some given sentence of English — say, this sentence, or the sentence
“birds fly” or “Tuesday follows Monday”, or whatever — is indistinguish-
able from the probability of my producing a given sentence of Japanese.
Introduction of the notion of ‘probability relative to a situation’ changes
nothing, at least if ‘situations’ are characterized on any known objective
grounds (we can, of course, raise the conditional probability of any
sentence as high as we like, say to unity, relative to ‘situations’ specified
on ad hoc, invented grounds). Hence if a language is a totality of speech
dispositions (in some empirically significant sense of this notion), then
my language either does not include the sentences just cited as examples,
or it includes all of Japanese. In fact if the “complex of dispositions™ is
determined on grounds of empirical observation, then only a few con-
ventional greetings, cliches, and so on, have much chance of being as-
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sociated to the complex defining the language, since few other sentences
are likely to have a non-null relative frequency, in the technical sense,
in any reasonable corpus or set of observations — we would, for example,
expect the attested frequency of any given sentence to decrease without
limit as a corpus increases, under any but the most artificial conditions.
One might imagine other ways of assigning probabilities to sentences on
empirical grounds, but none, so far as I can see, that avoid these diffi-
culties. Hence if a language is a complex of dispositions to respond under
a normal set of circumstances, it would be not only finite (unless it
included all languages) but also extremely small.

Adding to the confusion is the fact that Quine appears to vacillate
somewhat in his use of the notion “speech dispositions’’. Thus he formu-
lates the problem of “indeterminacy of translation” as resulting from the
fact that “manuals for translating one language into another can be
set up in divergent ways, all compatible with the totality of speech
dispositions, yet incompatible with one another” (p. 27). As just noted,
if we take the “totality of speech dispositions” of an individual to be
characterized by probability distributions for utterances under detectable
stimulus conditions, then the thesis quoted is true, near-vacuously, since
except for a trivial set, all such probabilities will be empirically indis-
tinguishable on empirical grounds, within or outside of the language.
On the other hand, if we interpret the notions ‘disposition’ and ‘situation’
more loosely, it might be argued that the problem is really quite different,
that there will be so few similarities among individuals in what they
are inclined to say in given circumstances that no manual of translation
can be set up at all, compatible with such inclinations. Actually, Quine
avoids these problems, in his exposition, by shifting his ground from
“totality of speech dispositions” to “stimulus meanings”, that is, dis-
positions to “assent or dissent” in a situation determined by one narrowly
circumscribed experiment. He even goes so far as to say that this ar-
bitrarily selected experiment provides all of the evidence that is available,
in principle, to the linguist (equivalently, to the language learner — p. 39).
Clearly, however, a person’s total “disposition to verbal response’’ under
arbitrary stimulus conditions is not the same as his “dispositions to be
prompted to assent or to dissent from the sentence” under the particular
conditions of the Gedankenexperiment that Quine outlines. One might
argue that by arbitrarily limiting the ““totality of evidence, Quine ir-
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relevantly establishes the thesis that alternative theories (manuals of trans-
lation) exist compatible with all of the evidence (though the general
thesis of indeterminacy of translation is nevertheless certainly true, in
a sense to which we returnin a moment). But my point here is only that
this kind of vacillation makes it still more difficult to determine what
Quine means by ‘disposition’ or ‘language’.

It is easy to imagine a way out of the difficulties posed by the implied
finiteness of language and knowledge (or near emptiness, if the notion
of ‘disposition’ is taken very seriously). Thus one might assume that
knowledge of a ‘universal grammar’, in the widest sense, is an innate
property of the mind, and that this given system of rules and principles
determines the form and meaning of infinitely many sentences (and the
infinite scope of our knowledge and belief) from the minute experiential
base that is actually available to us. I do not doubt that this approach is
quite reasonable, but it then raises the empirical question of the nature
of this universal, a priori system; and, of course, any philosophical
conclusions that may be drawn will depend on the answers proposed for
this question. Quine’s attitude towards an approach of this sort is not
easy to determine. It certainly seems inconsistent with his general point
of view, specifically, with his claim that even our knowledge of logical
truths is derived by conditioning mechanisms that associate certain pairs
of sentences (cf., e.g., p. 11f.), so that our knowledge of logical relations
must be representable as a finite network of interconnected sentences.
(How we can distinguish logical connections from causal ones, or either
type from sentences which happen to be paired by accident in our
experience is unclear, just as it is unclear how either sort of knowledge
can be applied, but it is pointless to pursue this issue in the light of the
strangeness of the whole conception.) Elsewhere, however, Quine appears
to take the view that truth-functional logic might provide a kind of
‘universal grammar’., Thus he asserts (p. 13) that truth functions lend
themselves to ‘‘radical translation” without ‘‘unverifiable analytical
hypotheses™, and hence can be learned directly from the available evi-
dence. He gives no real argument for this beyond the statement, which
appears quite irrelevant to the factual issue involved, that we can state
truth conditions in terms of assent and dissent. The inference from what
we can observe to a postulated underlying structure involving truth-
functional connectives of course requires assumptions that go beyond
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evidence — mutually incompatible alternatives consistent with the evidence
can easily be constructed. Hence Quine’s willingness to place these
matters within the framework of radical translation perhaps indicates
that he is willing to regard the system of truth-functional logic as avail-
able, independently of experience, as a basis for language-learning. If
s0, it seems quite arbitrary to accept this framework as innate schematism,
and not to admit much else that can be imagined and described.® In
view of the unclarity of this matter, and the apparent inconsistency of
the proposal just discussed with Quine’s explicit characterization of
‘theory’ and ‘language’ and the mechanisms for acquiring them, I will
put aside any further consideration of this topic.

We are left with the fact that Quine develops his explicit notion of
‘language’ and ‘theory’ within a narrowly conceived Humean framework
(except for the possible intrusion of a rich system of innate ideas), and
that he characterizes language learning (“learning of sentences™) in a
way consistent with this narrow interpretation, although the conclusion
that a language (or theory) is a finite fabric of sentences, constructed
pairwise by training, or a set of sentences with empirically detectable
probabilities of being produced (hence a nearly empty set) is incompatible
with various truisms to which Quine would certainly agree.

Quine relies on his empirical assumptions about the acquisition of
knowledge and learning of language to support some of his major
philosophical conclusions. One critical example will serve to illustrate.
Fundamental to knowledge are certain “‘analytical hypotheses’ that go
beyond the evidence. A crucial point, for Quine, is that the correctness
of analytical hypotheses, in the case of ordinary language and “common
sense knowledge”, is not “an objective matter” that one can be “right
or wrong about”. These analytical hypotheses ‘“‘exceed anything implicit
in any native’s disposition to speech behavior”. Therefore, when we use
these analytical hypotheses (as we must, beyond the most trivial cases)
in translating, in learning a language in the first place, or in interpreting
what is said to us under normal circumstances, we ‘“impute our sense
of linguistic analogy unverifiably to the native mind”. The imputation is
‘unverifiable’ in the sense that alternatives consistent with the data are
conceivable; that is, it is ‘strong verifiability’ that is in question. “There
can be no doubt that rival systems of analytical hypotheses can fit the
totality of speech behavior to perfection, and can fit the totality of
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dispositions to speech behavior as well, and still specify mutually in-
compatible translations of countless sentences insusceptible of independ-
ent control” (p. 72). These remarks Quine puts forth as the thesis of ““in-
determinacy of translation”.

To understand the thesis clearly it is necessary to bear in mind that
Quine distinguishes sharply between the construction of analytical
hypotheses on the basis of data and the postulation of “stimulus meanings
of observation sentences” on the basis of data. The latter, he states,
involves only uncertainty of the ““normal inductive” kind (p. 68). The same
is true, apparently, about the inductive inference involved in translation
(similarly, ‘learning’ and understanding) of sentences containing truth-
functional connectives. In these cases, induction leads us to “genuine
hypotheses™, which are to be sharply distinguished from the “analytical
hypotheses” to which reference is made in the discussion of indeterminacy
of translation. Hence Quine has in mind a distinction between ‘normal
induction’, which involves no serious epistemological problem, and
‘hypothesis formation’ or ‘theory construction’, which does involve such
a problem. Such a distinction can no doubt be made; its point, however,
is less than obvious. It is not clear what Quine is presupposing when he
passes over the “normal uncertainty of induction” as within the range
of radical translation. If clarified, this would add more content to his
empirical theory of acquisition of knowledge, by specification of the a
priori properties on which ‘normal induction’ and the notions of relevant
and sufficient evidence are based. It would then be necessary for him to
justify the empirical assumption that the mind is natively endowed with
the properties that permit ‘normal induction’ to ‘genuine hypotheses’, but
not ‘theory construction’ with some perhaps narrowly constrained class
of “analytical hypotheses”.

To return to the thesis of indeterminacy of translation, there can
surely be no doubt that Quine’s statement about analytical hypotheses
is true, though the question arises why it is important. It is, to be sure,
undeniable that if a system of ‘“analytical hypotheses™ goes beyond
evidence then it is possible to conceive alternatives compatible with the
evidence, just as in the case of Quine’s “genuine hypotheses” about
?timulus meaning and truth-functional connectives. Thus the situation
In the case of language, or “common sense knowledge”, is, in this

~respect, no different from the case of physics. Accepting Quine’s terms,
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for the purpose of discussion, we might say that “just as we may meaning-
fully speak of the truth of a sentence only within the terms of some
theory or conceptual scheme, so on the whole we may meaningfully speak
of interlinguistic synonymy only within the terms of some particular
system of analytical hypotheses” (p. 75). But, Quine answers:

To be thus reassured is to misjudge the parallel. In being able to speak of truth
of a sentence only within a more inclusive theory, one is not much hampered;
for one is always working with some comfortably inclusive theory, however
tentative. ... In short, the parameters of truth stay conveniently fixed most of
the time. Not so the analytical hypotheses that constitute the parameter of
translation. We are always ready to wonder about the meaning of a foreigner’s
remark without reference to any one set of analytical hypotheses, indeed even
in the absence of any; yet two sets of analytical hypotheses equally compatible
with all linguistic behavior can give contrary answers, unless the remark is one
of the limited sorts that can be translated without recourse to analytical hypo-
theses (p. 75-6).

Thus what distinguishes the case of physics from the case of language
is that we are, for some reason, not permitted to have a *““tentative theory”
in the case of language (except for the ‘normal inductive cases’ mentioned
above). There can be no fixed set of analytical hypotheses concerning
language in general. We need a new set for each language (to be more
precise, for each speaker of each language), there being nothing universal
about the form of language. This problem, then, is one that faces the
linguist, the child learning a language (or acquiring ‘“‘common sense
knowledge™, given the interconnection between these processes), and
the person who hears or reads something in his own language.®

To summarize, Quine supposes an innate quality space with a built-in
distance measure that is, apparently, correlated to certain “obvious”
physical properties. Furthermore, certain kinds of inductive operations
(involving, perhaps, generalization in this quality space) are based on
innate properties of the mind, as are also, perhaps, certain elements of
truth-functional logic. Utilizing these properties, the child (or the linguist
doing radical translation) can form certain genuine hypotheses, which
might be wrong but are at least right-or-wrong, about stimulus meanings
and truth-functional connectives. Beyond this, language-learning (ac-
quisition of knowledge) is a matter of association of sentences to one
another and to certain stimuli through conditioning, a process which
results in a certain network of interconnected sentences, or, perhaps, a
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certain system of dispositions to respond. Language learning is a matter
of “learning of sentences’’. It is impossible to make significant general
statements about language or common-sense theories, and the child has
no concept of language or of “common sense” available to him prior
to his training. In this respect, the study of language is different from,
let us say, physics. The physicist works within the framework of a
tentative theory. The linguist cannot, nor can the psychologist studying a
‘conceptual system’ of the ‘common sense’ variety, just as the child can
have no ‘tentative theory’ that guides him in learning from experience.
Apart from difficulties of interpretation noted above, this is a relatively
clear formulation of a classical empiricist doctrine. It involves, at every
step, certain empirical assumptions which may or may not be
true, but for which Quine does not seem to regard evidence as
necessary.

Let us briefly consider these empirical assumptions. It is, first of all,
not at all obvious that the potential concepts of ordinary language are
characterizable in terms of simple physical dimensions of the kind
Quine appears to presuppose or, conversely, that concepts characterizable
in terms of such properties are potential concepts of ordinary language.
It is a question of fact whether the concept ‘house’ is characterized, for
a speaker of a natural language, as a ‘region’ in a space of physical
dimensions, or, as Aristotle suggested, in terms of its function within a
matrix of certain human needs and actions. The same is true of many
other concepts, even the most primitive. Is a knife, to a child with normal
experience, an object of such and such physical properties, or an object
that is used for such and such purposes; or is it defined by an amalgam
of such factors, say as an object meeting certain loose physical conditions
that is used for a certain sort of cutting? How would we in fact identify an
object looking exactly like a knife but used for some totally different
purpose in some other culture?? This is as much an empirical question as
the question whether concepts characterized in terms of a region in a
. space of simple physical dimensions can be acquired in the way a child
acquires his concepts. There is much to be said in this connection®, but
it is enough to note, in the present context, that Quine’s empirical as-
sumptions may well be (I believe, certainly are) far too strong — more
correctly, too strong in the wrong direction — and that they embody
certain quite gratuitous factual assumptions.
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Furthermore, consider the idea that ‘similarity’ in a sense appropriate
for psychology, the kind of ‘similarity’ needed for an empirical theory
of generalization, is definable in terms of distance in a certain space of
physical dimensions. There is nothing obvious about this assumption.
Two two-dimensional projections of a three-dimensional object may be
‘similar’, in the relevant sense, for an organism that has an appropriate
concept of the three-dimensional object and its properties and an in-
tuitive grasp of the principles of projection, although there is no di-
mension of the presupposed sort along which such stimulations match. We
could easily design an automaton which would generalize from one such
presentation to another, but not from one of these to a projection of
some other three-dimensional object that matched the first in some simple
physical dimension. We could, of course, describe the behaviour of this
automaton in terms of a more abstract quality space, just as we could
describe an automaton that learned English from a single sentence in
these terms — see p. 55, above. But this is only to say that it is an empirical
problem, quite open for the time being, to determine what are the innate
properties of mind that determine the nature of experience and the
content of what comes to be known on the basis of (or independently
of) this experience.

As far as “learning of sentences” is concerned, the entire notion
seems almost unintelligible. Suppose that I describe a scene as rather
like the view from my study window, except for the lake in the distance.
Am I capable of this because I have learned the sentence: ““This scene is
rather like the view from my study window, except for the lake in the
distance™? To say this would be as absurd as to suppose that I form this
and other sentences of ordinary life by “analogical substitution™, in
any useful sense of this term. It seems hardly necessary to belabor the
point, but surely it is clear that when we learn a language we are not
“learning sentences’” or acquiring a “behavioral repertoire” through
training. Rather, we somehow develop certain principles (unconscious,
of course) that determine the form and meaning of indefinitely many
sentences. A description of knowledge of language (or ‘“common sense
knowledge’’) as an associative net constructed by conditioned response is
in sharp conflict with whatever evidence we have about these matters.
Similarly, the use of the term ‘language’ to refer to the ‘“‘complex of
present dispositions to verbal behavior, in which speakers of the same
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language have perforce come to resemble one another’ seems rather per-
verse. Assuming even that the problems noted earlier (pp. 57-58) have
been overcome, what point can there be to a definition of ‘language’ that
makes language vary with mood, personality, brain lesions, eye injuries,
gullibility, nutritional level, knowledge and belief, in the way in which
“dispositions to respond” will vary under these and numerous other
irrelevant conditions.® What is involved here is a confusion to be found
in much behaviorist discussion. To mention just one further example,
consider Quine’s remarks on synonymy in his ‘Meaning in Linguistics’.10
Here he proposed that synonymy “roughly consists in approximate
likeness in the situations which evoke two forms and approximate
likeness in the effect on the hearer”. If we take the terms “situation”
and “effect” to refer to something that can be specified in terms of
objective physical properties, as Quine would surely intend (say as
involving observable stimulus conditions and observable behavior or
emotional state, respectively), then the qualifications in the characteriza-
tion of synonymy just quoted seem misplaced, for there is not even
approximate likeness in the conditions that are likely to elicit (or to
serve as occasion for) synonymous utterances, or in the effects of such
utterances. Suppose that I see someone about to fall down the stairs.
What would be the probability of my saying: “Watch out, yow’ll fall down
the series of steps, arranged one behind and above the other, in such a
way as to permit ascent or descent from one level to another”; and what
would the effect on the hearer be in this case? Or consider the likely
circumstances and effects of “I’ll see you the day after tomorrow”, “I’ll
see you four days after the day before yesterday”. This is not a matter
of exotic examples; it is simply that the meaning of a linguistic expression
(hence synonymy) cannot be characterized in terms of conditions of
use or effects on hearers, in general. It is crucial to distinguish langue
from parole, competence from performance.’ What a person does or
is likely to do and what he knows may be related, in some way that cannot,
for the moment, be made precise; the relation is, however, surely in part
a factual and not a strictly conceptual one. Performance can provide
evidence about competence, as use can provide evidence about meaning.
Only confusion can result from failure to distinguish these separate
concepts.

Finally, what about the assumption that although in physics we may
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work within the framework of a tentative theory, in studying language
(or learning language, or translating, or interpreting what we hear),
this is not possible, since it is impermissible to make general statements
about language or, more generally, about our “‘common sense theories”,
and since innate properties of the mind can impose no conditions on
language and theories?!2 This is simply classical empiricist doctrine -
perhaps ‘dogma’ would, by now, be a more accurate term. It is difficult
to see why this dogma should be taken more seriously than any other.
It receives no support from what is known about language learning, or
from human or comparative psychology. If it held true of humans, they
would be unique in the animal world; and there is no evidence for this
particular type of uniqueness. In general, it seems to me correct to say
that insofar as empiricist doctrine has clear psychological content, it is
in conflict with the not inconsiderable information that is now available.
In any event, returning to the present theme, the particular assumptions
that Quine makes about the mental processes and structures that provide
the basis for human language learning are quite unwarranted, and have
no special status among the many assumptions that can be imagined.
They can be justified only by empirical evidence and argument. Philos-
ophical conclusions based on these assumptions are no more persuasive
than the evidence on which the assumptions rest; that is to say, for the
present these conclusions are without force.

Interpreted in a psychological context, then, Quine’s thesis of in-
determinacy of radical translation amounts to an implausible and quite
unsubstantiated empirical claim about what the mind brings to the prob-
lem of acquisition of language (or of knowledge in general) as an innate
property. This claim seems to me of only historical interest. Interpreted
in an epistemological context, as a claim about the possibility of develop-
ing linguistic theory, Quine’s thesis is simply a version of familiar skeptical
arguments which can be applied as well to physics, to the problem of
veridical perception or, for that matter, to his “genuine hypotheses”.
It is quite certain that serious hypotheses concerning a native speaker’s
knowledge of ‘English, or concerning the essential properties of human
language — the innate schematism that determines what counts as lin-
guistic data and what intellectual structures are developed on the basis
of these data — will “go beyond the evidence”. If they did not, they would
be without interest. Since they go beyond mere summary of data, it
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will be the case that there are competing assumptions consistent with
the data. But why should all of this occasion any surprise or
concern?

M.LT., Cambridge, Mass.
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