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Chapter 1

Social Psychologists and Thinking
about People

Roy F. Baumeister

One of the editors of this textbook belongs to a social program that was created
a few years ago. When he asked his new departmental colleagues why they
decided to add social psychology to a department that was already large, happy;,
and successful, they had two answers. First, they did a survey of the top-ranked
psychology departments across North America to determine what these depart-
ments had that they did not, and social psychology emerged as the top answer.
Thus, they considered social psychology an essential ingredient of a high-quality
psychology department.

Second, the university administration had also shown considerable interest.
Administrators usually seek to break down barriers between fields, so they look
for opportunities for scholars with widely different backgrounds to exchange
ideas. A social psychologist, they had concluded, was one of those rare specialists
who would have something of interest to say to nearly everyone in the university.
In other words, almost all fields of inquiry, and certainly all the ones (the major-
ity) that study people, have some interests in common with social psychology.

Social psychology is thus a highly special enterprise. John Cacioppo (2007),
as president of the Association for Psychological Science, reported that psy-
chology is a “hub science,” in the sense that it has considerable influence on
other fields. Social psychology has played an important role in that—and, we
think, should be poised to take on an even larger role.



BACKGROUND

Part of the appeal of social psychology is that it is open to almost anything
in the realm of normal human behavior. Many subfields of psychology are
defined by a specific focus: on mental illness, on children, or on brain pro-
cesses. Social psychology has no such specific focus. Anything contributing to
an increased understanding of how people in general think, feel, and act is wel-
come. The opportunities for new ideas, new methods, and new directions seem
unlimited. Scholars in many fields keep up with new developments relevant to
their own work, but we think social psychologists are especially prone to smile
over something they hear or read that may have no bearing on their own work
but nonetheless contributes provocative insights to the broad project of under-
standing people. This focus is also undoubtedly one of the reasons that the
deans mentioned above thought that social psychologists were unusually posi-
tioned to be able to exchange ideas with professors in almost any other field.

It is therefore with great pleasure that Eli Finkel and I introduce this text-
book, Advanced Social Psychology. It is intended to provide a basic overview of
social psychology for graduate students, upper-level undergraduates, and oth-
ers. We assume that most readers will have had an undergraduate course in
social psychology, if not more, although such a background is not essential. The
authors of this book were given the task of providing an introductory overview
of their topics—to cover what every graduate student in social psychology
ought to know.

As we worked to produce this volume, we were delighted and humbled to
read the fine chapters that these experts produced. We will allow them to speak
for themselves. In this opening chapter, we will undertake an intellectual exer-
cise, namely to articulate the various images of the human social individual that
have informed and guided research in social psychology over the years.

Understanding People

Social psychologists have sometimes seen their task as understanding situa-
tions. Yet we think that understates the value of social psychology. You probably
were not inspired to become a social psychologist to learn about situations. On
the contrary, most people come to social psychology because they are inter-
ested in people. Social psychologists study and think endlessly about people.
Experiments in social psychology test hypotheses about people. Our field has
plenty to say about people.

Most studies in social psychology proceed in very small steps, reporting a
few experiments aimed at some narrow aspect of human functioning. Yet
underlying those studies are broad assumptions about what types of creatures
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people really are. By way of introduction to the field, we offer a somewhat
haphazard tour through several of these implicit images of humankind as social
psychology has imagined them.

In general, psychology involves studies of motivation and cognition, and it
is possible to trace the history of psychology as a series of pendulum swings to
emphasize one or another. Thus, the Wundtian introspectionist school focused
on cognition. The Freudian theory emphasized motivation. The learning in ani-
mal learning can be considered to be cognitive, despite the official reluctance to
acknowledge that anything inside the mind could be scientifically studied.
Drive theory was, however, motivational. And so forth.

Social psychology has likewise varied in terms of espousing “hot” (motiva-
tional) and “cold” (cognitive) processes in its history. Hence several of these
images of the human person lean heavily toward either cognition or motiva-
tion. If we put them all together, we are likely to get a balanced and probably
fairly accurate view.

One more point. I have sought to depict these images in a lively manner and
to give them somewhat memorable names that might be usable in the occa-
sional seminar discussion. At times, composite images with entertaining names
can come to be regarded as caricatures. I hope no theorists will be offended by
these depictions and that readers will recognize that they are shorthand sum-
maries that cannot do justice to all the subtleties that individual theorists may
appreciate. These are heuristics; please treat them as such.

Ultimately, this chapter is an expression of my own longstanding interest in
people, and one that I suspect many social psychologists share. When you read
research findings, it is stimulating to step back occasionally and reflect on what
they contribute to answering the grand question: “What sort of creatures are
human beings?” What follows is a list of some of the answers that social
psychologists have pursued.

The Consistency Seeker

We begin with some of the “hot” models that emphasize motivation. Early
social psychology emphasized motivation over cognition, although that has
been reversed considerably in recent decades.

One of the first big ideas in modern social psychology was that people are
motivated to seek consistency. This was a dominant view in the late 1950s and
the 1960s and has remained influential ever since. It is a view that emphasizes
motivated cognition, or perhaps motivations about cognition. Consistency is,
in the final analysis, something cognitive, but the emphasis in early years was in
people’s motivated strivings to attain and sustain it. Even the theory of cognitive



BACKGROUND

dissonance, which was for a time the most influential theory in social psychol-
ogy, was really a drive (motivation) theory and not very cognitive by modern
standards.

As an image of humankind, the Consistency Seeker goes about his or her
business until some sort of inconsistency is encountered, which is disturbing
and sets off efforts to restore consistency. Thus, both emotion and motivation
are associated with consistency. Inconsistency can arise in many places, such as
in conflict between people’s actions and their attitudes or in their perceptions of
the social world. Having two friends who dislike each other is itself an impor-
tant source of consistency. [“Balance” was another term for consistency, as in
the balance theories by Heider (1958) and others.]

In early and pure forms, the Consistency Seeker idea meant that people are
interested in consistency much of the time and are perhaps constantly alert for
possible inconsistencies. Later it emerged that people are not all that consistent.
People have a great many thoughts, memories, and behaviors, and it would be
implausibly laborious to test each new one for possible inconsistencies with all
the others. Hence the later versions held that people do not really worry much
about inconsistency unless it becomes an issue, for example, when they find
themselves doing something that is strikingly inconsistent with what they have
said, done, or thought before. In other words, the situation must emphasize the
inconsistency to set off the motivation to reduce inconsistency.

The Consistency Seeker today is one of the field’s senior citizens. The field
respects the idea but has moved on to add other models. That is, consistency
seeking is still considered to be an important category of human social behav-
ior, but it is one among many. It is no longer treated as the major or central
aspect of human social life.

The Self-Esteem Maximizer

The view that people seek to protect and possibly increase their self-esteem has
informed research in social psychology for decades. At first it was related to
dissonance theory, several versions of which saw dissonance motivation as cen-
tered around maintaining a favorable view of self, because being inconsistent
made you look bad. However, concerns about self-esteem soon went far beyond
attitude dynamics and dissonance reduction. The motivation to maintain self-
esteem was seen as driving task performance and responses to failure, interper-
sonal strategies, defensive cognitive styles, stress, emotion, risk taking, and
much more.

The Self-Esteem Maximizer seeks above all to avoid losing self-esteem.
Anything that depicts the self in a bad light and could potentially call for a
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downward revision in your self-appraisal is seen as threatening. People may
avoid certain situations or persons, rationalize events, and even provide them-
selves with excuses for potential failure, all to prevent the loss of self-esteem.
Aggressive responses to criticism are also viewed as driven by concern with
self-esteem.

The urge to enhance your favorable view of self is prominent in some
versions of the Self-Esteem Maximizer but not in others. It is somewhat more
controversial than the urge to avoid losing self-esteem. In part this reflects the
influence of the consistency seeker image: To raise your self-esteem is, after all,
to change your view of yourself and thus is a form of inconsistency. Self-
verification theory, for example, has explicitly rejected the view that people
fundamentally want to raise their self-esteem (Swann, 1985), but it strongly
avers that people resist losing self-esteem.

The Self-Esteem Maximizer is alive and well in social psychology today.
Few social psychological theories dispute that people are sensitive to criticism,
enjoy thinking well of themselves, and will adjust their behavior and mental
processes to sustain a favorable image of self.

Research on relationships has added another dimension to the Self-Esteem
Maximizer: Not only do people want to think that they are great individually,
they also want to believe that their close relationships are exceptionally good.
People idealize their partners and how well they get along. The self-deceptive
aspect of this can explain, among other things, why surveys consistently find
that the majority of Americans describe their marriages as quite happy, but half
of these marriages end in divorce.

The Terror Manager

A highly distinctive, well-integrated theory of human nature has been advanced
under the rubric of Terror Management Theory. This approach was originally
inspired by the writings of anthropologist Ernest Becker (1973), who proposed
that humans are unique among living things in knowing that they will eventu-
ally die. Becker proposed that much human behavior can be understood as a
motivated response to the fear of death. Although this was originally presented
as a theoretical, even existential argument, it has led to an impressive research
program spearheaded by a trio of social psychologists: Tom Pyszczynski, Jeft
Greenberg, and Sheldon Solomon. They have refined and updated Becker’s
notions in light of their experimental findings (see, e.g., Pyszczynski, Greenberg,
& Solomon, 1997).

As these theorists argue, the avoidance of death is the “master motive” that
underlies most human strivings. To be sure, people are not threatened with
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death on a regular basis, but in Terror Management Theory the avoidance of
reminders of human mortality is the central, overriding fact of human life. The
quest for self-esteem, which in the theory of the Self-Esteem Maximizer is the
core motive, is considered in this theory to be derived from the fear of death. By
building and pursuing self-esteem, people can presumably obliterate thoughts
and fears of death. Self-esteem is thus an artificial defense mechanism that
helps people forget about death.

Even culture is in this view is considered to be a psychological defense mech-
anism. That is, people create culture to shield themselves from awareness of
death. An important and well-documented response of people who are reminded
of death is to increase their loyal support for their cultural worldview.

The notion of death avoidance as the master motive provides a basis for
explaining a great many, and potentially all, human actions and strivings.
According to Terror Management Theory, sexual activity, achievement motiva-
tion, prejudice, emotion, and other phenomena studied by social psychologists
are all ways of coping with the threatening idea that we will eventually die, and
with the terror that this idea evokes.

The Information Seeker

We turn now from the relatively hot (i.e., motivational) to the colder (i.e., cog-
nitive) images of humankind. These emphasize thinking and processing infor-
mation as the paramount human activity. Motivation is quietly downplayed in
some variations on these approaches, recognized but simply not considered in
others, and actively denied (for the most part) in still others.

An early and not very controversial version of the cold, cognitive approach
to understanding people depicts them as Information Seekers. The simple
assumption behind this theory is that it is important and helpful for people to
understand their worlds, and so they constantly go about trying to collect infor-
mation. The drive to understand the environment is probably present even in
simple animals, who benefit from being able to predict events in their physical
surroundings. Understanding the social environment is considerably more
challenging than understanding the physical environment, and so humans
spend much of their time trying to gain information about it. This includes
learning and making inferences about other people as well as about social situ-
ations and social structures.

The Information Seekers are also interested in gaining information about
themselves. To navigate through life effectively, it is most helpful and useful to
know as much as possible about both yourself and your world. For example,
choosing the right courses of study, the right career, and the right mates depends

10
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on finding matches between aspects of the self and aspects of the social world,
and so both kinds of knowledge are needed.

The central assumption of the Information Seeker approach was that when-
ever something happens—you pass a test, get rejected by a romantic partner,
meet someone new; have an argument—you respond by trying to determine what
it means and what its implications are. Attribution theory, which was one of the
dominant theories in social psychology from the late 1960s into the 1980s, took
this approach (e.g., Jones, Kanouse, Kelley, Nisbett, Valins, & Weiner, 1972).

Simple curiosity captures the essence of the Information Seeker. Still, in
reality, people are more curious about some things than about others. Hence
the simplest versions of the Information Seeker, as a person seeking any and all
information, are probably not seriously upheld by many social psychologists as
the most correct model.

The Motivated Information Seeker is an apt name for the view that com-
bines the basic cognitive, curious, avid learner with the understanding that
most individuals have a fairly strong set of preferences for what to learn. Thus,
the basic Information Seeker may want to learn the truth about himself or
herself, regardless of what it is, but the Motivated Information Seeker (like the
Self-Esteem Maximizer) much prefers to hear favorable rather than unfavor-
able things about the self.

The Information Processor

The simple view of humans as Information Seekers gave way in the 1970s to the
realization that information was not simply taken in but rather was subjected to
fairly extensive processing. The so-called Cognitive Revolution emerged in social
psychology during that decade and became the dominant view during the next
one (the 1980s). The image of people as Information Processors was essentially
an updated, more sophisticated version of seeing them as Information Seekers.

The image of the Information Seeker depicted humans as scouring their
world for information, quickly figuring it out with a couple of attributions, and
storing those conclusions for future use. The image of the Information Processor
was similar, except that it recognized that considerable inner mental work
occurred when the information was first encountered. Instead of an attribution
or two, the processing involved selective attention, extensive and fallible inter-
pretation processes, partial encoding into memory and at best modestly reliable
retrieval from memory, assimilation of new information to existing knowledge,
mental shortcuts, and numerous other processes.

The image of the Information Processor was for a time the coldest of the
cold images of the human being that social psychologists had. It borrowed

11
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methods and theories from cognitive psychology, a field that has never had
much use for motivation, emotion, and other hot processes. Many social psy-
chologists embraced the discipline of thinking in purely cognitive terms and
noted that assumptions about motivation were sometimes unnecessary and
unsupported. Leading journals for a time insisted that authors could draw a
motivational conclusion about their research findings only after they first ruled
out all possible cognitive explanations. (The reverse rule, ruling out motiva-
tional explanations before positing a purely cognitive one, has never been in
force.) For example, why might people take more responsibility for success than
failure, in the standard self-serving attributional bias effect (e.g., Jones et al,,
1972; Zuckerman, 1979)? The motivational explanation was that people want
to believe good things about themselves, so they more readily accept success
than failure as a true sign of their worth. But it is also possible to pose a purely
cognitive explanation: Perhaps people expect success more than failure (because
they succeed more often than they fail), and so failure violates their expectan-
cies in a way that success does not. The violated expectancies cause them to
engage in more cognitive processing after failure than success, and the intensi-
fied scrutiny will sometimes reveal reasons not to take the failure to heart. In
that view, it has nothing to do with wanting to think well of oneself.

Again, the Information Processor has become more of a useful heuristic
than something that most social psychologists seriously regard as a thorough,
adequate image of the human individual. The facts that some cognitions are
motivated, and that motivations can steer and alter the way information is pro-
cessed, are widely accepted. During a conference debate the influential social
psychologist Robert Zajonc once proposed that the image of the human mind
as a small computer should be updated to assign more prominence to motiva-
tion and emotion, and he suggested the memorable image of a computer cov-
ered in barbecue sauce!

Although these new views of the Motivated Information Processor do allow
some scope and influence to motivation, they continue to treat it as secondary.
Motivation is seen as something that mainly interferes with cognitive process-
ing or, at best, can occasionally focus cognitive processing on things that are
important. Still, the Motivated Information Processor is one image of human-
kind that is still quite popular among researchers today.

The Foolish Mistake Maker
A priority in research and publication in early social psychology, greatly com-

pounded by the Cognitive Revolution, created a variation of the Information
Processor, redefining it as someone who processes information badly. The priority

12
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was that social psychologists searched for counterintuitive findings that went
against what most people assumed and expected. Because research on social
cognition that showed that people reached the right conclusion was often not
very informative about the inner processes involved, a premium was placed on
showing instances in which people came to false conclusions or made other
errors. Collected together, these created an image of the human being as a
Foolish Mistake Maker. (The first draft of this chapter used the label “the
Cognitive Dumb-ass,” but editorial feedback suggested that this may not be
suitable for a professional graduate-level textbook.)

Journalism students learn about “Man Bites Dog” stories. The principle is
that a dog biting a man is typical and therefore not newsworthy, but a man bit-
ing a dog is unusual and therefore worth reporting. Social psychology, espe-
cially in its early years when it struggled to gain respect, had a similar attitude.
Showing that people do sensible things for readily understandable reasons was
considered not very inspiring and hence not publishable. Showing that people
do foolish, self-destructive, or irrational things, possibly for surprising, intui-
tively disturbing reasons, was a surer path to getting published. Teachers of
social psychology have long advised students to seek findings that their grand-
mothers would not already know to be true.

Hence one important theme throughout the history of social psychology
has been to characterize the thoughts and actions of ordinary persons as stupid,
biased, and counterproductive. Exposing the dumb things people do has been
a reliable path to publication and career advancement for many social psychol-
ogists. This approach sometimes produces a mentality comparable to that of
so-called “gotcha” journalism, in which researchers design clever experimental
procedures that expose their research participants as fools, suckers, and hypo-
crites. Still, it is important to know the mistakes people make in systematic,
predictable ways for this often provides valuable insight, and it would be unfair
to stigmatize the entire line of work based on some excesses and unfortunate
tendencies.

For example, one well-established principle goes by the name of the Cognitive
Miser (Taylor, 1981). The Cognitive Miser is perhaps one aspect of the Foolish
Mistake Maker. The essence of being a Cognitive Miser is based on the hypoth-
esis that because people do not like to exert mental effort, they do as little as pos-
sible. The lazy, short-cutting style of thought produces some errors. The opposite
of the Cognitive Miser is the ruminating person, who thinks too much and too
endlessly about something, especially something bad. The Foolish Mistake Maker
sometimes thinks too much and sometimes too little, though many mistakes
arise not from the amount but from the processes of thinking. Motivation, in
particular, has long been regarded by cognitive social psychologists as introduc-
ing error into the thought processes, such as in wishful thinking.

13



BACKGROUND

The Foolish Mistake Maker remains alive and well as a popular image of
humankind in social psychology. There is, we think, a general sense that that is
not all that human beings are. There are even reasoned, thoughtful critiques
suggesting that much of what is called error and bias should not be thus dispar-
aged, partly because the same inner processes that produce the occasional well-
documented errors in studies of social psychology also produce correct answers
most of the time (Funder, 1995). But errors are made, and social psychologists
thrive on spotting them.

The Nondifferent Individual, or the Situational Responder

During the first half of the twentieth century, as the field of psychology took
shape as a standard academic discipline, social psychology was a small, margin-
ally noticed field while personality psychology was a major powerhouse. The
personality theorists, such as Freud, Jung, Adler, Erikson, and Maslow, devel-
oped grand theories that influenced thinkers from many disciplines. Social
psychologists struggled to discover how to do experiments.

For a complicated mixture of reasons, there was a relative shift in power
during the 1960s and 1970s, so that social psychology became a large, thriving
field, while personality psychology lost much of its clout. The two fields also
became closely aligned, as symbolized by the premier journal for both fields,
the Journal of Personality and Social Psychology, which gradually became the
largest journal that the American Psychological Association (APA) publishes.
Hence for some time there was a considerable amount of friction and rivalry
between personality and social psychologists. We are happy to report that this
has diminished considerably, although it can still be glimpsed at times.

Personality came to focus ever more intensely on individual differences,
which is to say the study of how people are different. During the periods of
most intense friction between the two fields, many social psychologists became
fond of downplaying individual differences and pointing to phenomena that
suggested that such differences were essentially trivial or irrelevant to behavior.
For example, some of the classic articles from this period of social psychology,
including the bystander intervention studies and the Stanford prison simula-
tion study, proudly noted that the researchers had tested extensively for indi-
vidual differences but found none of these to produce any reliable effects.

The view that people are pretty much all the same can be termed the
“Nondifferent Individual” The term was chosen to contrast it with the empha-
sis in personality psychology on individual differences. The underlying theory
is that behavior is primarily a response to situations (hence the alternate title of
“Situational Responder”). How people think, feel, and act is a direct result of

14
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situational pressures and influences. In contrast to the extensive inner depths of
the self that some personality theories postulated, this view of humans states
that there is not a great deal inside them, other than mechanisms to help them
respond to their immediate situation.

Similar to the behaviorist view that refused to talk about mental states, the
Nondifferent Individual theory was perhaps an intellectual exercise that made
a methodological virtue out of not talking about certain things. Few behavior-
ists really believed that mental states were not real. In the same way, we suspect,
the advocates of the Nondifferent Individual theory probably believed that peo-
ple do have personality traits that differentiate them. They simply believed that
these traits were not terribly important or influential. One of the guiding texts
for this movement was Mischel's (1968) Personality and Assessment, which
famously concluded that personality traits typically predict only about 10% of
behavior. Social psychologists helpfully stepped into that apparent gap by
suggesting that their research on situational causes could account for the
other 90%.

These arguments were overstated, of course. If one trait predicts 10% of the
variance, that does not leave 90% for situations. There could be other traits. In
addition, there are measurement error and other sources of error variance,
which can be considerable. Funder and Ozer (1983) showed that the typical
effect size of a situation cause in some classic social psychology experiments
was about the same as obtained with a trait measure. Likewise, a giant meta-
analysis by Richard, Bond, and Stokes-Zoota (2003) found that the average
effect size in experiments in social psychology was even a little smaller, around
a fifth of a standard deviation, or 4% of the variance, which again is in the range
of what traits predict. Today, most psychologists recognize that both personal-
ity traits and situational factors contribute important insights to predicting and
understanding human behavior. Still, the Nondifferent Individual remains a
popular figure in some styles of thought.

The Impression Manager

Related to the Nondifferent Individual is the idea that people simply try to pres-
ent themselves to others in ways that make a good impression. As Impression
Managers, people again do not have much personal depth (again in contrast to
Freudian and many other personality theories) but simply have the inner pro-
cesses that enable them to adapt to the situation.

The Impression Manager cares greatly about what others think, and so in
that sense the theory has a strong motivational component. But other possible
motivations were relegated to background status. The Impression Manager can

15



BACKGROUND

be a chameleon, changing colors to suit the situation. In other versions of the
theory, the person has a simple set of basic motivational drives and uses impres-
sion management as a means to attain these goals.

The Impression Manager does come equipped with a possibly extensive set
of inner mechanisms for discerning what others prefer and for altering his or
her own behavior accordingly. Self-presentational strategies and tactics are
chosen according to what will work best.

The intellectual lineage of the Impression Manager stems from the writings
of Goftman (e.g., 1959), a sociologist who analyzed human interactions as the-
atrical performances. The view of the self as an actor and role player was apt,
because actors in a play say and do things by following a script rather than
because they really believe them. An early and influential version in social psy-
chology was put forward as an alternative to cognitive dissonance theory.
Tedeschi, Schlenker, and Bonoma (1971) proposed that people do not really
change their attitudes to resolve inconsistency—they merely claim to have
changed their attitudes so as to appear consistent and thereby make a good
impression on the experimenter. The lack of a genuine inner process (other
than what was needed for managing the impression made) came to be a contro-
versial but defining feature of the Impression Manager. The contrast with the
Consistency Seeker was sharp and made for a lively controversy, because the
Consistency Seeker had strong inner commitments to important attitudes,
whereas the Impression Manager simply said what was expedient.

Clearly the view of the Impression Manager dovetailed well with that of the
Nondifferent Individual, who simply responds to situational forces. In both,
the person lacks strong inner values and commitments, other than the value of
being accepted. These people simply adapt and respond to the immediate
situation.

However, as a general model of human nature, the Impression Manager has
largely gone out of fashion. That image too was perhaps more of an intellectual
exercise. It is not clear if many social psychologists really believed that people
went through life trying to make a good impression, without caring a great deal
about the form that the good impression took. To be sure, people were often
shown to be surprisingly malleable in response to situations, contrary to the
early personality theories that saw each individual as having a powerful, well-
defined inner self that strongly resisted change and was the overriding force in
dictating behavior. There have even been arguments that people in general have
changed across time: The American of the early twentieth century was guided
by strong inner convictions, whereas by mid-century he or she was more
inclined to go along with the crowd (e.g., Riesman, Glazer, & Denney, 1951).

Even the most ardent advocates of the self-presentation theory soon
came to believe that there were powerful inner forces and processes at stake.
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Rather than simply presenting yourself in whatever way made a good impres-
sion, people carefully selected their public behaviors so as to claim identities for
themselves and establish themselves in others’ minds the way they themselves
wanted to be seen, or at best compromised between presenting themselves
according to their own inner values and what the clear preferences of the audi-
ence were. Today social psychologists recognize the reality of impression man-
agement, but few really think that such processes provide anything close to a
thorough account of the human individual and human social behavior.
Impression management consists of helpful set of strategies and behaviors that
accompany the extensive inner cognitive processes and serve its motivations.

The Naturally Selected Animal

A radically new type of person began to show up in theories of social psychol-
ogy in the 1980s and has slowly become prominent and influential. The impe-
tus was the influx of biological thinking, with special emphasis on evolutionary
theory, as a way to explain social behavior. Prior to this, social psychologists
explained that human behavior was the result of immediate situational factors
and several types of longer-term influences. Those included socialization, such
as media, school, and parental influences; Freudian processes, such as uncon-
scious motivations and the results of childhood experiences; and reinforcement
history. They all treated the newborn as largely a blank slate. The idea that
people were born with certain innate behavioral tendencies was not widely
respected. If anything, the idea of innate tendencies suggested explanations
based on instinct, which were seen as old-fashioned and less scientific than
explanations based on learning from experience.

The view of humans as Naturally Selected Animals therefore had to fight a
long, slow battle to gain respect. However, by the turn of the twenty-first cen-
tury it had become a, if not the, preferred explanation for many behaviors. To
be sure, most social psychologists even in the 1950s probably believed in the
theory of evolution, but they did not really think evolution had much relevance
to social behavior. That is what changed. Many social psychologists today regard
human beings as simply another species of animal, and as such they consider
human social behavior to be the result of the same evolutionary forces that
shaped behavior among all animals.

The Naturally Selected Animal is seen as basically similar to many other
animals, although perhaps a bit more complicated in view of its high intelli-
gence, invention of language, and mastery of technology. Still, the same basic
principles apply. The Naturally Selected Animal wants to survive and repro-
duce. Crucially, many behavior patterns have become divorced from their overt
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connection to survival and reproduction but remain in place because they con-
tributed to survival and reproduction in the past. For example, sexual desire is
strong because over the centuries of natural selection, humans with considerable
sexual desire were more likely to reproduce than humans who did not desire sex.
Today, many people desire sex without reproduction, and in fact quite a few of
them take extensive precautions to achieve this, although their patterns of desire
are still shaped by what produced the best reproductive results in the past.

Purists among the evolutionary psychology camp insist that reproduction
alone is the key to natural selection. Survival is at best a means to make repro-
duction possible. The emphasis on reproduction has called attention to many
differences between men and women, because the contingencies that make for
reproductive success are somewhat different for men than for women. Hence
the Naturally Selected Animal theory could perhaps be elaborated by suggest-
ing that the Naturally Selected Man and the Naturally Selected Woman are
somewhat different versions, with different motivations and different behav-
ioral tendencies.

Still, the Naturally Selected Animal theory offers more than an explanation
for sexual behavior. It favors relatives over strangers, forms groups easily, and
is interested in dominance (i.e., rising to the top of a group hierarchy). Social
psychologists gradually came to realize that evolutionary theory could offer a
basis for explaining the majority of human behavior, although proving that those
explanations are more correct than other possible explanations is often difficult.

Advocates of the Naturally Selected Animal theory have often found them-
selves in conflict with social psychologists interested in culture and cultural differ-
ences. Although natural and cultural explanations are not necessarily incompatible,
in practice thinkers have debated for decades whether particular patterns are
innate or learned, and nature-nurture debates have been heated in social psychol-
ogy too. In particular, the established practice in social psychology was to explain
a great many things on the basis of socialization and learning from culture, so
there were understandably some conflicts and arguments when a new generation
sought to replace or augment those explanations with evolutionary ones.

In many cases, the argument is put in terms of the length of the leash. The
assumption is that evolution shaped people to behave in certain ways but left a
certain degree of flexibility for adapting to the social environment. Culture can
influence behavior up to the length of the leash.

The Cultural Animal

The Cultural Animal view was developed as a synthesis and compromise among
many other views, so it is less provocative than most. It was partly an attempt to
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accept the fundamental fact that the human psyche was shaped by evolution
but also to recognize the importance of culture.

The core idea is that the human mind was created by nature, but culture is
humankind’s biological strategy. That is, nature selected in favor of traits that
facilitated survival and reproduction. The human species used culture as its
method of solving problems of survival and reproduction. Culture is basically a
system that helps groups live together. It is learned behavior that is transmitted
through the group (you do not have culture by yourself), and so the prominent
features of human psychology are designed to help us participate in these group
systems. Thus, crucially, the traits that set humans apart from other animals are
based on adaptations to make human social life, including culture, possible.

For example, groups function best if people perform roles in an interlock-
ing system, so humans have selves that can take on and juggle multiple roles.
Groups need people to adjust to the rules and standards of the group, so humans
are good at self-regulation. Morality is a set of rules created to overcome selfish-
ness and benefit the group. Groups benefit from loyalty and stable relation-
ships, so humans have a need to belong. Cultural groups require shared
understandings, so people have empathy and theory of mind (i.e., the mental
capacity to appreciate the inner states of others).

Thus, the cultural animal argument rejects the “leash” metaphor that was
mentioned with the Naturally Selected Animal theory. The leash argument
assumes that nature came first, laying the foundation for human behavior, and
culture followed after the evolutionary process was done. Instead, the Cultural
Animal argument suggests that culture influenced evolution. This does not
require that specific cultural practices were produced by evolution, but rather
that culture became part of the selection environment, so that traits favorable
to culture evolved. For example, following the emergence of human language in
the social environment, people who were better able to talk and understand
speech became more successful at surviving and reproducing than people who
lacked the biological capabilities to use language well.

In short, instead of natural evolution preceding culture, human biology and
culture coevolved. This was argued first and persuasively by Boyd and Richerson
(1985; Richerson & Boyd, 2005). A very different path led me to arrive at a
similar conclusion: I read the social psychology literature and sought to deter-
mine which image of the human being best fit the accumulated work of all the
people in the field. My conclusion was that the human psyche seemed very
well designed, in both cognition and motivation, to participate in complex,
information-based social groups, namely culture (Baumeister, 2005).

The other difference between the Cultural Animal view and the Naturally
Selected Animal view is one of emphasis. The Naturally Selected Animal expla-
nations focus on how humans are similar to other animals. The Cultural Animal
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focuses more on how people are different from other animals. Human social
life does bear some resemblance to the social lives of other animals, but it also
has remarkably unique features, and these can perhaps be understood by con-
sidering that evolution favored traits that enabled people to construct this new
type of social life.

The importance of culture as a product of human collective efforts is central
to both the Cultural Animal and the Terror Manager ideas. The difference is
that the Terror Manager is concerned with avoiding the thought of death or
mortality, because that idea is what causes the terror that is central to the the-
ory. For the Cultural Animal, a main function of culture is to prevent actual
death (not just the idea of it). Culture is the way humans solve the basic natural
problems of survival and reproduction.

The Group Member

The study of group processes has along history in social psychology. Newcomers
to the field sometimes think that social psychology is mostly about the study of
groups. In reality, however, the long history is one of being respected but politely
ignored by much of the field. Social psychologists have preferred to focus on
individual persons and even inner processes, thereby sometimes (and in our
view unfortunately) overlooking important aspects of human behavior that are
found in group processes.

Nevertheless, the study of groups has furnished its own image, or perhaps
more precisely an assortment of related images, about the person. Rather than
a single version, we will acknowledge several varieties of the image, which is
perhaps appropriate for the study of groups. What these versions have in com-
mon is that the single person is seen as a member of the group.

The most prevalent theme of the Group Member involves some loss of indi-
viduality within the group. Multiple lines of work in social psychology have
explored the consequences of immersing oneself in the group to varying
degrees. Usually these consequences are seen as bad. The Group Member can
become deindividuated, may engage in groupthink, and might even participate
in mob violence. These negative effects reveal the group aspect of the Foolish
Decision Maker. Or, to put it another way, groups of ordinary people become
Foolish Decision Makers. (If they were foolish to start with, they become even
more so.) Indeed, the assumption that people degenerate into inferior creatures
by virtue of belonging to groups has crept into many other lines of research in
social psychology, including social loafing, crowding, social facilitation, and
diffusion of responsibility in bystander intervention.
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The Group Member need not be a bad person, however. After all, interac-
tion in groups is an almost inevitable part of human social life, especially if we
include families as groups (which they most certainly are).

The motivations of the Group Members differ somewhat depending on
which of two approaches is taken. One approach considers processes within the
group. The Group Member must find ways to be accepted and liked by the
other members, which often requires determining how the member is similar
to them and can fit in with them (getting along). The Group Member must also
seek to rise through the group hierarchy (getting ahead), which may require
finding ways to stand out among the group. More recent characterizations of
the Group Member involve the cognitive work that is involved in the various
steps of entering the group, becoming socialized into full membership, finding
a niche or rising through the ranks, exerting leadership, and exiting the group.

The other approach is to look at processes between groups. Intergroup
processes have become a dominant focus of social psychology in Europe and
Australia and have also been studied elsewhere. The emphasis is on how the
individual identifies with the group and relates to members of other groups.
The Group Member is thus committed and loyal to his or her group and is
competitive with and often prejudiced or even hostile toward other groups.

One further variation on the Group Member might be the ethnically or
culturally relative person. In recent years social psychology has paid increasing
attention to cultural differences. The implicit view is that people are products of
their cultural environment. Thus, this view emphasizes differences between
people—not their individual differences, as in personality psychology (indi-
vidual differences exist but are not seen as highly interesting or important), but
their cultural differences.

Most social psychologists are quite convinced that racial, ethnic, and
cultural differences have no genetic basis. Hence evidence of such differences
poses an implicit challenge to the evolutionary views of people as basically the
same. The Naturally Selected Animal and the culturally relative Group Member
are not the best of friends in today’s social psychology, although they do often
manage to compromise.

The Benighted Layperson
One vision of humankind that has a long history in social psychology is that of the
everyday person who thinks or does socially undesirable things. We refer to this as

the Benighted Layperson. The not-so-hidden implication is that social psycholo-
gists need to teach this person how to be a better person, for the good of all.
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The Benighted Layperson view has never been the dominant view in the
field, partly because it requires consensus that the job of science is to instill
social values into the general public, and many social psychologists balk at such
an approach. Nonetheless, it is important to recognize that many social psy-
chologists do view their work as a way of contributing to the betterment of
society by finding ways to change people whom they regard as needing guid-
ance from wise experts. In fairness, this view is probably more widespread in
other social sciences than in psychology. In other fields, strong political views
shape the research agenda of many scholars’ work. And, also, in fairness, people
almost certainly do have numerous faults and other unfortunate tendencies
that could benefit from scientific wisdom. The debate is less whether the every-
day person is already perfect in every respect than whether social psychologists
have the right and/or responsibility to prescribe how people should change.

Which traits of the Benighted Layperson have gotten the most attention
from social psychologists? The Benighted Layperson is someone who is prone
to holding various prejudices, especially toward women and minorities. The
Benighted Layperson is not environmentally friendly, tending instead to waste
energy, to fail to recycle properly, to litter, and in other ways to contribute to the
degradation of the natural environment. The Benighted Layperson is aggres-
sive, unhelpful, and in other ways does not treat others properly. The Benighted
Layperson also does things that are harmful to self, such as smoking and over-
eating. Some social psychologists view their work as providing insights into
ways these people can change these undesirable behaviors.

About These Images

We have discussed some of the primary ways in which social psychologists have
thought about the human being. You can spot most of them here and there in
the remaining pages of this book. Before closing, we have a few additional
remarks.

First, although we have been slightly whimsical about naming and charac-
terizing these different images, we do on the whole respect the need to have
some understanding about human nature. Social psychology studies people,
and it is inevitable to maintain some assumptions about what those people are
like. Social psychology reacted against the elaborated, detailed, systematic the-
ories of the human being, such as those that flourished in personality psychol-
ogy in the early twentieth century. But it is not really practical for an entire field
to do research on people with no assumptions about their fundamental
nature.
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A second point is that there are some notable omissions from this list. In the
1950s, psychology was dominated by behaviorism and psychodynamic theory,
which had quite different views of people; however social psychology never
really embraced either of these in anything approximating a pure form. As we
said, the elaborate Freudian model, complete with id and superego (not to men-
tion castration anxiety, an Oedipus complex, and penis envy), was never
strongly influential in social psychology, although some of Freud’s ideas were
adopted in the field.

Meanwhile, the behaviorist vision of the human being as an animal whose
behavior is the result of conditioning processes—we might refer to this image
of humankind as the Behavioristic Super-Rat—was tentatively adopted by some
researchers but never really seemed adequate. From its early years in the 1950s,
social psychology found it necessary to reject the reigning views, because they
were not adequate to explain the phenomena social psychologists were study-
ing. For example, cognitive dissonance and attributional processes did not fit
into either the Freudian scheme or the Behavioristic Super-Rat. The behavior-
istic view of the mind as a “black box” that could not be scientifically studied
and was therefore off limits to research simply could not work within a view of
social psychology in which attitudes were important concepts. The Cognitive
Revolution rendered it fully obsolete.

Last, this list is not exhaustive, and new views may emerge. Today many
researchers focus on the brain and there may be a new view of the human being
as a set of brain activities and their consequences. Other researchers focus on
the active self who makes decisions, self-regulates, and so forth. This will pro-
vide an image of the human being as someone who does things. Perhaps in the
next edition of this textbook, these will be treated as fully developed images!
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Chapter 2

How We Got Here from There: A Brief
History of Social Psychology

Harry T. Reis

She that from whom
We all were sea-swallowd, though some cast again
(And by that destiny) to perform an act
Whereof what’s past is prologue; what to come,
In yours and my discharge.
— William Shakespeare, The Tempest

One of the first lessons I learned teaching introductory Social Psychology was
never start with history. History, I quickly realized, is more compelling to those
who have lived with its consequences than those who are approaching the field
for the first time. In other words, it is easier to appreciate the role of history in
shaping a field when we know and appreciate its dominant traditions and
themes than when we have no general sense of what the field is about. In writ-
ing this chapter for an advanced social psychology textbook I hope that the
reader already has some reasonable idea of what social psychology is (perhaps
from an introductory course). My further hope is that the reader has some
longer-term interest in social psychology. That way, the reader can take advan-
tage of the goals of this chapter: to reveal how our past is prologue to the field’s
current character and at the same time to help set the stage for where the next
generation of young social psychologists will take it.
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Social psychologists sometimes find ideas in the field’s history (see, for
example, Jones, 1985). Contemporary trends, both in science and in the culture
at large, are also influential. The social and political zeitgeist has often inspired
the field’s research and theory, as is evident in the emergence of broad themes
in our history: individualism in the early part of the twentieth century; group
influence and obedience in the aftermath of World War II; and social inequality,
stereotyping, and prejudice in the 1960s and 1970s. Moreover, social psychologists
are opportunistic, fast to take advantage of new scientific approaches and tools,
as seen, for example, in the rise of cognitive perspectives in the 1970s and bio-
logical approaches at the beginning of the twenty-first century. In these and
other instances, the field’s deep-seated interest in understanding fundamental
principles of human social behavior was galvanized by emerging theoretical
perspectives, new methodologies, or dramatic events (e.g., the 1964 murder of
Kitty Genovese, which spawned research on bystander intervention; Latané &
Darley, 1970), and sometimes all three. It is impossible, in other words, to sepa-
rate historical trends in social psychology from parallel developments in science
and culture.

This tendency of social psychological research to be linked to the cultural,
political, and scientific zeitgeist has led, in the eyes of some commentators (e.g.,
Gergen, 1973, 2001), to the claim that social psychology is faddish and noncu-
mulative, in the sense that certain topics or approaches become fashionable and
active for a time and then dissipate, not so much because a comprehensive,
accurate, and well-documented understanding has been achieved but rather
because researchers simply tire of the subject. That interest in one or another
research topic waxes and wanes seems indisputable. As Jones (1998) wrote,

Many social psychologists feel that their field is uniquely or especially
vulnerable to faddism. . . . Surely there are bandwagons upon which
graduate students and more established scholars climb in all research
fields. However, it may be that such labels as “fad” or “fashion” are more
easily applied to the social sciences than to the natural sciences because
developments in the social sciences tend to be less cumulative and each
research concern is therefore more limited by time. In any event, any
student of social psychology knows that particular theories or methods or
paradigms gain favor, dominate segments of the literature for a period of
time, and then recede from view. (p. 9)

Jones went on to describe several factors to which he attributed this waxing

and waning. Among the former are the timely interests of innovating research-
ers, the explanatory power and potential for novel findings provided by new
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theories or tools, the leadership of prestigious researchers, and (as seems even
more true today than in Jones’s era) funding priorities. Factors responsible for
the waning of research interests include progress in understanding a phenom-
enon, so that remaining questions provide incrementally smaller yields and are
therefore less attractive to young scholars; theoretical or empirical “dead ends”
(i.e., once-promising ideas or findings turn out to be mundane, untenable, or
artifactual); and what might be called “benign neglect”—diminished interest in
the familiar (see Arkin, 2009, for a relevant collection).

If research interests wax and wane, what is the purpose of studying the
history of social psychology? Several reasons stand out. First, although trends
exist, certain topics do endure. For example, few researchers today study the
authoritarian personality, the risky shift, or ingratiation, but bias in perceiving
others, persuasion, and social self-regulation have remained persistently popu-
lar for more than a half-century. Better appreciation of why research and theory
on certain topics continue to evolve while others fade away may provide sign-
posts for researchers considering what to study and how to study it. Also, high-
lighting broad themes and trends in social-psychological research is a useful way
of identifying social psychology’s contribution to knowledge relative to other
sciences and disciplines (Hinde, 1997).

Second, knowledge in any discipline grows both horizontally and vertically.
That is, some advances occur when researchers build on earlier work, whereas
other advances arise from entirely new directions (McGuire, 1973). Building,
or what Mischel (2006) called becoming a more cumulative science, depends
on knowing the history of a phenomenon or theory; new findings deepen, elab-
orate, or add complexity to what is already known. Discovering new directions
also benefits from an awareness of history, because a direction is new only if it
can be distinguished from what came before.

Third, in social psychology, unlike many more technical fields, new scholars
begin with “entry biases”—preconceived notions, based on “a lifetime of experi-
ence in observing and hypothesizing about human behavior” (Cacioppo, 2004,
p. 115), grounded in common sense, intuition, and personal theories. Formal
theorizing is one method to minimize the harmful effects of these biases, while
capitalizing on whatever novel insights they might suggest (Cacioppo, 2004;
McGuire, 1997). A good sense of the field’s history is also helpful.

For these reasons, this chapter subscribes to a remark widely attributed to
Winston Churchill: “(t)he farther backward you look, the farther forward you
are likely to see” I propose that future research is likely to be better informed if
planned with an awareness of what came before, and is also more likely to fill a
useful niche within the broad network of theories that define social psychology.
Research conducted without such awareness is more likely to provide isolated
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results, with ambiguous or even inconsistent links to other principles and
theories.

An historical perspective is also conducive to interdisciplinary research, or
what Van Lange (2006) described as building bridges between social psychol-
ogy and other disciplines. Social psychologists have not always capitalized on
links to other disciplines, and scholars in other disciplines are sometimes
unaware of social-psychological research that bears directly on their interests.
If transdisciplinary research is the future of science, as most science adminis-
trators believe it is, then the long-term outlook for social psychology depends
on our ability to make such bridges explicit and generative. Many such bridges
already exist, as Van Lange (2006) illustrates. Awareness of historical trends in
theories and research may help illuminate how and why some bridges went
nowhere while others opened new territory.

This chapter is organized around six historical periods, catalogued impre-
cisely according to major research trends that defined the era and distinguished
it from preceding periods. These developments reflect far more research and
many more contributors than can be mentioned in a brief chapter such as this.
For that reason, I emphasize contributions that played pivotal roles in the evo-
lution of social-psychological research and theory. Readers interested in more
detailed accounts will find Allport (1954), Goethals (2003), Jahoda (2007),
Jones (1985), and Ross, Ward, and Lepper (2010) particularly informative.

Classical Roots

1908 is often listed as the beginning of social psychology because the first two
textbooks bearing that name, one by the psychologist William McDougall and
the other by the sociologist Edward Alsworth Ross, appeared in that year. This
designation is misleading. McDougall and Ross had direct intellectual prede-
cessors in the eighteenth and nineteenth centuries, and their writing featured
concepts similar in scope, ideology, and method. Moreover, if social psychol-
ogy is defined as “an attempt to understand and explain how the thought, feel-
ing, and behavior of individuals are influenced by the actual, imagined, or
implied presence of other human beings” (Allport, 1954, p. 5), then it is no
overstatement to say that social psychological theorizing dates back to at least
the origins of recorded history. This is because members of the species Homo
sapiens have tried to articulate systematic principles for understanding, pre-
dicting, and controlling the ways in which people influence one another at least
since cognitive evolution gave us the capacities for self-awareness, symbolic
thought, and theory of mind.
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For example, one of the oldest known legal codes, the ancient Babylonian
Codex Hammurabi (ca. 1760 BCE), contains 282 laws defining properties of
interdependence for living in social groups, how responsibilities and rights are
linked to social positions, rules for distributive and procedural justice, and
attributions for misdeeds. The principle of “an eye for an eye” (known today as
the norm of reciprocity) first appears here. The Sanskrit Bhagavad Gita, consid-
ered the sacred scripture of Hinduism, offers numerous allegorical teachings
describing the association between motivation and action, the self, and social
and divine influence. In the sixth century, Benedict of Nursia, the founder of
western Christian monasticism, compiled 73 “rules” describing how a monas-
tery ought to be run and how a spiritual life ought to be lived. This Rule of
Benedict includes many social-psychological ideas, for example, about regulat-
ing individual responsibility and interdependence in the monks’ activities.
Innumerable social psychological principles can be found in the Judeo-
Christian Bible, encompassing issues of free will, prosocial and antisocial
behavior, self-centered and other-centered motives, the self in relation to oth-
ers, causal attributions, the nature of human needs and motives (and how to
deal with them in social living), forgiveness and guilt, self-regulation, social
cognition, and justice motives. Several social-psychological effects are even
named after Biblical passages (e.g., the Good Samaritan experiment).

Some have argued that Aristotle was the first social psychologist (e.g.,
Taylor, 1998). Aristotle maintained that because humans are inherently social,
it is necessary to understand how the social environment affects the individual.
This general principle led him to numerous specific ideas, such as the role of
goals in construing situations, rationality in social judgment and action, and
reciprocity of affection as a basis for love and friendship. Nevertheless, Aristotle’s
predecessors Plato and Socrates also established important wellsprings for
the waters of later social-psychological thinking. For example, Plato described
the utilitarian functions of groups, introducing constructs later to reemerge as
the social contract, the group mind, obedience, conformity, social facilitation,
and social loafing. Plato’s Symposium provides a seminal description of the vari-
eties of love. As for Socrates, the conflict between Socratic rationality and
Sophist rhetoric might be considered the first dual process model of persua-
sion. In short, it seems safe to conclude that there are ample examples of social-
psychological theorizing, in character if not in name, throughout antiquity to
the present day.

There is little doubt that the social philosophers and early scientists of the
Age of Enlightenment played a significant role in setting the stage for modern
social psychology (Jahoda, 2007). Many ideas introduced during this period
(broadly construed here to start in the latter part of the seventeenth century and
end early in the nineteenth century) were instrumental in the later appearance
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of social-psychological thinking during the latter half of the nineteenth century.
Particularly influential examples include the following:

o John Locke’s insistence on observation as the basis of both personal and
scientific knowledge;
 Rene Descartes’ ideas about cognition and the mind/body problem;

Jeremy Bentham’s hedonic calculus, which argued that humans act to
obtain pleasure and avoid pain;

Jean Jacques Rousseau’s social contract, which explained how people
cede certain rights to authorities in order to maintain well-functioning
groups;

Thomas Hobbes’s account of power seeking as a basic human motive;
Georg Hegel’s account of the social (group) mind as an entity unto itself,
which subsumes individual minds;

« David Hume’s attention to reason, as well as his suggestion that

sympathy for others provides a foundation for social relations;
Immanuel Kant’s Critique of Pure Reason, which suggested that the
properties of objects and the way that humans perceive those objects
were not one and the same;

o Adam Smith, whose Wealth of Nations celebrated self-interest as a moral
good, and who proposed a theory of sympathy, in which the act of
observing others fosters awareness of one’s own behavior and moral
motives; and

Charles Darwin, whose theory of evolution is above all else an account
of the role of social relations in reproduction and survival.

None of these scholars used the term social psychology, but their influence on
what came later is clear. Insofar as they promulgated principles for a systematic
understanding of how individuals function within social groups and society,
some even using scientific methods in that quest, they sowed the intellectual
seeds that flowered into modern social psychology.

The Emergence of a Field: 1850-1930

As previously explained, assigning a start date to social psychology is an ambig-
uous enterprise. One reasonable line of demarcation is the first appearance of
the term social psychology to identify a field of inquiry. Jahoda (2007) credits
an obscure Italian philosopher, Carlo Cattaneo, with coining the term psicolo-
gia sociale in 1864, to describe the psychology of “associated minds”—how new

30



How We Got Here from There: A Brief History of Social Psychology

ideas emerge from the interaction of individual minds. A more influential early
user of the term was Gustav Lindner, an Austrian/Czech psychologist whose
1871 textbook discussed at length many matters of “deriving from the mutual
effects . . . of individuals in society the phenomena and laws of social life”
(Jahoda, 2007, p. 59). Lindner’s book included a section entitled “Fundamentals
of Social Psychology;” and because the book was widely read, it is more likely to
be the source of what followed than Cattaneo’s article.

Wilhelm Wundt was a substantial intellectual force in the early develop-
ment of the field. Wundt’s 10-volume Volkerpsychologie (often loosely trans-
lated into English as social psychology, a translation to which Wundt objected
because the term “social” at that time connoted culture, whereas Wundt had a
more comprehensive intent; Greenwood, 2004), published between 1900 and
1920, was a tour de force of ideas about “those mental products which are cre-
ated by a community of human life and are, therefore, inexplicable in terms
merely of individual consciousness since they presuppose the reciprocal action
of many” (Wundt, 1916, p. 2). Wundt is widely considered to be the father of
modern experimental psychology, but perhaps curiously, he felt that the exper-
imental approach was not conducive to his Volkerpsychologie, which may help
explain why Wundtian concepts have not endured in contemporary experi-
mental social psychology. Nevertheless, because Wundt’s laboratory in Leipzig
was one of the most influential hubs in early psychology, and because Wundt
himself was not to be ignored, his writings undoubtedly popularized the study
of the individual within group contexts.

Another early landmark was the first social-psychological laboratory exper-
iment, conducted by Norman Triplett at Indiana University in 1897. Stimulated
by his observation that bicycle racers rode faster when paced by another rider,
Triplett reported results from a study of 40 children asked to wind silk cord onto
fishing reels, alternately doing so alone and together (Triplett, 1898). Others
picked up on Triplett’s use of experimentation to study social-psychological
questions, but the experimental method did not become popular until the
1920s, when it was championed by Floyd Allport at Syracuse University.
(Indeed, experimentation did not become the predominant method of research
in social psychology until the 1950s and 1960s, following Kurt Lewin’s influ-
ence; McMartin & Winston, 2000.) Allport made two important contributions
to the early development of social psychology. The first, already noted, was his
conviction that controlled laboratory experimentation would provide the nec-
essary rigor for advancing (social) psychology as a science. The second was his
insistence that group phenomena had to be studied in individualist terms:

There is no psychology of groups which is not essentially and entirely a
psychology of individuals. Social psychology . . . is a part of the psychology
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of the individual, whose behavior it studies in relation to that sector of his
environment composed by his fellows. (Allport, 1924, p. 4; italics in the
original)

To the extent that social psychology in the 1980s was “largely a North American
phenomenon,” as E. E. Jones (1985, p. 47) asserted, it was because of Allport’s
legacy.

Allport’s 1924 textbook more nearly resembles contemporary social psy-
chology than its two predecessors, both published in 1908, which are com-
monly cited as the field’s inaugural textbooks. Partly for this reason, Jahoda
(2007) considers 1908 to be the end of social psychology’s earlier era, rather
than the beginning of its new one (notwithstanding the impact of these two
textbooks in putting the term social psychology on the scholarly map). One of
these books, written by the sociologist Edward Alsworth Ross, defined social
psychology as concerned with “uniformities due to social causes, i.e., to mental
contacts or mental interactions . . . It is social only insofar as it arises out of the
interplay of minds” (1908, p. 3; italics in the original). What Ross called
“uniformities” attributable to the “conditions of life’—features of the environ-
ment not subject to mental interplay between persons, such as the physical set-
ting, visual cues, culture, or race—were explicitly excluded. Ross had been
notably influenced by earlier sociologists such as Gustave Le Bon and Gabriel
Tarde, who popularized concepts such as crowd psychology and the group
mind, using suggestion and imitation as mechanisms. Ross sought to explain
social influence and control and thus may be considered a bridge between early
sociologists and later group-process researchers.

The other inaugural volume, by William McDougall, was somewhat less
explicit, charging social psychology with the task of showing “how, given the
native propensities and capacities of the individual human mind, all the com-
plex mental life of societies is shaped by them and in turn reacts upon the
course of their development and operation in the individual” (1908, p. 18).
McDougall emphasized the individual, having been influenced by Darwin. He
attributed a prominent role to instincts, which he believed underlie human
sociality and more complex forms of social organization. In this emphasis,
McDougall faced considerable opposition from the then-emerging followers of
behaviorism.

Two additional trends during this period played significant roles in social
psychology, although these would not be evident until later. The first, psycho-
analytic theory was not particularly influential in early social psychology (with
the possible exception of instincts; G. Allport, 1954). Nonetheless, constructs
introduced by Sigmund Freud, Carl Jung, Alfred Adler, Karen Horney, and
other psychoanalytically oriented psychologists are relevant to modern social
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psychology, not necessarily in their original forms but rather as contemporane-
ously reconceptualized. For example, ideas such as motivation outside of aware-
ness, chronic accessibility, subliminal perception, the effects of ego defense on
self-regulation, repression, the functional basis of attitudes, the importance of
early-life relationships with caregivers, relational conceptions of self, terror
management, transference, compensatory behaviors associated with low self-
esteem, and the ideal self can all be traced, at least in rudimentary form, to
psychoanalytic writings. (See, for example, the December 1994, special issue of
the Journal of Personality on social cognition and psychoanalysis.) Speculation
on the reasons why these concepts took hold in social psychology only after the
passage of time go beyond the goals of this chapter. One likely factor is the way
in which psychoanalytic observations have been recast into processes and
mechanisms that are more amenable to modern psychological theories and
methods (e.g., Erdelyi, 1990).

A second development that later bore fruit is the work of William James.
James, ever the philosopher-psychologist, had a long and productive career at
Harvard University, beginning in 1873 and ending with his death in 1910.
James’s influence is not particularly visible during this early period of social
psychology. Nonetheless, his ideas became important later, when topics such as
the self, emotion, and theory of mind became central to the discipline. In
particular, James first proposed the “motivated tactician” model of social
cognition—that thinking is for doing (Fiske, 1992)—and that the self could
vary in response to social context (an idea elaborated by James Mark Baldwin
and George Herbert Mead). In some senses, it is striking testimony to James’s
vision and generativity that although his work was somewhat tangential to
social psychology during his time, the field eventually came to him.

To summarize, during the period from 1850 to 1930, social psychology was
transformed from a relatively informal conglomeration of ideas about the asso-
ciation of individuals to the groups and societies in which they lived to a viable,
self-identified discipline. One sign that the field had come of age was the deci-
sion by Morton Prince, then editor of the Journal of Abnormal Psychology, to
rename thatjournal as The Journal of Abnormal Psychology and Social Psychology,
designating Floyd Allport as a co-editor. Their editorial statement nicely sum-
marizes the field’s progress:

At its inception, less than two decades ago, social psychology was
variously defined according to different opinions as to its subject matter.
The following classes of data were among those stressed in the various
definitions: crowd action, the social bases of human nature, the
psychological aspects of social formations and movements, and “planes
and currents” of thought and action which arise by virtue of the
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association of human beings. Through the enterprise of the pioneers these
formulations, supplemented by many incidental contributions from
others, have grown into a science having as its field a unique set of natural
phenomena, and a wide range of practical application. A distinct method
also is emerging, though progress here is necessarily slow owing to the
large scale and the intangibility of much of the data. Interest in the subject
is rapidly growing, and there are many courses given in it in colleges
throughout the country. . . . In view therefore both of the present need of
an organ for social psychology and of the mutually helpful contacts
between that science and abnormal psychology, The Journal is pleased to
announce the extension of its scope to include the former, and cordially
invites those who are interested in the advancement of social psychology
to join the ranks of its readers and contributors. (Prince & Allport, 1921,

pp- 1-5)

Maturation and Migration: 1930-1945

By 1930, social psychology had established itself as an important psychological
subdiscipline. As the 1930s began, American social psychology was dominated
by the E Allport-inspired individualist emphasis, whereas European social psy-
chology still reflected earlier notions of a group mind (Franzoi, 2007). All this
was to change shortly, for both intellectual and geopolitical reasons.

Notable landmarks in American social psychology in the 1930s included
the following: (1) the frustration-aggression hypothesis (Dollard, Doob, Miller,
Mowrer, & Sears, 1939), which, derived from stimulus-response concepts,
remains social psychology’s primary legacy from the behaviorist tradition,
along with the later-appearing Social Learning Theory (Bandura & Walters,
1963); (2) interest in the structure and function of attitude, following the grow-
ing importance of public opinion research in American society, G. Allport’s
(1935) seminal chapter in the Handbook of Social Psychology, Newcomb’s (1943)
longitudinal study of attitude change among Bennington College students
(conducted between 1935 to 1939), and LaPiere’s (1934) classic study demon-
strating noncorrespondence between attitudes and action toward outgroup
members; (3) Katz and Braley’s (1933) study of ethnic stereotypes among
Princeton University students, which opened the door to the lasting interest in
prejudice and stereotyping in social psychology; and (4) Mead’s (1934) theoriz-
ing about the role of internalized social experience in the self. It also seems
appropriate to cite Henry Murray’s (1938) personality theory. Primarily a per-
sonality theorist, Murray presaged much of what was to follow by proposing
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that both situations (press) and dispositions (needs) influenced behavior.
By allowing for the existence of numerous needs, in contrast to the more struc-
tured conceptions of earlier models, Murray’s flexible approach became popu-
lar among social psychologists who wanted to study how one or another
predisposition (broadly construed to include needs, goals, and motives) affected
behavior in social situations.

Significant as these advances were, they pale in comparison to other devel-
opments, born in Europe but coming of age in America. Kurt Lewin was a
German social psychologist who emigrated to the United Statesin 1933. Steeped
in the Gestalt tradition, Lewin sought to extend its perceptual and cognitive
focus to social psychology, particularly to questions about motivation, action,
and interaction. Lewin formulated Field Theory (1951)" with the intent of
describing the social environment in terms of relations between individuals
who “locomoted’ through a field of bounded ‘regions’ impelled by ‘forces’ or
drawn by ‘valences’ along power ‘vectors” (Jones, 1985, p. 21). These forces
were both interpersonal and intrapersonal, leading Lewin to propose that
behavior was a function of the person and the environment, represented in his
now-famous dictum, B = f(P, E). Even if this dictum is often misconstrued—
Lewin did not intend P and E to be separable, additive factors, but rather
“one constellation of interdependent factors” (1951, p. 240, italics in the origi-
nal; see Reis, 2008, for further discussion)—it set the stage for examining social
behavior in terms of motivational dynamics arising both within and outside the
person. In this sense, Lewin’s approach may be seen as a hybrid of the American-
individualist and European-group mind traditions that were popular at the
time. Lewin’s goal plainly was to develop a set of quantifiable constructs, using
the mathematics of topology, that could be used to formally test propositions
about human social relations. Despite the fact that he was not successful in this
regard, Lewin’s general approach turned out to be extraordinarily influential.

Lewin’s lasting influence on social psychology went well beyond his theo-
retical vision. In 1945, he founded the Research Center for Group Dynamics
(RCGD) at the Massachusetts Institute of Technology. Although Lewin died
prematurely just 2 years later (in the midst of the RCGD’s move to the University
of Michigan), the group of social psychologists who worked or trained there
under Lewin’s far-sighted and inspiring spell were central players in the field’s
rapid postwar expansion. These included Leon Festinger, Stanley Schachter,
Kurt Back, Morton Deutsch, Dorwin Cartwright, Murray Horwitz, Albert
Pepitone, John French, Ronald Lippitt, Alvin Zander, John Thibaut, and Harold
Kelley. Almost all current social psychologists will find one or more of these
figures in their scholarly genogram.

Another enduring impact was Lewin’s resolute belief in the value of applied
research. In 1943, he asserted that “there is nothing so practical as a good theory”
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(Lewin, 1951, p. 169) and he backed this up with the conviction that social
psychologists should test their theories in applied settings. Lewin was known
for conducting bold “action-oriented” experiments in field settings (for exam-
ple, his studies during World War II using group pressure to induce American
housewives to prepare family meals with more plentiful organ meats, because
better quality meat was being used for the troops; Lewin, 1943). Lewin was
instrumental in founding the Society for the Psychological Study of Social
Issues, in 1936, an organization that continues to be a hub for social psycholo-
gists committed to social action.

Lewin’s decision to emigrate to the United States, then, turns out to be one
of the most important milestones in the history of social psychology. Many
other significant European scholars also emigrated to the United States in that
era, including Muzafer Sherif (whose pioneering work on social norm develop-
ment led to Asch’s conformity experiments) and Fritz Heider, which led
Cartwright (1979) to name Adolph Hitler as the person who most influenced
the development of social psychology. World War II had a further influence on
the field’s progress in that many leading researchers of that or the next genera-
tion worked for U.S. government research agencies involved in the war effort,
including Lewin himself, Rensis Likert (who advanced survey research meth-
ods for the Department of Agriculture), Samuel Stouffer (whose Army experi-
ence led directly to the concept of relative deprivation), Murray (who conducted
personality assessments for the Office of Special Services), and Carl Hovland
(whose evaluations of military training films for the Army led to the Yale tradition
of persuasion research). Thus, the impact of the zeitgeist on the development of
social psychology is not solely a matter of suggesting research topics; it also
involves the movement and activities of the people who do social psychology.

Full Steam Ahead!: 1946-1969

The post-World War IT era was a heady time for social psychology. The field was
expanding rapidly, fueled by the growth of universities and research. The G.I.
Bill, which funded undergraduate and graduate education for soldiers return-
ing from the war effort, created an immediate need for faculty and facilities.
Research funding also increased exponentially, particularly in psychology,
reflecting greater government investment in science and the mental health
needs of returning veterans and others affected by the war. Opportunities were
therefore great for the European emigrees and young American social psychol-
ogists alike. Social psychology was a relatively new science whose potential
resonated with the national mood, and universities were quick to add programs
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and positions. It was not uncommon in the early postwar era for positions to be
offered on the basis of a telephone conversation. Tenure could be achieved in a
year or two, and research grants were plentiful.

All these opportunities fed on the ideas and enthusiasms of social psycholo-
gists, especially young social psychologists, and it is no overstatement to
conclude that their accomplishments largely fulfilled their expectations. The
theoretical and empirical achievements of this period were considerable.
Researchers expanded on the grand theories of prior periods, adding and flesh-
ing out theoretical models, extending the field’s reach to new phenomena, and
building an empirical knowledge base to support theory. The laboratory exper-
iment entered its golden age, as researchers found ways to manipulate complex
concepts in clever, well-controlled, and highly involving scenarios [e.g., Asch’s
(1956) conformity experiments or Latané and Darley’s (1970) bystander inter-
vention experiments]. It was a good time to be a social psychologist.

Early in this interval, the dominant theme was group dynamics, reflecting
the influence of Lewin’s students and contemporaries, who fanned out across
the country following his death. Much of this research used field-theory
concepts and language, although this was usually more an approach than a set
of theory-derived propositions. The Lewinian tradition was plainly evident in
graduate curricula, embodied in a popular textbook of readings, Group
Dynamics: Theory and Research (Cartwright & Zander, 1953, 1960, 1968).
Among the more influential programs of group-dynamics research among
Lewin’s disciples were Festinger’s (1950) Theory of Informal Social
Communication, which identified and described three sources of communica-
tion (“pressures toward uniformity”) within groups (to establish social reality
through consensus, to move toward a goal, and to express emotional states),
and Deutsch’s (1949) studies of cooperation and competition. Another example
(albeit one that did not directly use field-theory terminology and concepts) was
Thibaut and Kelley’s Interdependence Theory (1959; Kelley & Thibaut, 1978),
which provided an elegant theoretical model for explaining how interdepen-
dence with respect to outcomes influences individuals’ behavior.

By no means was the study of group processes limited to the Lewinians,
however. Solomon Asch (1956) was busily conducting experiments on confor-
mity. Asch had been struck by Sherif’s (1936) experiments showing the effects
of social influence when subjects were confronted with ambiguous stimuli.
Asch removed the ambiguity, by asking naive subjects to judge which line
among a set of lines was longest. Despite the fact that the correct answer was
plainly apparent, confederates would give the wrong response, creating a
dilemma for subjects: accept the group consensus or go it alone. Asch’s work is
often cited for showing “blind conformity,” but this is a substantial miscon-
strual of his approach. Asch believed that disagreement in a group of one’s
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peers, each of whom has as much legitimacy as oneself in making a perceptual
judgment, required considering the possibility that one’s own judgment might
somehow be erroneous: “Not to take it [the group] into account, not to allow
one’s self to be in any way affected by it, would be willful” (Asch, 1952, p. 484).
This important point led to a distinction between private acceptance (informa-
tional conformity) and public compliance (normative conformity) as bases for
conformity, which was to fuel subsequent research and theory (Deutsch &
Gerard, 1955). Research identifying situational and dispositional bases for
nonconformity also became important during this period (e.g., Allen, 1975).

Nevertheless, by the mid-1960s, social psychologists were losing interest in
group process research (Wittenbaum & Moreland, 2008). In part, this waning
may have reflected the emphasis in American social psychology on the indi-
vidual. European social psychology had been decimated by the war’s destruc-
tion and the emigration of many important scholars to America. Much of the
group research being conducted moved away from studies of within-group
processes and instead focused in a much more conceptually limited way on
how groups influence the individual, a topic that acquired the label “social
influence” For example, research on the “risky shift’—the tendency of indi-
viduals to take more risks in group decisions than when deciding alone
(Wallach, Kogan & Bem, 1962)—was popular for a time.

Another example was Stanley Milgram’s obedience studies (1963, 1965).
Arguably, nothing has defined social psychology more sharply in the public
mind, for better and for worse, than Milgram’s research. Milgram’s thinking
derived from his penetrating synthesis of the group process and social influ-
ence studies that preceded him as well as from his personal observations about
the Holocaust (Milgram, 1974). In a series of dramatic experiments that remain
controversial to this day (Berger, 2009), Milgram demonstrated how, under
certain circumstances, ordinary adults could be induced to deliver lethal elec-
tric shocks. Identifying those circumstances, as well as the dispositional factors
that interacted with them, became the centerpiece of his research and the
research of others. In contrast, public and scholarly attention outside the field
largely ignored these moderators, focusing instead on the striking, and to some,
morally repugnant, behaviors that Milgram’s paradigm had elicited.

Social influence processes were pivotal in other phenomena that became
central to the field in the late 1950s and 1960s. For example, at Yale University,
Carl Hovland and his colleagues and students began the Yale Communication
and Attitude Change Program, which blended Hovland’s experience with pro-
paganda during World War II, Hullian learning theory, and group dynamics.
The basic premise of the Yale approach to persuasion was to ask, in a somewhat
mechanistic way, “Who said what to whom?” This led to numerous studies
investigating the factors that predict attitude change, many of which are still
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cited and applied today. Festinger’s interests evolved in a similarly individual-
centered direction, as reflected in his Social Comparison Theory (Festinger,
1954). Social Comparison Theory argued that people evaluate their abilities
and opinions by considering social reality, which they establish by comparing
themselves to similar others. In this theory, we can clearly see the field’s move
from one concerned with group dynamics to one examining the influence of
others on the individual.

Social psychology’s bandwidth was also widening during this expansionary
era. Social psychological theorizing and methods were being applied to an ever-
increasing range of phenomena. Person perception became a major topic,
following two important developments: (1) Asch’s (1946) work on trait-based
impressions, in which he showed that a list of traits such as industrious, skillful,
and practical would lead to a very different overall impression if paired with the
adjective “warm” than if paired with the adjective “cold;” and (2) the then-
innovative “New Look” in perception, which proposed that the act of percep-
tion was influenced by motives and expectancies. These models fostered
growing interest in understanding the relative contribution of perceivers and
percepts in the act of person perception, including enduring questions about
bias. Hastorf and Cantril’s (1954) classic “They Saw a Game,” in which Princeton
and Dartmouth students provided strikingly different accounts of rough play in
a football game between their two schools, dramatically illustrated principles
being studied in several laboratories (Bruner & Tagiuri, 1954). Another,
although very different, influence was Cronbach’s (1955) seminal critique of
simple trait ratings, in which he demonstrated that a single response was
actually composed of several distinct components. The complexities that he
introduced to the study of accuracy in person perception remain vital (albeit
often ignored) today (Funder, 1987; Kenny, 1994).

In 1957, Festinger introduced the Theory of Cognitive Dissonance, which
some believe to be the single most influential theory in the history of social
psychology (Cooper, 2007). The basic premise of this theory exemplified
Festinger’s talent for simple yet elegant and generative theorizing: When two
cognitions do not fit together, there is pressure to make them fit, which can be
resolved through various cognitive or behavioral changes. In its emphasis on
cognitive consistency, dissonance theory was not unlike other models popular
at the time (e.g., balance theory; see Abelson, Aronson, McGuire, Newcomb,
Rosenberg, & Tannenbaum, 1968, for a collection of theories and approaches),
but dissonance theory’s more dynamic, self-regulatory approach won out. The
original theory and experiments led to enthusiastic acceptance on some sides
and extensive criticism on other sides, particularly among behaviorists (e.g.,
Rosenberg, 1965), whose reinforcement principles made very different predic-
tions. It seems safe to say that over time, the cognitive-dissonance position won
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out, but more important are the changes the theory went through and the vari-
ous new theories it inspired. Over time, Festinger’s propositions were trans-
formed into a theory of behavior justification, postulating that behaviors
inadequately explained by external rewards or constraints would engender a
need for self-justifying attitude change. Other important work stimulated by
the cognitive dissonance tradition includes Bem’s model of self-perception
(Bem, 1972), reactance theory (Brehm, 1966), self-affirmation theory (Steele,
1988), and research on extrinsic motivation (Deci & Ryan, 1985).

Still other enduring theories and phenomena introduced during this fertile
period include Schachter’s (1971) two-factor theory of emotion, which popu-
larized emotion as a topic for social-psychological inquiry and introduced ideas
about the attribution and misattribution of arousal. Interest in interpersonal
attraction and friendship formation grew, spurred by Newcomb’s (1961)
detailed study of the acquaintance process among new students at the University
of Michigan, Byrne’s (1971) studies of similarity and attraction, Altman and
Taylor’s (1973) studies of self-disclosure and social penetration, and, slightly
later, Berscheid and Walster’s (1974) physical attractiveness research. Stouffer’s
(1949) seminal book, The American Soldier, introduced the concept of relative
deprivation, which, integrated with George Homans’s (1950) social exchange
theory, led J. S. Adams to propose the Equity Theory (1965), all of which fos-
tered lasting interest in social justice research among social psychologists.

Finally, 1968 was the year in which Walter Mischel proposed that the then-
dominant stable-trait models of personality, which sought to identify cross-sit-
uational consistencies in behavior, be replaced by contextually varying “if-then”
models that sought to identify distinctive yet stable patterns of response to
particular situations. Mischel’s work was an influential reminder of Lewin’s
famous dictum, and was instrumental to the subsequent popularity of Person x
Situation interaction research. Moreover, Mischel’s influence reminded the field
that personality psychology and social psychology were most effective as a single
discipline (a reminder heeded more in principle than in practice).

The zeitgeist continued to play a significant role in the field’s evolution, as
social psychologists pursued research addressing important events of the day.
One of the most compelling examples began in 1964, when Kitty Genovese was
brutally stabbed to death outside her Kew Gardens (New York) apartment
while 38 witnesses reportedly did nothing to intervene or call the police. Public
outrage about urban apathy and callousness was intense. Bibb Latané and John
Darley, two young social psychologists residing in the New York City area, pro-
posed and began what became an extensive research program testing a
more social-psychological interpretation of factors that determine bystander
intervention and nonintervention. Two principles were key: diffusion of
responsibility—that bystanders are less likely to feel personally responsible to
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act if others are present—and situational ambiguity—that bystanders use situ-
ational cues, such as the nonresponse of others, to interpret whether the event
is truly an emergency. Even though later reports questioned some details about
this crime (Rasenberger, 2004), Latané and Darley’s research (1970) made
bystander intervention an enduring part of the literature. Perhaps more impor-
tantly, because their research continues to receive substantial media coverage, it
demonstrated to the public the value of social-psychological research.

Another current event, the civil rights movement, also dramatically affected
the field’s research agenda. Research on the causes and consequences of prejudice
and discrimination grew in popularity, serving as a theoretical foundation for later
interventions (e.g., the Jigsaw classroom, first used in 1971; Aronson & Patnoe,
1997). Brown vs. Board of Education of Topeka, Kansas, the landmark 1954 deci-
sion in which the Supreme Court overturned the doctrine of “separate but equal,”
also energized the field, largely because social science research, as summarized in
Kenneth B. Clark’s testimony, was cited as particularly influential in the court’s
decision. Student antiwar protests in the late 1960s also found a resonant chord
in social psychology (e.g., Block, Haan, & Smith, 1969), perhaps because social
psychologists were at least sympathetic to and often active in the cause.

As the presence of social psychology on university campuses grew, so did
the field’s infrastructure. Division 8 (Social and Personality Psychology) of the
American Psychological Association was formed in 1947, with Gordon Allport
as the first Chair. [In 1974, the independent Society for Personality and Social
Psychology (SPSP) replaced Division 8 as the field’s leading professional orga-
nization.] Table 2.1 presents a list of the Presidents of Division 8 and SPSP since
then. The Society of Experimental Social Psychology was founded in 1965,
because, in the words of its first President, Edwin Hollander, Division 8 had
reached “intimidating dimensions” that made “personal contact and communi-
cation unwieldy” (1968, p. 280). Hollander envisioned slow growth “to perhaps
100” members® (Hollander, 1968, p. 281). European social psychology began to
be rebuilt, with significant input from the American-sponsored Committee on
Transnational Social Psychology, leading to the formation in 1966 of the
European Association of Experimental Social Psychology, with Serge Moscovici
as President. Journals also expanded, reflecting the need to disseminate the
new research generated by the growing field. The renamed Journal of Abnormal
and Social Psychology split into two journals in 1965. Daniel Katz, editor of the
new Journal of Personality and Social Psychology (JPSP), remarked:

It is appropriate with the launching of a new journal to hail the dawn of a
new day and to sound a call for revolutionary departures from traditions
of the past. . . . Now that the field of social psychology and its sister
discipline of personality have a journal all their own, we should take
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TABLE 2.1  Past Presidents of Social Psychological Organizations

Division 8, APA (Social and Personality Society for Personality and Social
Psychology) Psychology
1947 Gordon Allport 1974 Urie Bronfenbrenner
1948 Gardner Murphy 1975 Paul Secord
1949 Theodore Newcomb 1976 Marcia Guttentag
1950 Otto Klineberg 1977 Harry Triandis
1951 J. McVicker Hunt 1978 Bibb Latané
1952 Donald MacKinnon 1979 Irwin Altman
1953 O. Hobart Mowrer 1980 Lawrence Wrightsman
1954 Richard Crutchfield 1981 Alice Eagly
1955 Nevitt Sanford 1982 Jerome Singer
1956 Abraham Maslow 1983 Ellen Berscheid
1957 Solomon Asch 1984 Albert Pepitone
1958 Else Frenkel-Brunswik 1985 Walter Mischel
1959 Jerome Bruner 1986 Ladd Wheeler
1960 Ross Stagner 1987 Elliot Aronson
1961 Robert Sears 1988 Edward Jones
1962 Henry Murray 1989 John Darley
1963 Leon Festinger 1990 Marilynn Brewer
1964 Garnder Lindzey 1991 Kay Deaux
1965 Morton Deutsch 1992 Mark Snyder
1966 Roger Brown 1993 Nancy Cantor
1967 Harold Kelley 1994 Susan Fiske
1968 Silvan Tompkins 1995 John Cacioppo
1969 Donald Campbell 1996 Robert Cialdini
1970 Julian Rotter 1997 Mark Zanna
1971 Herbert Kelman 1998 Gifford Weary
1972 Leonard Berkowitz 1999 Shelley Taylor
1973 William McGuire 2000 Abraham Tesser
2001 Ed Diener
2002 Claude Steele
2003 James Blascovich
2004 Hazel Markus
2005 Margaret Clark
2006 Brenda Major
2007 Harry Reis
2008 John Dovidio
2009 Richard Petty
2010 Jennifer Crocker
2011 Todd Hetherton

advantage of the fact by . . . dealing more adequately with variables
appropriate to our own subject matter. . . . It is our conviction that social
psychology is no longer divorced from the other behavioral sciences and
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that in the long run a journal of personality and social psychology can
profitably take account of this rapprochement. (1965, pp. 1-2)

Another primary journal formed during this expansionary period was the
Journal of Experimental Social Psychology, founded in 1965. John Thibaut was
the inaugural editor.

As the 1960s came to a close, two trends were apparent. The first con-
cerned personnel. It has sometimes been said that “social psychology is what
social psychologists do,” and to this point, the social psychologists were, with
very few exceptions, white males. Academic institutions were starting to admit
more women at all levels, and social psychology was no exception. Looking
back on the period 1967-1992, Berscheid speculated that “the proportional
increase of women into research positions in social psychology was greater
than in any other subarea of psychology” (1992, p. 527). Arguably more impor-
tant than personnel statistics was the way in which the influx of women intrin-
sically changed the field, by creating “a single social psychology that has
integrated, and has been enriched by, the different experiences and views that
female social psychologists have brought to their work” (Berscheid, 1992,
p. 527). Progress in integrating the perspectives of nonwhite individuals has
been much slower.

The second indisputable trend was that the pace of the field’s growth was
slowing. Social psychology was young no more. Faculties and enrollments were
no longer expanding at a rapid pace, and grant funding would become increas-
ingly competitive. An impressive literature of theory and empirical findings
had been established, but future advances would be more challenging.

The Ascent of Social Cognition: 1970-1990

With the benefit of hindsight, it seems only natural that the rapid expansion of
social psychology after World War II would inevitably lead to soul-searching
about the value of the field’s work. In part, this may reflect the prevailing “ques-
tion authority” attitude of the late 1960s. Perhaps more strikingly, as the growth
in resources slowed, and as the field matured from vibrant adolescence into
early adulthood, doubts were voiced about its accomplishments and goals, so
much so that the early 1970s became known for the “crisis of confidence” that
was unmistakably visible in journals and at meetings. Many critiques appeared,
ranging from concerns about methodology and the ethics of experimental
manipulation (especially involving deception) to more fundamental questions
about the value of social-psychological findings and theories.
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Two critiques were particularly prominent. In one, Gergen (1973) argued
that social psychology should be considered an historical rather than a scien-
tific discipline, because the principles underlying social behavior vary as a
function of time and culture. Gergen’s position, which dovetailed with growing
reservations (noted above) about the dominance of North American white
males in social psychology, led many to question the experimental methods
and theoretical assumptions that were foundational at the time. The other
critique, more evolutionary and ultimately more influential® than Gergen’s rev-
olutionary charge, was offered by William McGuire. In “The Yin and Yang of
Progress in Social Psychology: Seven Koan,” McGuire proposed that

the paradigm that has recently guided experimental social psychology—
testing of theory driven hypotheses by means of laboratory manipulated
experiments [is dissatisfying] . . . an adequate new paradigm will . . .
[involve], on the creative side, deriving hypotheses from a systems theory
of social and cognitive structures that takes into account multiple and
bidirectional causality among social variables. (1973, p. 446)

Although McGuire’s forecast has yet to be realized, it clearly did usher in a new
generation of studies focusing on process models and their basic mechanisms,
as well as interest in more diverse methods (discussed below). More generally,
the crisis of confidence faded away in the late 1970s, as researchers redirected
their energy from self-criticism to improving their research.

McGuire’s critique was prescient in calling attention to the cognitive
structures underlying social behavior. The 1970s heralded the arrival of social
cognition as a dominant area of social-psychological research. In large part,
this movement reflected the so-called Cognitive Revolution, as psychology
distanced itself from the antimentalist behaviorist tradition (which had only an
irregular influence within social psychology) and instead whole-heartedly
embraced the study of cognitive processes and their impact on behavior. To be
sure, there had been earlier examples of social cognition within social psychol-
ogy (e.g., person perception, attitude structure), but the new-found legitimacy
of studying cognitive processes opened the door to a different level of analysis
and many new phenomena.

The first of these new social-cognitive phenomena was causal attribution.
Seminal groundwork had been laid earlier in three theoretical models. These
were Heider’s (1958) “common sense psychology;” which examined how people
make ordinary judgments about causation, in particular describing the constel-
lation of factors that fosters environmental or personal causation; Jones and
Davis’s (1965) theory of correspondent inferences, which proposed that lay
persons ascribe intentionality (and hence dispositional causation) to the extent
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that actions deviate from what the average person would and could do; and
Kelley’s (1967) covariation model, which proposed that causal inferences were
based on comparative judgments about whether a given action was consistent
over time, distinctive among related entities, and unique across persons.
Attribution research prospered for a time, and although interest subsequently
waned, it set the stage for much of what followed.

In broad perspective, the primary contribution of the new emphasis on
social cognition was to situate the major mechanisms for social-psychological
explanations of behavior within the mind of the individual. Contemporary
social psychology thus moved away from the interpersonal and group-process
models favored in earlier approaches, notably those popular in Europe and in
sociological social psychology, and toward more individualistic processes as
well as the increasingly popular field of cognitive psychology. Social psycho-
logical phenomena were seen as being caused proximately by “what the
individual makes of the situation” (Kelley, Holmes, Kerr, Reis, Rusbult, & Van
Lange, 2003, pp. 5-6) more so than by its distal causes, namely the situation
itself. This idea was expressed influentially in Ross and Nisbett’s (1991) principle
of construal: that causal analysis should focus on the personal and subjective
meaning of the situation to the individual actor.

Between 1970 and 1990, social cognition research flourished. Some of the
more influential and enduring work of this era includes research on judgment
and decision making (which contributed to the development of behavioral eco-
nomics); studies of social inference processes, such as research on heuristics
(Kahneman & Tversky, 1973) and other strategies for organizing and using
information; early studies of automaticity (e.g., Winter & Uleman, 1984); for-
mal theories of attitude change, such as the elaboration likelihood model (Petty
& Cacioppo, 1986), and of the attitude-behavior association, such as the theory
of reasoned action (Fishbein & Ajzen, 1974); various models of social categori-
zation and schema use, including models of person memory (Ostrom, 1989);
dual-process models, such as those differentiating deliberative and implemen-
tal mind sets (Gollwitzer & Kinney, 1989) or systematic and heuristic process-
ing (e.g., Chaiken, Liberman, & Eagly, 1989); and models differentiating
automatic and controlled processes in stereotyping, prejudice, and discrimina-
tion (e.g., Devine, 1989). Many other examples might be cited (see Fiske &
Taylor, 1991, for a review). The enthusiasm for social cognition was such that
Ostrom (1984) could proclaim, not without some credibility, that “social cogni-
tion reigns sovereign” (p. 29) over other approaches to understanding social
behavior.

This is not to say that other topics were dormant, however. Motivation was
becoming more important in social psychology, as exemplified by growing
attention to self-regulation. Several major models were formulated during this
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period, among them Carver and Scheier’s control theory (1981), Deci and
Ryan’s self-determination theory (1985), Higginss self-discrepancy theory
(1987), and terror management theory (Greenberg, Pyszczynski, & Solomon,
1986). More broadly, self-related research expanded from viewing the self as
the object of knowledge (i.e., self-esteem, contents of the self-concept) to also
considering the self as a causal agent motivated to pursue personal and psycho-
logical goals. Numerous “self-"related processes became popular, such as self-
evaluation maintenance, self-enhancement, self-verification, and self-assessment
(Sedikides & Strube, 1997; Taylor, 1998). Some of this work, under the heading of
motivated social cognition, provided a much needed “hot” dynamic contrast to
then prevailing “cool” information-processing approaches to social cognition. It
was not until the 1990s, however, that these approaches became widely accepted.
Social psychology’s net was also widening during this period. Emotion and
emotion regulation were becoming increasingly popular topics (Zajonc, 1998),
coincident with the founding of the International Society for Research on
Emotions in 1984. Research on interpersonal attraction gradually slowed, but
was replaced in the 1980s by research on social psychological processes affect-
ing the development, maintenance, and termination of close relationships
(Berscheid & Reis, 1998). This vigorous extension was facilitated by a key pair
of conferences held in Madison, Wisconsin, in 1982 and 1984, which led to the
founding of a new society (now called the International Association for
Relationship Research) and two specialty journals. And what about social
psychology’s original research interest, groups? It became less central than in
earlier periods, although groups research was still being conducted, somewhat
more in a renaissance of European social psychology than in North America,
led by scholars such as Serge Moscovici and Henri Tajfel. Nevertheless, even
here the limits of models based in the mind of the individual were plain. As
Moreland, Hogg, and Hains (1994) document, research on traditional topics
such as group structure, performance, and influence ebbed whereas intergroup
relations research (social identity, stereotyping, and prejudice) thrived.
Perhaps more significant than all of these changes in content were changes
in the way that research was conducted. Research ethics boards became stan-
dard (and, some would say, overzealous), requiring more thorough attention to
the protection of research participants’ welfare, and raising questions about
procedures such as deception and informed consent (McGaha & Korn, 1995).
A more substantive change involved the introduction of microprocessors,
which made available sophisticated tools for conducting research and analyz-
ing data. For example, computerized technology allowed researchers to mea-
sure reaction times within milliseconds or to present stimuli at exposure lengths
that could be carefully controlled to be subliminal or supraliminal (Bargh &
Chartrand, 2000). These tools afforded unprecedented opportunities to ask
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questions (e.g., about automaticity or implicit processes) that earlier research-
ers could barely imagine.

Yet more widespread were changes in data analysis. In 1970, most analyses
were conducted using large, cuambersome, malfunction-prone manual calcula-
tors. Nearly all published studies presented very simple statistics, largely because
analyses involving more than three variables required matrix algebra (which
most social psychologists eschewed). By 1990, sophisticated statistical software
on mainframe or personal computers was ubiquitous, making complex multi-
variate procedures routine. Invention thus spawned necessity, in the sense that
social psychologists began to rely extensively, and often insist, on research and
statistical methods that took advantage of this new found computing power.
For example, diary methods such as experience sampling first appeared in the
1970s (see Wheeler & Reis, 1991, for a history), structural equation models
became known and useful (Reis, 1982), and Kenny’s social relations model
transformed studies of person perception (Kenny, 1994). Baron and Kenny’s
(1986) paper on mediation, the most-cited article in the history of JPSP, also
changed the way that research is done. Methods for assessing mediation were
not just a new tool for social psychologists; they altered the research agenda and
broadly helped advance theory by making routine the pursuit of evidence for
mediating processes.

Journals were changing, too. In April, 1980, JPSP split into its current three
independent sections under a single cover. Nominally designed to contend
with the distinct expertise that the three areas were presumed to require, as well
as the workload created by ever-increasing submissions, the split was a sign of
growing specialization and complexity. For similar reasons, several other new
journals were founded, including the European Journal of Social Psychology and
the Journal of Applied Social Psychology in 1971, and in 1975, the Personality
and Social Psychology Bulletin. Reis and Stiller (1982) provided more explicit
evidence of the field’s increasing complexity. Comparing articles published in
JPSP in 1968, 1978, and 1988, they found that over time, articles had become
longer, had more citations, and reported more studies with more subjects per
study, more detailed methods, and more complex statistical analyses.

All these activities suggest that although McGuire seems to have missed the
mark in predicting the demise of the laboratory experiment, he was spot-on
about much of the rest of it: “deriving hypotheses from a systems theory of social
and cognitive structures that takes into account multiple and bidirectional cau-
sality among social variables” (1973, p. 446). By 1990, social psychologists were
asking multifaceted questions about more intricate concepts, they were using
more sophisticated methods to collect and analyze their data, and their publica-
tions were growing in length, detail, and complexity. Even if bidirectionality
had not yet become endemic—for example, experiments with unidimensional
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causality continued to dominate over correlational approaches—researchers
were thinking in terms of and beginning to test mediational models. All of
these signs indicated that social psychology had progressed along the path of
becoming an established science (Kuhn, 1962).

Spreading Tentacles, Deeper Roots, and the Move
toward Biology: 1990-Today

By 1990, SPSP had about 2800 members. By the end of 2008, membership had
doubled, to over 5600. Although some of this increase may be the result of
growth in mainstream positions in academic psychology departments, a larger
portion likely reflects the spread of social psychology into related disciplines
and applied positions. Several such movements are apparent. Social psycho-
logical research is increasingly represented in law (e.g., eyewitness testimony,
jury decision making), business and economics (e.g., judgment and decision
making, motivated social cognition, persuasion), medicine (e.g., motivational
processes in health-related behavior, social influences on health and well-
being), family studies (e.g., dyadic processes in close relationships), education
(e.g., achievement motivation, student-teacher interaction), and politics (e.g.,
voting behavior). This scholarly diaspora may be seen as a sign of the field’s
health. The domain of social psychology is the study of how the social context
affects behavior, an expertise increasingly sought by basic scientists and applied
practitioners in other disciplines. Social psychologists also tend to have excellent
skills conceptualizing and conducting research on the effects of social context,
which is also valued in various academic and applied settings.

There is no irony in the fact that the influence of social psychology has
grown steadily by exporting its theories, methods, and talent to other fields. As
Taylor noted, “Whereas social psychology used to be a relatively small field of
scholars talking primarily to each other, now we have unprecedented opportu-
nities to collaborate with the other sciences in ways that we would have never
imagined even a few years ago” (2004, p. 139). Such outreach is an essential part
of scientific relevance in the contemporary world. It has often been argued that
the future of science rests in interdisciplinary research programs involving
multiple investigators with specialized expertise (sometimes called “big sci-
ence”) to address important problems, and this is no less true in translational
and applied settings. The spreading tentacles of social psychology, a trend that,
if anything, appears to be accelerating (though it is far from accomplished),
thus augurs the field’s continued participation in the most important science
and applications of the day.
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Social psychology’s dispersion did not occasion neglect of the field’s core.
Topics popular or emerging at the beginning of this period, discussed earlier in
this chapter, experienced theoretical advances, partly due to the accumulation
of research and partly due to the availability of yet more sophisticated methods
and tools. For example, programming packages such as E-Prime®, MediaLab®,
and DirectRT® enabled any researcher with access to a desktop computer to run
complex, precisely timed experiments. Relatively sophisticated social-cognitive
protocols, such as lexical decision tasks, subliminal and supraliminal priming,
and implicit assessment, became standard, and topics amenable to study by
these and similar methods, such as automaticity, dual-process models, the
impact of nonconscious goals, motivated social cognition, emotion, and affec-
tive influences on judgment and decision making, prospered. To be sure, social
psychologists had long been interested in nonconscious processes, but they
lacked the tools to study them and the data to theorize about them. The avail-
ability of such methods, and the resultant impact on research and (especially)
theory, might be considered a hallmark of this period.

Similarly, in the 2000s, the Internet grew in reach and bandwidth, making
large, international, and diverse*
ments to all researchers. Newer Internet-based tools, such as social networking
sites and immersive virtual worlds, and other microprocessor-based technolo-
gies (e.g., ambulatory assessment, virtual reality) are poised to further expand
the possibilities (Reis & Gosling, 2009). If the most influential figure in social
psychology of the middle twentieth century was Hitler, arguably the most influ-
ential figures since 1980 were the inventors of microprocessors.’

Indispensable as these new tools may be, Baumeister, Vohs, and Funder

samples accessible for surveys and experi-

(2008) note a downside: Direct observation of behavior has been increasingly
supplanted by the study of “self-reports and finger movements”—that is, con-
temporary social-psychological research is often based on data provided
through hand-written self-reports or keystrokes on a computer keyboard. By
their tally, only about 15% of the articles published in JPSP in 2006 included
behavioral measures (compared to about 80% in 1976). Many social psycholo-
gists trace their interest in the field to the “golden era” of laboratory experi-
ments, when experimental realism was high and research participants were
tully engrossed in experimentally created circumstances. (Think, for example,
about Milgram’s obedience experiment, Latané and Darley’s bystander inter-
vention studies, or Asch’s conformity research.) Vivid laboratory experiments
of this sort are rare these days, for reasons Baumeister et al. (2008) discuss.
Although many of the substantive advances in social psychology after 1990
represented deepening of what was known about established theories and
phenomena, two novel trends were also influential. One of these is greater
attention to biology, in particular the biological functions, consequences, and
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mechanisms of social behavior. For example, because social psychologists were
interested in situational causes of behavior, they tended to avoid evolutionary
accounts. As evolutionary psychology moved away from accounts featuring
inherited, relatively immutable dispositions and toward concepts that asked
about flexible behavioral adaptations designed to solve problems of survival
and reproduction, social psychologists became more interested. This interest
was highlighted in a seminal review by Buss and Kenrick, who noted that

evolutionary psychology places social interaction and social relationships
squarely within the center of the action. In particular, social interactions
and relationships surrounding mating, kinship, reciprocal alliances,
coalitions, and hierarchies are especially critical, because all appear to have
strong consequences for successful survival and reproduction. From an
evolutionary perspective, the functions served by social relationships have
been central to the design of the human mind. (1998, p. 994)

Since then, evolutionary psychology concepts have appeared regularly in social
psychology texts (albeit not without controversy about content; Park, 2007)
and are an increasingly valuable source of research hypotheses about, for exam-
ple, attraction, close relationships, prosocial behavior, aggression, social iden-
tity, in-group favoritism, leadership, social cognition, and emotion.

Another example of attention to biology in social psychology is the birth
and exceptional growth of social neuroscience, which seeks to identify and
understand the neural processes underlying social behavior. To be sure, psy-
chophysiological studies of social behavior, including psychophysiological pro-
cesses occurring primarily in the brain, are not new (Cacioppo & Petty, 1983).
But the rapid advance of cognitive neuroscience in the past two decades has
had a profoundly energizing effect. One key in this regard is the development
of functional magnetic resonance imaging (fMRI) for noninvasively capturing
patterns of brain activation associated with psychological processes. Social
neuroscientists use neuroscientific methods to test hypotheses about the neural
processes responsible for the phenomena that social psychologists traditionally
study at a behavioral level. For example, Beer (2007) examined evidence about
activity in the medial prefrontal cortex to determine whether chronic self-
evaluation is best represented by accurate self-assessment or self-enhancement;
Aron, Fisher, Mashek, Strong, Li, and Brown (2005) used fMRI to support their
model of intense romantic love as a motivational state rather than as an emo-
tion; and Decety and Jackson (2006) have used fMRI to better understand the
neural and cognitive foundations of empathy. Social neuroscience is miscon-
strued when it is described as “finding social behavior in the brain” Rather, the
goal is to inform social-psychological theory according to what is known about
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neural function and architecture (i.e., how the brain works and does not work),
and simultaneously to better understand how the brain enacts the psychologi-
cal and social processes that characterize everyday life (Cacioppo, Berntson,
Lorig, Norris, Rickett, & Nusbaum, 2003). Though social neuroscience is still
very young, there is reason to believe that over time it will do much to better
ground social psychological theories of social behavior in a biologically plau-
sible reality.

The second trend that became prominent during the 1990s was culture.
Although culture was surely a part of social psychology in the early days (for
example, in Wundt’s folk psychology), over the years interest in culture waned,
probably because of the field’s goal of identifying invariant basic processes of
social behavior. Nonetheless, as social psychologists reconsidered the impact of
culture, partly stimulated by the growth of social psychology outside of North
America, research began to accumulate showing that many social psychologi-
cal processes once thought to be “basic” or “universal” did in fact vary from one
culture to another (Fiske, Kitayama, Markus, & Nisbett, 1998). Nowhere was
this more evident than in studies of social cognition comparing individualist
cultures (North America, Western Europe) with communal cultures (East
Asia). In one compelling instance, the so-called “fundamental attribution error”
was shown to be characteristic of European-Americans but not of Asians (e.g.,
Miller, 1984). By now there is sufficient evidence to indicate that cultural influ-
ences are relevant to most domains of social psychology.

It is too soon to know which of these trends will continue, which will turn
out to be dead ends, and where they will lead social psychology. But if nothing
else, they demonstrate that the relentless curiosity of social psychologists has
few boundaries.

Conclusions

Past is prologue, Shakespeare wrote, but the future is ours to create. What can
this history of social psychology reveal that might usefully guide new investiga-
tors preparing to create the field’s future? Our progress as a discipline suggests
several trends. Social psychologists have always been interested in the same
core phenomena—how behavior is affected by the social world in which our
lives are embedded—but, as we have seen, the ways in which that interest is
explored and expressed have varied markedly. Part of this variability reflects the
intellectual, social, and political context of the world in which we live and work.
Social psychologists by custom and by inclination tend to rely on the best avail-
able conceptual and methodological tools. To be sure, social psychologists are
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not mere followers of contemporary trends—through research, teaching, and
writing, social psychologists contribute to scholarly and popular movements.
We might reasonably expect, then, that future social psychologists will con-
tinue to explore important questions about timely topics, using state-of-the-art
tools.

These trends notwithstanding, the processes and phenomena most central
to social psychology have a certain timelessness to them, in the sense that the
best principles and theories are general enough to apply to whatever particulars
are most prominent at the moment. Whether the principle is Hammurabi’s “an
eye for an eye,” Festinger’s theory of cognitive dissonance, or automaticity in
social evaluation, the goal is to provide an abstract account of behavior that
transcends specific circumstances. For example, good theories of social influ-
ence ought to explain social interaction whether it occurs face to face, over the
telephone, on Facebook, or by some medium not yet invented. Of course this
does not mean that established theories will not be replaced with better ones.
A clear sense of history allows new scholars to propose and test better (more
accurate, more comprehensive, or more deeply detailed) theories. Isaac Newton
famously remarked, “[i]f I have seen a little further it is by standing on the
shoulders of giants” (1676). One way in which history informs current progress
is by providing a ladder up to the giant’s shoulders: identifying what has been
determined and providing important clues about what needs to be understood
better and what new research directions might be most informative. In this
regard, then, I disagree with one distinguished social psychologist’s recommen-
dation that new students not read the literature, because it would constrain
their imagination (see Jost, 2004, for additional information).

An indisputable prediction is that future technological advances in both
methods and data analysis will provide innovations that allow social psycholo-
gists to ask and answer more probing and, in some instances, entirely new types
of questions. As the complexity of these tools grows, so too will specialization,
increasing the necessity for collaboration with scholars who possess different
expertise. I expect, then, that the trend toward “big science” will continue—
multidisciplinary collaborations among researchers with diverse training and
expertise. Social psychologists have often been reluctant, perhaps more than
scientists in other areas, to initiate such collaborations, but there is little doubt
that such participation is needed for the field to thrive (Taylor, 2004). Even
more important is the necessity for social psychologists to make visible their
expertise so that researchers from other disciplines will invite them to contrib-
ute (Reis, 2007). A similar conclusion applies to becoming more involved in the
translation and application of basic principles to improve people’s lives.

The history of social psychology is the history of people trying to better
understand the intrinsically social world in which they live. Studying the field’s

52



How We Got Here from There: A Brief History of Social Psychology

history represents one step in creating not just the future of the field but all of
our futures.
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Footnotes

1. Field theory is actually more a perspective and method than a formal theory, as
Lewin himself acknowledged.

2. The current membership in the Society is over 800.

3. Within social psychology, that is. Gergen’s writing has had more influence in
fields in which textual analysis is more important, such as discourse analysis and
communications.

4. Despite the fact that debate continues about the diversity and representativeness
of Internet samples (Gosling, Vazire, Srivastava, & John, 2004), there seems little
reason to doubt that such samples are more diverse than college freshmen and
sophomores.

5. Just who deserves this credit remains a matter of considerable debate, in both his-

torical accounts and the U.S. patent office.
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Chapter 3

Social Cognition

Don Carlston

Social cognition is both a subarea of social psychology and an approach to
the discipline as a whole. As a subarea, social cognition encompasses new
approaches to classic research on attribution theory (how people explain behav-
ior and events), impression formation (how people form impressions of others),
stereotyping (how people think about members of groups), attitudes (how peo-
ple feel about various things), and the self (how people think about themselves).
What binds these areas together is their emphasis on the social implications of
peoples’ thoughts and subjective perceptions of reality (i.e., their phenomenol-
ogy). Such work fell outside of the mainstream from the 1920s to the 1950s,
when behaviorism dominated the field of psychology with an ideology that
emphasized objective stimuli and behaviors, while trivializing cognition. But it
has been more in vogue since the cognitive revolution of the 1960s, and espe-
cially since the social cognitive revolution of the 1980s.

However, the cognitivism of modern social cognition differs from that
underlying earlier work in attribution, impression formation, and similar areas.
Today’s approaches to these issues rely heavily on concepts, theories, and meth-
ods borrowed from the field of cognitive psychology, a discipline that has
existed only since about 1967, when Neisser published the first cognitive psy-
chology text. In contrast, earlier work necessarily employed concepts, methods,
and theories created by social psychologists specifically for the domains of
interest. Thus, for example, balance theory (Newcomb, 1953) explained some
aspects of attitude change and interpersonal attraction by positing that triads of
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mental concepts are stable when the product of perceived relations among
them is positive, and unstable when that product is negative. This balance prin-
ciple successfully predicted some phenomena, but applied only within a very
limited context and relied on a mathematical algorithm that was not generally
employed by other psychological theories. Attribution theories, which are
discussed later in this chapter, provide additional examples.

The proliferation of such domain-specific “microtheories” was ultimately
troubling to some theorists who suggested that because people have only one
mind, a single set of concepts and principles ought to explain its role in all
psychological domains. In the 1970s, the leading candidate for this “single set
of concepts and principles” was the newly emerged field of cognitive psychol-
ogy, and more particularly, the information-processing model (see below). So it
was that by the end of that decade a new subdiscipline had arisen, dedicated
to promoting the use of cognitive concepts, theories, and methods in social
psychology.

Proponents of social cognition applied their enthusiasm for cognitive
psychology to their own research on attribution, impression formation, stereo-
typing, attitudes, and the self, generating research programs that extended
earlier work in those areas in new directions. The first books describing these
programs, and the philosophy underlying them, were published around 1980,
providing a rough kick-off date for the start of the field (Wyer & Carlston, 1979;
Hastie, Ostrom, Ebbesen, Wyer, Hamilton, & Carlston, 1980; Higgins, Herman,
& Zanna, 1981). Such volumes characteristically justified the new research pro-
grams as an improvement over past approaches that “had run their course”
(Hastie et al., 1980, preface), a view that may not have endeared the proponents
to those who had been doing the previous course running. But social cognition
polarized social psychologists in other ways as well.

Social Cognition as an Approach

The philosophies and practices of the eager new social cognition devotees
quickly coalesced into a perspective that some viewed as revolutionary (Ostrom,
1984) and others viewed as misguided and incomplete (Zajonc, 1980a; Forgas,
1983), or sometimes even as arrogant and confrontational (see Ostrom, 1994). The
core principles of this approach were that (1) researchers ought to employ general
concepts and theories rather than idiosyncratic microtheories; (2) cognitive pro-
cesses are a major determinant of human judgments and behavior; (3) the
information processing model provides a universally useful structure for
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examining cognition; (4) mediating processes should be measured (generally
using methods borrowed from cognitive psychology) rather than just assumed;
all of which together imply that (5) there should be one universal set of concepts,
principles, and practices underlying most, if not all, psychological theorizing
and research.

The construal of social cognition as an approach (see Sherman, Judd, &
Park, 1989) explains why it transformed research within those domains that it
subsumed (e.g., attribution theory). But it also explains why social cognition
enthusiasts saw their principles as applying beyond the borders of their own
subdiscipline, arguing that these principles should govern other areas of psy-
chology as well. For example, Ostrom (1984) wrote a controversial chapter in
the first Handbook of Social Cognition claiming that social cognition deserved
sovereignty over other areas of psychology. Although he later suggested that his
chapter was meant to be conciliatory (Ostrom, 1994, p. viii), the way that he
and others framed their philosophical principles tended to be provocative,
whether intentionally or not. Moreover, the argument for a universal set of con-
cepts and principles raised for some the specter of a scientific imperialism, with
the social cognition approach threatening to impose its own core principles on
the entire field of psychology. This imperialistic attitude did not sit well with
everyone. Many senior social psychologists had resisted behaviorist hegemony
to construct their own individual cognitive approaches even before there was a
formal field of cognitive psychology. Having enjoyed some vindication with the
eventual crumbling of the behaviorist empire, they were not inclined to submit
to a new, social-cognition-based tyranny.

Conflict between old and new approaches to science is almost inevitable
(Kuhn, 1962). In the present case (as, perhaps, with most scientific revolutions),
the flames of conflict were fanned by a variety of incidental events and circum-
stances, including the kinds of incendiary remarks previously noted. The new
adherents to social cognition had an evangelical zeal characteristic of those
who have recently “found religion.” The phrases that Ostrom (1994, p. vii) used
to describe the first Handbook of Social Cognition applied to the whole subfield:
“revolutionary,” “confrontational and passionate,” and “fists and sinew demand-
ing recognition and acceptance.” The zeal of the social cognition devotees pro-
duced conferences that some perceived as exclusive, editorships that some
perceived as parochial, and demands on resources (e.g., federal grants, journal
space, jobs) that some viewed as excessive. In retrospect, it is apparent why
non-social-cognitionists sometimes felt threatened, and why coolness, if not
actual hostility, sometimes permeated the relationship between social cogni-
tion and other subdisciplines. Still, these early reactions dissipated over the
years, leaving the younger generation of psychologists wondering what all the
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fuss was about. New graduate students studied social cognition as a normal
part of their curriculum, and often integrated the approach into their own
research programs. Over time, many principles of social cognition became so
widely accepted that by 1994, Ostrom (p. xii) concluded that social cognition
had become “standard science”

As a result, social psychology as a field has changed. Theorists and
researchers across the field routinely employ concepts, theories, and methods
borrowed from cognitive psychology. Mediating processes are routinely
examined using new methods, measures, and statistical techniques. And the
subdisciplines of the field are achieving some integration, as domain-specific
theories are reinterpreted or replaced by more universal ones. But this hardly
means that social cognition now enjoys sovereignty over the entire field—
because social cognition did not simply change social psychology, it was also
changed by it. To appreciate why this was necessary, we next consider one
central aspect of the social cognition approach—the information processing
model.

The Information-Processing Model

The information-processing model partitions “cognition” into component pro-
cesses involving (1) attention and perception, (2) memory, and (3) judgment.
Before the model existed, the mind appeared to be an inscrutable “black box,”
justifying behaviorists’ assertions that it was not a proper topic for scientific
study and that researchers ought to concentrate instead on more objectively
observable data such as behavior. This view dominated American psychology
for half of the twentieth century, marginalizing social psychologists who felt
that human thought was central to understanding human behavior. However,
toward the middle of that century scientists developed the first computer, which
provided a useful simplifying metaphor for the inscrutable human mind. If the
mind, like the computer, employed input operations (the human equivalent
being attention and perception), storage operations (memory), and processing
routines (evaluation and judgment), then perhaps these simpler, individual
stages would prove more amenable to research than the amalgamated whole.
This proved to be, contributing to the demise of behaviorism and the emer-
gence of modern cognitive psychology.

Social cognitionists embraced the information-processing model, not only
because it was central to cognitive psychology, but also because it emphasized
one problem with the microtheories that had proliferated in social psychology.
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These theories focused primarily on the contents of the final stage of informa-
tion processing (evaluation and judgment) with little consideration of the pro-
cesses underlying earlier stages of attention, perception, or memory. Kelley’s
(1967) influential attribution theory, for example, explained how patterns of
actors’ behaviors contribute to causal judgments, without taking into account
whether all such behaviors are equally attended, how they are interpreted, or
whether some are better recalled than others. The social cognition view was
that the different subprocesses of cognition needed to be considered in such
work. The research areas that arose to do this considering were termed person
perception and person memory, terms sometimes still used to refer to the whole
field of social cognition.

It seems evident that attentional, perceptual, and mnemonic processes are
important in attribution and other human cognitive processes. But the empha-
sis in social cognition on the information-processing model nonetheless pro-
voked criticism. For example, Forgas (1983) argued that social cognition ought
not to be “merely the information-processing analysis of social domains.” As he
implied, the major shortcoming of the model was that it was incomplete.
Because it was borrowed from cognitive psychology, it reflected the focus of
that field, while leaving out a number of concerns central to social psychology.
Nowhere in the model are components representing emotion or motivation.
Nowhere are processing systems to deal with information that is not attended
or remembered, but that nonetheless exerts an influence on human behavior.
And nowhere is human behavior itself, the endpoint of interest to most social
psychologists.

Such concerns were not fatal to social cognition, but they did force the field
to branch out to incorporate components that were missing initially. Emotions
and motivations are now represented in many social cognitive theories,
although often using processes and principles similar to those designed for
“colder” forms of cognitive content. Automatic processes and implicit cogni-
tions are now studied alongside more deliberative and conscious phenomena.
And behavior, rather than judgment, is often the ultimate focus of theory and
research in the field. As a consequence of such changes, social cognition now
looks more like other areas of social psychology, and less like cognitive psychol-
ogy, than might have been expected in earlier years.

This review focuses first on social cognition as a research area that encom-
passes earlier core concerns with attribution and impression formation. The
social cognition approach will be evident in the ways that research on these
topics has evolved and changed. The approach will then be discussed further in
relation to core social psychological areas other than social cognition (including
several that have their own chapters in this volume).
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The Core of Social Cognition

Attribution Theory

Attribution theory, the approach that dominated social psychology in the
1970s, can either be viewed as the last vestige of the old, pre-social-cognition
era or as the first harbinger of the new social cognition era. Attribution theory
is a bit of a misnomer, as the term actually encompasses multiple theories and
studies focused on a common issue, namely, how people attribute the causes of
events and behaviors. This theory and research derived principally from a sin-
gle, influential book by Heider (1958) in which he attempted to describe ordi-
nary people’s theories about the causes of behavior. His characterization of
people as “naive scientists” is a good example of the phenomenological empha-
sis characteristic of both early social psychology and modern social cognition.

Principal Theories

Two of the most important attribution theories were correspondent inference
theory (Jones & Davis, 1965) and covariation theory (Kelley, 1967). Jones and
Davis’ theory derived principally from Heider’s discounting principle, which
states that confidence in any cause is diminished to the extent that other causes
are plausible. One implication is that people will make fewer trait inferences
about someone whose socially appropriate behavior can be explained by their
personality and by social norms than about someone whose socially inappro-
priate behavior can be explained only by their personality. This prediction was
supported by a classic experiment (Jones, Davis, & Gergen, 1961) showing that
inferences about a job applicant’s traits were stronger when the candidate
behaved in a manner contrary to assumed job-seeking norms.

Kelley’s covariation theory derived principally from Heider’s covariation
principle, which states that people explain events in terms of things that are
present when the event occurs but absent when it does not. The logic is nicely
illustrated by the kind of stimuli that McArthur (1976) used in her test of the
theory. Suppose that you learned that Englebert fell asleep in psychology class
on Tuesday, but that he also fell asleep in most of his other classes on that day,
and that, in fact, he falls asleep in psychology class and most other classes
almost every day, though everyone else seems to stay awake. Most likely you
would conclude that Englebert is one sleepy guy.

Now suppose that instead, you learned that Englebert was just one of many
students who fell asleep in psychology class on Tuesday, although he stayed
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awake in all other classes, as he usually does. Do you find yourself now blaming
Englebert’s sleepiness on something about his psychology class—perhaps a
boring lecture, a warm room, or a gas leak? In the terms of the theory, the first
example suggests that sleeping behavior covaries with the presence of Englebert,
whereas the second suggests that such behavior covaries with the presence of
the psychology class. Thus the proper cause becomes evident through a mental
covariance analysis.

Errors and Biases

Attribution theories were very logical and sensible—and, it turned out, some-
times wrong. In McArthur’s (1976) experiment on Kelley’s theory, for example,
subjects’ inferences about a particular actor were predictably affected by the
extent to which that person’s behavior generalized across different settings
(termed distinctiveness information) and across different times (consistency
information), although not by the extent that it generalized across different
actors (consensus information). In other words, Englebert was viewed as one
sleepy guy even if he was just one of many who fell asleep in psychology class.
Thus, people sometimes did not appear to be as logical and sensible as the
theory said they should be.

Consequently, attribution research began to focus on attributional errors
and biases—that is, on subject responses that were less logical than the theories
predicted (e.g., Ross, 1977). The implicit message was that the theories provided
good baseline descriptions, but that people deviate from these for a variety of
reasons. Ultimately, however, some social cognitionists rejected the theories as
simply descriptions of what people should do rather than what they actually do.

Attribution theories were domain-specific microtheories that typically
ignored the information-processing stages of attention, perception, and mem-
ory, even though these could alter the information on which people based their
attributions. Furthermore, most research in the area, like the two studies
described, simply inferred attributional processes and principles from final
attribution judgments, rather than from more direct measures of the presumed
processes. In other words, attribution theory exhibited many of the deficiencies
characteristic of cognitively oriented work in the pre-social-cognition era.

Schema Theory

Although attribution theory was “pre-social-cognition” in some respects, the
issues examined and the emphasis on people’s phenomenology were quite
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congenial to the emerging field of social cognition. Moreover, the principles of
attribution theory were easily recast in terms more compatible with this emerg-
ing field (Hamilton, 1988). Kelley (1987) recognized that his covariance analy-
sis appeared to require more time and work, and even more information, than
people ordinarily have when evaluating the causes of events. He therefore
suggested a version of attribution theory in which people simply matched an
observed event with causal schemas they already possessed. Thus, when
Englebert falls asleep in psychology class, we might guess from past experience
that he has done this before, and that most students typically do not, so that the
event fits a “sleepy student” scenario. Application of causal schemas would be
expected to require less time, effort, and information than the covariance
analysis suggested by the original version of Kelley’s theory.

Schema theory was originally described by Bartlett (1932), based on exper-
iments he undertook on people’s memory for events. Such cognitively oriented
work was out of favor in 1932, and consequently it was largely ignored in the
United States until social psychologists discovered Bartlett’s legacy years later.
His ideas were surprisingly modern in many ways, but his methods and lan-
guage were not, so we focus here just on his ideas. Bartlett suggested that people
have organized conceptions of people, places, events, and other things that they
bring to bear in processing new information—conceptions that he called sche-
mas. He suggested further that these schemas provide a framework for remem-
bering information, so that things that can be interpreted in terms of the
framework are fit to it, and those that cannot are forgotten.

Heider and Simmel (1944) conducted one of the first schema studies in
social psychology, showing subjects a short film in which three geometric
shapes moved around the screen. Although there was nothing objectively
meaningful about the movements of the shapes, subjects generally interpreted
the film as a prototypical story about two males fighting over a female. In other
words, subjects brought to bear their existing schemas and these affected how
the film was remembered. These results are difficult for either correspondent
inference theory or Kelley’s original covariation theory to explain, although
Kelley’s later conception of attributional schemas could do so.

Status of Attribution Theory

Attribution work involved more than these two theories. Weiner, Frieze, Kukla,
Reed, Rest, and Rosenbaum (1987) proposed a theory of performance attribu-
tion that was extensively researched and continues to have an impact in educa-
tion, sports, and other applied areas. Attribution (or reattribution) therapy has
been used in counseling and clinical psychology with some success for years
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(Brewin, 1988). And many principles and ideas from attribution theory con-
tinue to attract interest and application (Maddux & Yuki, 2006; Sahar, 2008;
White, 2005).

Within social cognition, there has always been some ambivalence toward
attribution theory. As described earlier, many aspects of the approach are sus-
ceptible to the criticisms social cognitionists levied against most earlier forms
of cognitive social psychology. In fact, dissatisfaction with attribution theories
may have contributed to the rise of social cognition. But whether for positive or
negative reasons, attribution theory provided a bridge between the social psy-
chology of the 1960s and the social cognition of the 1980s. It is not surprising,
then, that the first social psychology book with social cognition in the title had
attribution in it as well (Social Cognition, Inference, and Attribution by Wyer &
Carlston, 1979) and that the first text in social cognition (Fiske & Taylor, 1984)
devoted a chapter to attribution theory.

Impression Formation

Imagine for a moment that you are interviewing a candidate for a job. Your goal
in this situation is logically to form an impression of the candidate, or more
specifically, of the candidate’s personality, skills, and dedication. This is the pro-
totypical situation with which impression formation research is concerned,
although of course the need to form impressions of others applies equally to
other situations, ranging from singles bars to dark alleys. Early work on impres-
sion formation focused on several issues: the effects of different cues on impres-
sions, the nature and organization of impressions, the processes involved in
impression formation, and finally, the accuracy of different people’s impres-
sions. The last three issues, which have been most thoroughly reexamined by
researchers in social cognition, will serve as the focus of our discussion here.
The vast literature on impression cues is touched on elsewhere in this volume
(see Finkel & Baumeister, Chapter 12, this volume).

The Organization of Impressions

One of the earliest studies on impression formation was conducted by Asch
(1946), who assessed some subjects’ traits toward an individual who was “intel-
ligent, skillful, industrious, warm, determined, practical, and cautious” and other
subjects’ impressions toward an individual who was “intelligent, skillful, industri-
ous, cold, determined, practical, and cautious” Asch noted large differences in
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these impressions, even though only one trait (warm/cold) differed between
the two descriptions. Based on this and similar studies, Asch suggested that
“warm/cold” was a central trait, around which other traits tended to be orga-
nized. Considerably later, Rosenberg and Sedlak (1972) used newer statistical
procedures to systematically plot out a more complete map of the relations that
people typically see among traits. Warm and cold traits were closely related to a
social/unsocial dimension that aligned with one major axis (with intellective
traits representing a second major axis).

Early work on the organization of impressions had two deficiencies in the
eyes of social cognition researchers. First, the work assumed, at least implicitly,
that impressions consist entirely of trait concepts and their interrelations. And
second, the theorized structures were reflections of regularities in impression
judgments, but not necessarily representations of their actual cognitive organi-
zation. Later social cognition models of impressions generally involve more
diverse kinds of impression-related material, organized in ways thought to
reflect the basic nature of underlying memory systems.

Psychologists have long viewed personality principally in terms of traits
(e.g., Allport & Odbert, 1936; Thurstone, 1934). At present, for example, the
most widely employed theory of personality (the Big Five) classifies people
along five trait dimensions: Openness, Extraversion, Conscientiousness,
Agreeableness, and Neuroticism (Goldberg, 1993). It was therefore natural for
social psychologists to assume that lay people’s impressions of others would
similarly rely on trait concepts. However, the prominence of attribution theory
in the 1970s led researchers to think more about the way that people might
represent behaviors they observe, as well as traits that they infer, in memory. As
a consequence, several models of impression organization were proposed that
involved both traits and behaviors (Carlston, 1980; Hamilton, Katz, & Leirer,
1980; Ostrom, Lingle, Pryor, & Geva, 1980), generally with the former serving
to organize the latter.

Impression-Memory Consistency One dilemma raised by these models
was the frequently observed lack of relationship between people’s impressions
of a stimulus person and their memories of that person’s behaviors. If you
mostly recall a person’s positive behaviors, it would seem that you should have
a positive impression of that person’s traits. And (to turn the example around),
if you have a negative impression of someone, it would seem that you should
mostly remember their negative behaviors. However, sometimes this expected
relationship occurs (Snyder & Uranowitz, 1978) and sometimes it does not
(Anderson & Hubert, 1963).

The resolution was suggested by Hastie and Park (1986), who proposed that
behavioral memories and trait impressions will be positively related when the
impressions are formed affer relevant behaviors are observed, but that this will
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not necessarily be so when impressions are formed as behaviors are observed.
Their logic was that in the former case, impressions are based on those behaviors
that can be recalled, but that in the latter case, impressions and memories are
formed concurrently, making the relationship between them uncertain.
Sometimes the impression and behavioral memories might have completely dif-
ferent implications, as suggested by a classic study by Hastie and Kumar (1979).

The Hastie and Kumar study might be viewed as an investigation into the
organization of impressions, pitting schema theory against the information-
processing model. These researchers wondered how an existing impression of a
target would affect people’s memories for new information that was either
congruent or incongruent with that impression. Schema theory predicts that
material that fits an existing schema (the impression) will be remembered
better, because the schema provides a framework for remembering it. But from
an information-processing perspective, material that is surprising or unex-
pected might be better attended and more carefully processed.

In their experiment, Hastie and Kumar told subjects that a target person
had some trait (e.g., honesty) and then presented a series of behaviors that were
congruent with that trait (e.g., “returned the lost wallet”), incongruent with it
(e.g., “stole candy from a baby”), or unrelated to it (e.g., “ate a hamburger at
McDonalds”). Results indicated that memory for incongruent behaviors was
superior to that for congruent behaviors, and that both were superior to that for
unrelated behaviors. Although this confirms the importance of information
processing, it does not necessarily challenge schema theory. The superiority of
schema-relevant information (both congruent and incongruent) to schema-
irrelevant information could be viewed as confirming the importance of an a
priori framework for thinking about stimuli.

From an information-processing perspective, the superior recall of incon-
gruent items is consistent with the idea that they received more attention or
were processed more thoroughly. However, the prevailing explanation (Hastie
& Kumar, 1979; Srull, 1981) is more complicated, suggesting that the result
reflects the organization of items in memory. Drawing on associative network
models of memory described in both the cognitive literature (Anderson &
Bower, 1973; Collins & Loftus, 1975) and the social cognition literature (Wyer
& Carlston, 1979), the Hastie-Srull model suggests that incongruent behaviors
become associatively linked to more material in memory than congruent
behaviors because people perseverate on incongruent information in an attempt
to make sense of it. When they later attempt to recall the behaviors, those
behaviors with more linkages to more other concepts have a recall advantage.
Research has subsequently confirmed many of the implications of this Hastie—
Srull model (1981), although some of these results have been controversial
(Skowronski & Gannon, 2000).
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Associative Network Models Associative network models have also been
used in more complex models of impressions. For example, Wyer and Carlston
(1979) described an associative network model of impressions in which traits,
behaviors, and schemas are connected by associative linkages of varying
strengths, reflecting the way that concepts were thought to be represented in
memory. Such models have been widely tested (see, for example, Carlston &
Skowronski, 1986; Higgins, Bargh, & Lombardi, 1985) and are now among the
most common models in social cognition. One of the more complex associative
network models of impressions is Carlston’s associated systems theory (1994),
which proposes that impressions consist of inferred traits, observed behaviors,
categorizations, visual images, evaluations, affective and behavioral reactions,
and relationships, all organized coherently through their connections with
basic brain structures. As discussed below, associative network models also
provided useful ways of integrating social cognition with concepts relating to
affect, evaluations, and attitudes.

Impression Processes

Theories of human judgment reflect two different viewpoints regarding how
people combine the implications of disparate items of information. The elemen-
tist view is that the separate implications of separate items of information are
mentally added or averaged to produce a judgment. The holistic view is that
different items of available information affect and change each other, so that
their combined implications determine judgments, but their separate implica-
tions are not very important. You may recognize this latter view as Gestalt the-
ory (“The whole is greater than the sum of the parts”), which was popular in
Europe during the era that behaviorism dominated in the United States. The
Asch warm/cold study (1946), described above, was an early attempt to pit the
elementist and the holistic views against each other. Asch reasoned that if peo-
ple were just adding or averaging items of information, then changing one of
seven descriptive traits (from warm to cold or vice versa) would have little effect
on judgments. But if people were considering the seven traits as a whole, then
changing one, central trait might have a substantial effect. This is in fact what
happened, with subjects given the descriptors intelligent, skillful, industrious,
determined, practical, cautious, and warm viewing the target as successful and
hardworking, and those given the same traits and cold viewing the target as
ambitious and conniving.

The most extensive examination of these issues was provided by Anderson’s
research on his information integration model (1968). Anderson (1974) believed
that people simply averaged separate items of information, and he conducted a
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vast program of research to demonstrate this for a variety of different kinds of
information, including that underlying impression judgments. Ultimately he
described a complex equation suggesting that people average separate items of
information with the implications of their original opinion, weighting each
item differently depending on a number of factors.

In 1974, Anderson was co-sponsor of a workshop on mathematical
approaches to person perception to which many eventual founders of the social
cognition movement were invited (Hastie et al., 1980, preface). During the
workshop, these individuals found themselves questioning the adequacy of
mathematical models for representing what people really do with impression-
related information. As with attribution theory, the information integration
approach was a rigorous and logical approach that did not seem to reflect the
kinds of mental activities in which people actually engage during impression
formation. After the workshop, these dissidents continued to meet regularly to
discuss their ideas and research on social cognition. Many of these ideas, involv-
ing information processing, schemas, and associative networks, generally
reflected the holistic viewpoint more than the elementist one.

Today the holistic view generally dominates, as reflected in recent research
on the effects of context on impression judgments. For example, interpretations
of facial expressions depended on the context in which they occurred (Aviezer,
Hassin, Bentin, & Trope, 2008); reactions to pictures of minority individuals
were influenced by brief exposures to pictures suggesting different environ-
ments (e.g., a church versus a street corner; Wittenbrink, Judd, & Park, 2001);
and subjects’ views of a political candidate’s personality were affected not only
by his behavior, but by his political ideology (Wyer & Watson, 1969). Most
theorists today assume that complex, “holistic” interactions may occur among
different aspects of a stimulus situation.

The Accuracy of Impressions

Like most people, social psychologists believed that some individuals are more
socially perceptive than others. As a consequence, considerable research was
conducted to determine what social skills might lead some individuals to form
more accurate impressions than others. However, a critique by Cronbach (1955)
put a damper on this area for decades by showing that measures of accuracy are
affected by a number of artifacts, such as the similarity between the person
whose personality is being rated and the person rating that personality.
Somewhat later, a review by Cline (1964) confirmed that impression accuracy
had less to do with the social sensitivity of the perceiver than with the similarity
between rater and ratee. An additional problem with such research was that the

75



BASIC PROCESSES

criterion for accuracy was often unclear. If you perceive that I am honest, how
should we determine if you are right or wrong? Ask me, and I might give an
answer less accurate than yours! Ask others and you might get a common
stereotype rather than the correct answer. So, research on the accuracy of
impression formation largely ground to a halt.

In recent decades, research on impression accuracy has resumed, as a result
of several developments. Kenny’s Social Relations Model (Kenny & Albright,
1987) provided a method for measuring various factors that contribute to accu-
racy, including those identified by Cronbach as problematic. And the criterion
issue was resolved by comparing subject’s personality impressions with the Big
Five measure of personality (e.g., Borkenau & Liebler, 1992) or with objective
criteria such as sexual orientation (e.g., Rule, Ambady, Adams, & Macrae,
2008). Most research in this area focuses on “first impressions” formed from
minimal information about other people. One review of such work (Ambady &
Rosenthal, 1992) suggests that observers are as accurate after viewing a very
brief “thin slice” of behavior as after 5 minutes of observation, though other
research suggests that longer observational periods sometimes produce greater
accuracy (Rule et al., 2008). In general, accuracy also depends a great deal on
the dimension being judged (e.g., extraversion is more readily perceived than
openness) and on the nature of the observational situation (see Gray, 2008, for
areview). A very readable review of such work is provided in the book Blink by
Malcolm Gladwell (2005).

So, to get back to the original question, are some people more socially per-
ceptive than others? It would appear that accuracy in impression formation
relates to a number of individual difference variables, including social sensitiv-
ity (Carney & Harrigan, 2003) and the need to belong (Pickett, Gardner, &
Knowles, 2004). However, different kinds of people appear to be accurate with
regard to different attributes under different conditions, so there really is not
just one kind of person who is consistently more accurate in forming impres-
sions of others under all circumstances (Hall & Andrzejewski, 2008).

New Issues

In addition to addressing classic issues in impression formation, as described
above, social cognition also directed attention to issues that had not previously
concerned impression researchers. We will cover two of these, spontaneous
trait inference and priming effects, to illustrate some of the new directions sug-
gested by the social cognition approach.

Spontaneous Trait Inference In introducing this section, we cited the job
interview as the prototypic impression formation situation. In this context it
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can be taken as a given that those involved are motivated to form impressions
of each other. This may be equally true in singles bars and dark alleys. Thus, the
focus of most impression formation research has been on features of the
impression formation process, rather than on the question of when impression
formation processes will occur. Of course, social psychological laboratories are
not interview contexts, singles bars, or dark alleys (though they have been
known to house simulations of all three). But because the majority of labora-
tory experiments on impression formation simply asked subjects to report their
impressions, the issue of when they might engage in impression formation,
without being asked, was generally avoided.

In 1984, Winter and Uleman published an article that addressed the obvi-
ous, but previously unasked, question, “Do people form trait impressions spon-
taneously?” This is not a question that can be answered by giving subjects trait
rating scales, as done in most prior research, because the scales themselves are
likely to provoke impression formation. Nor isita question that can be addressed
directly to subjects, since there is ample evidence that people lack the ability to
accurately report their own mental processes (Nisbett & Wilson, 1977). So a
new research method needed to be devised, and to do so, Winter and Uleman
followed the strategy central to social cognition, adapting ideas and methods
from cognitive psychology.

Winter and Uleman’s research strategy derived from cognitive psychologist
Endel Tulving’s encoding specificity principle, which states that the best cues
for retrieving information from memory are those that relate to the way that
information was first processed. Winter and Uleman reasoned that if subjects
given behavioral stimuli processed these by thinking about the actor’s likely
traits, then the traits they thought about would provide the best retrieval cues
for the stimulus behaviors. They conducted a study in which subjects were pre-
sented with a number of sentences such as “The plumber slips an extra $50 into
his wife’s purse,” and then were asked to recall as many of these as possible,
given cues such as “generous” (the trait cue) or “pipes” (an actor cue). The study
confirmed that trait cues were more effective in prompting retrieval than either
actor cues or no cues, suggesting that people spontaneously thought about
implied traits while processing the original sentences.

The Winter and Uleman study elicited considerable attention, much of it
critical of their methodological logic (Bassili & Smith, 1986; Wyer & Srull,
1989, p. 146). One pair of critics, Carlston and Skowronski (1994), proposed an
alternative method that they believed would disconfirm Winter and Uleman’s
conclusions. Like Winter and Uleman, Carlston and Skowronski’s research was
based on an application of cognitive principles, this time Ebbinghaus’ (1964)
savings in relearning principle. Ebbinghaus studied memory long before cogni-
tive psychology existed as a field, and like Bartlett, his work had little impact on
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social psychology prior to the social cognition era. Among the phenomena that
Ebbinghaus observed was the ability of people to relearn previously forgotten
material better than they had been able to learn it initially. For example, sup-
pose you were to read a difficult passage from this chapter right now (or even to
read it upside down!), and then to try to do this again a few years from now
when (unfortunately) you will probably have forgotten ever reading it.
According to Ebbinghaus, your initial experience, even though forgotten, will
leave memory traces that make it easier for you to repeat the process, or relearn
the material, years later.

So Carlston and Skowronski (1994) reasoned that if people spontaneously
form trait impressions of actors while reading about those actors’ behaviors,
they will more easily associate the actors with those traits in the future. In a
series of studies, these researchers presented subjects with numerous pairings
of actor photos and behavior descriptions with instructions either to form
impressions of the actor or to simply familiarize themselves with the materials.
Later, subjects tried to memorize an assortment of photo-trait pairs, some of
which corresponded with the implications of photo-behavior pairs presented
earlier. As expected, subjects instructed to form impressions had an easier time
recalling photo-trait pairings that corresponded with information they had
been given earlier than they did recalling novel pairings. Contrary to Carlston
and Skowronski’s expectations, however, an equally strong savings effect was
evident among subjects who were not told to form impressions. The research
thus inadvertently confirmed that people do form trait impressions spontane-
ously, a conclusion in which we are quite confident because it is now supported
by many other studies (e.g., Carlston, Skowronski, & Sparks, 1995; Carlston &
Skowronski, 2005) and methods (e.g., Todorov & Uleman, 2002).

Trait Priming Effects Another novel social cognition finding was that peo-
ples’ impressions can be altered by priming them with trait concepts. Suppose
we told you that “Donald was aware of his ability to do many things well”
Would you have a positive or negative impression of Donald? According to
research by Higgins, Rholes, and Jones (1977), this probably depends on
whether you view Donald as confident or conceited. Did you think of Donald as
confident? If so, could it have anything to do with the fact that you read the
word confident in the previous paragraph? There is considerable research to
suggest such a priming effect. In the study by Higgins et al., for example, sub-
jects’ views of Donald (who was described partly with the same phrase given
above) were manipulated by exposing them to either the word self-confident or
the word conceited in a “unrelated” experiment they completed before reading
about Donald.

To fully understand this priming effect, you need to know more about the
associative network models described earlier. We noted previously that such
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models are derived from cognitive models of memory, and that they involve
linkages of varying strength among concepts. Specifically, as illustrated in
Figure 3.1, concepts in these models are represented by nodes and links are
construed as pathways. Nodes representing concepts that are being thought
about become activated and then pass excitation through connecting pathways
to other, associated concept nodes. When enough excitation accumulates at an
associated node, that concept is retrieved, and it then spreads excitation to its
associates. Stronger pathways conduct more excitation, so more strongly asso-
ciated concepts are more likely to foster each other’s retrieval. (In terms of the
figure, for example, thinking of Tiger Woods is likely to activate the profes-
sional golfer node, which in turn may activate other golfers such as Phil
Mickelson.) And most important in terms of the priming work, once activated,
a node loses its excitation only slowly, with any residual excitation making it
easier for the concept to become reactivated later.

From this perspective, the prior activation of a trait term, even during a
separate experiment or task, leaves that term (or, to be more exact, the node
representing it) with some residual level of excitation. Later, when an individual
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FIGURE 3.1. A portion of an individual’s mental representation of golfer Tiger Woods as
depicted in an associative network model. Thicker lines represent stronger associations.
(Editor’s note: This figure was submitted for publication prior to highly publicized
events that may alter the associations that some readers have of Tiger woods.)
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hears about Donald and begins to search memory for appropriate constructs to
use in interpreting Donald’s description, the previously activated trait term is
likely to come to mind. As a consequence, the individual is more likely to view
Donald in a manner consistent with the primed concept.

What if, instead of subtly exposing subjects to the trait word, the research-
ers had just entered the room with confident stamped prominently on their
foreheads? Would subjects still have formed impressions consistent with the
activated trait term? Probably not. People are generally smart enough to parti-
tion out concepts that they know are activated for the wrong reasons (Martin,
1986). In fact, they sometimes bend so far backward to avoid influence that
they are actually influenced in the opposite direction (Strack, Schwarz, Bless,
Kubler, & Wanke, 1993). In the forehead example, they might be more likely to
think of Donald as conceited than as confident, despite prior exposure to the
latter term. What this demonstrates is that memory and judgment are not
totally passive activities controlled by the mindless ebb and flow of excitation
through an associative network. Nonetheless, the network does underlie human
thought and memory, and it does have an impact, perhaps especially when
people are not thinking very hard.

Social Cognition and Other Core Topics

As an approach to psychological theorizing and research, social cognition ulti-
mately influenced almost every area of social psychology. (To be fair, almost
every area of social psychology also influenced social cognition.) In this section
we describe some of those influences, focusing on several central topics in the
field. Most of these core topics have their own chapters in this volume, so the
current exposition will be kept short, with the intention of illustrating, rather
than belaboring, the impact of social cognition.

Nonconscious Processes

An early complaint about the social cognition approach (and also about the
attribution approach that preceded it) was that it seemed to (over)emphasize
conscious, deliberative cognitive processes, disregarding the kinds of less delib-
erate, learned responses emphasized by the behaviorists. This was probably a
fair criticism, as the victors in the cognitive revolution may have thrown out the
baby with the behaviorist bathwater. The information-processing model, which
social cognitionists tended to adopt, does seem (at least on the surface) best
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suited for handling information that is consciously attended and explicitly
recalled. So the influence of things not attended or not recalled was initially
given short shrift.

But nondeliberative and nonconscious processes were coming to the atten-
tion of cognitive psychologists (e.g., Schneider & Shiffrin, 1977) and some
models popular among social cognitionists (e.g., schema theory and associative
network models) accomplished much of their work outside the range of con-
scious attention. So the field was somewhat receptive when Bargh (a student of
social cognition critic Robert Zajonc) introduced the concept of automaticity
to the field in 1982 (see also Bargh, 1984). Following up on earlier work on
social “mindlessness” (Langer, Blank, & Chanowitz, 1978) and on cognitive
theories of automaticity (e.g., Schneider & Shiffrin, 1977; Posner & Snyder,
1975), Bargh argued that people engage in both controlled and automatic pro-
cesses, with the latter distinguished from the former by four features. Automatic
processes initiate without intention, occur outside of awareness, are difficult to
control, and use little of the mind’s limited capacity. Bargh (1994) quickly real-
ized that very few processes meet all four criteria, and the theory was revised to
suggest that processes are relatively more automatic when they possess more of
these features and relatively controlled when they possess fewer.

The critical point is that social cognition expanded to embrace processes
that would once have been thought to lie outside its reach. Admittedly, incor-
poration of Bargh's ideas has not been all hugs and kisses (see, for example, the
entire Advances in Social Cognition, 1997). But the field now accepts the idea of
automaticity, and theories of mental representation now routinely accommo-
date unconscious (“implicit”) representations and processes as well as con-
scious (“explicit”) ones (Carlston, in press). As a result, notions of automaticity
and implicitness were less challenges to the validity of social cognition than
challenges to expand and refine social cognition theories.

The Self

The Self (see Baumeister, Chapter 5, this volume) is one of the oldest topics in
social psychology, having been addressed by William James in 1890. The term has
been applied to people’s self-concept, as well as to whatever it is that is self-
conscious and responsible for control and deliberative processing (see Allport,
1955, for an early treatment). Many psychologists (especially behaviorists) have
been uncomfortable with the subjective and seemingly unscientific nature of the
self, especially the “whatever it is” part. It is not surprising, then, that self-theorists
sought acceptance by periodically recasting the concept in terms of the newly
popular psychological constructs of each era (see Linville & Carlston, 1990).
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With the emergence of cognitive psychology, this included the “self as schema”
(Markus, 1977) and the “self as (associative) cognitive structure” (Bower &
Gilligan, 1979.).

Researchers discovered that information is recalled better when initially
thought about in relation to the self than when thought about in other ways
(Rogers, Kuiper, & Kirker, 1977). This self-reference effect (SRE) parallels, but
was even stronger than, a depth of processing effect that had been documented
in cognitive psychology—people who think about the meaning of material
remember it better than those who think about it more superficially (Craik &
Lockart, 1972). In theory, deeper processing brings material into contact with
well-learned knowledge structures (e.g., schemas) that provide a memory
framework and potential memory cues. Rogers et al. (1977) therefore posited
that the self was a particularly deep and special knowledge structure that
bestowed material with particularly good memory cues.

There is now some question as to whether the self-reference effect even
exists when the self-reference and comparison tasks are carefully equated (Klein
& Kihlstrom, 1986). But during the era when the SRE was most prominent, a
number of cognitively oriented researchers attempted to demonstrate the
“specialness” of the self-schema. Among these were Higgins, Van Hook, and
Dorfman (1988), who tried to show that traits in the self-schema prime other
traits that are also part of the schema, and McDaniel, Lapsley, and Milstead
(1987), who tried to use a release from proactive inhibition task (don’t ask) to
show that traits in the self-schema are categorized differently from those that
are not. These and other similar efforts failed, possibly because the self is really
not qualitatively different from other kinds of knowledge (and possibly because
trait words, mentioned out of context, are not inherently interpreted as part of
the self-concept). Nonetheless, whether “special” or not, it is evident that infor-
mation about the self is more familiar, better learned, and of more interest to
people than are most other kinds of information.

Attitude Structure and Change

In social psychology, the attitudes area (see Fabrigar & Wegener, Chapter 6, this
volume; Petty and Briilol, Chapter 7, this volume) is closely related to social
cognition, even sharing a section of the leading social psychology journal, the
Journal of Personality and Social Psychology. Theory and research on attitudes
actually predate those on social cognition by decades, and it was generally a
cognitive approach in a noncognitive era, although it sometimes made half-
hearted efforts to conform with behaviorism (e.g., Staats & Staats, 1958). Some
of the early founders of social cognition (e.g., Tom Ostrom and Tony Greenwald)
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had previously been attitude researchers, as have been some of the winners of
the Ostrom Award for Lifetime Contributions to Social Cognition (e.g., Tony
Greenwald and Russ Fazio). Thus, even though the social cognition and attitudes
areas remain separate subdisciplines, they have had a very symbiotic relationship.
As a consequence, there are many areas of overlap, only a few of which will be
touched on here.

Early social cognition was criticized for overlooking motivational concerns,
which were not inherent in the information processing model. This criticism
was probably fair, and explains why social cognition allied itself with the cogni-
tive side of a motivation-cognition debate that played out in the attitude area.
This debate pitted dissonance theory (Festinger, 1957), a motivational approach,
against self-perception theory (Bem, 1967, 1972), a cognitive approach.
Dissonance theory had been one of the most influential theories in social psy-
chology. It suggested that two clashing cognitions (one relating to a belief and
another to one’s belief-inconsistent behavior) create an uncomfortable state of
arousal called dissonance. Because dissonance is unpleasant, the theory states,
people are motivated to reduce or eliminate it by changing their beliefs.
Although simple, the theory has many implications, which busied a generation
of attitude researchers (see Cooper & Fazio, 1984; Harmon-Jones &
Harmon-Jones, 2008).

Daryl Bem (1967, 1972) suggested that most findings attributed to disso-
nance could be viewed, instead, as a consequence of a cognitive mechanism,
without resorting to motivational constructs. Specifically, he suggested that
people often use their own behavior to deduce their beliefs (much as we would
use others’ behaviors to deduce their beliefs), with the result that after doing so,
the two tend to correspond. This self-perception theory seemed able to account
for most dissonance effects without assuming any motivational processes. Thus
began a prolonged battle between dissonance theorists and self-perception theo-
rists over the need for motivational constructs, a battle once thought to be unwin-
nable (Greenwald, 1975), but ultimately resolved by Fazio, Zanna, and Cooper
(1977). In a series of elegant experiments (see also Zanna & Cooper, 1974), these
authors showed that dissonance theory applies (and arousal/motivation is impor-
tant) when a persons beliefs and behavior are quite discrepant, but that self-
perception theory applies (and arousal/motivation is not involved) when beliefs
and behavior are more consistent. These findings were a bit of a blow to the social
cognitionists of that era, suggesting that motivational principles are sometimes
important. However, as with the potential threat from automaticity, discussed
above, the field of social cognition responded not by admitting defeat, but by
expanding to embrace motivational constructs (see below).

The attitude and social cognition areas intersected on other issues as well.
Dual processing models, which suggest that people are sometimes thoughtful
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and sometimes mindless (essentially, on automatic pilot), arose from, and had
an impact in, both areas (see Chaiken & Trope, 1999). As with automaticity and
dissonance, social cognitive theory expanded to deal with “mindless cognition.”
As another example, associative network models of memory were applied to
the area of attitudes (Fazio, 1986). One interesting implication of this applica-
tion is that the observation of an attitude object spontaneously activates an atti-
tude or evaluation (Fazio, Sanbonmatsu, Powell, & Kardes, 1986; see also
Duckworth, Bargh, Garcia, & Chaiken, 2002). One additional area of overlap,
involving “implicit” cognitive representations, is discussed in the next section.

Prejudice and Stereotyping

As with the study of the self and attitudes, the study of prejudice and stereotyp-
ing has a venerable tradition in social psychology (see Bodenhausen & Richeson,
Chapter 10, this volume). Racial and gender stereotypes were reinterpreted as
cognitive schemas during the social cognition era (e.g., Branscombe & Smith,
1990), readily accounting for perceptual and memory biases long known to be
associated with stereotyping (Allport, 1954). More recently, prejudice and
stereotypes have been viewed as implicit cognitive concepts that sometimes lie
outside of awareness and that are activated automatically on exposure to a ste-
reotyped target, potentially leading to prejudiced responses even from egalitar-
ian individuals who normally control their prejudice (Devine, 1989). For
example, one study (Bodenhausen, 1990) found that morning people stereo-
type more in the afternoons and evenings, whereas night people stereotype
more in the mornings. In terms of the dual processing theories discussed in the
preceding section, people are at their cognitive peak at different times of the
day, and when not, they may slip into mindless stereotyping because of beliefs
they hold implicitly.

Greenwald, McGhee, and Schwartz (1998) described a cognitively based
measure of implicit prejudice that has been widely used and researched (Lane,
Banaji, Nosek & Greenwald, 2007), although it remains somewhat controver-
sial (e.g., Blanton & Jaccard, 2006). This measure, the implicit association test
(IAT), is based on the premise that it is difficult to simultaneously undertake
two cognitive categorization tasks that conflict in terms of feelings about the
things being categorized. The task is attractive to social psychologists because it
promises to assess how people feel even when their feelings are implicit and
outside of awareness. However, the controversy arises because the IAT tends to
indicate that almost everyone is prejudiced, leading some to suggest that it may
reflect ingrained cultural associations rather than implicit attitudes (Olson &
Fazio, 2004).
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Of course it is possible that everyone is implicitly prejudiced to some degree,
and that the real difference between bigoted and egalitarian individuals is
whether they try to control or suppress their prejudice, as Devine (1989) sug-
gested. We have already discussed research showing that prejudice can increase
when people’s ability to engage in controlled processing is diminished
(Bodenhausen, 1990). Other research suggests that the act of exerting control
can also backfire, leading prejudice to resurge at a later time (Macrae,
Bodenhausen, Milne, & Jetten, 1994). This rebound effect is consistent with
work by Wegner (1994) that indicates that any attempt to suppress thoughts
can backfire by causing the suppressed thoughts to recur stronger than before.
To explain such results, Wegner theorized that the act of monitoring our
thoughts for a particular concept has the ironic effect of causing that concept to
be implicitly rehearsed. In the terms of associative network models described
earlier, this rehearsal creates residual activation that makes it easier to remem-
ber that concept node in the future.

Judgment and Decision Making

Attempts to document people’s errors and biases in the attributional realm were
paralleled by attempts to document similar failings in the realm of judgment
and decision making (see Vohs & Luce, Chapter 20, this volume). One impor-
tant program of research was conducted by Kahneman and Tversky (1973;
Tversky & Kahneman, 1974). These two theorists identified a variety of simple
rules that people use that lead to logical errors, the two most prominent of which
were the representativeness heuristic and the availability heuristic.

The idea behind the representativeness heuristic (see Kahneman & Tversky,
1972) is that people make judgments based on whether a stimulus appears to be
representative of a particular stimulus or set of circumstances (that is, a schema).
As an example, suppose that you were asked whether a well-muscled young
man is more likely to be a student or a student and an athlete. Because this
stimulus fits your schema of a student-athlete, the representativeness heuristic
might lead you to select the second option. However, had you thought about
the problem more logically, you might have recognized that the student cate-
gory includes all student-athletes plus many other young men who happen to
be well muscled without being athletes. Therefore the probability that this stim-
ulus individual fits the former category has to be higher than the probability
that it fits the latter one.

Kahneman and Tversky’s (1973) second heuristic, availability, is interesting
because it relies on both memory and metamemory (which refers to people’s
understandings of how their own memory works). This heuristic reflects

85



BASIC PROCESSES

people’s tendency to guess that the ease with which they can recall something
reflects the frequency of that thing in the world. Thus, for example, people
asked to judge whether more words in the English language begin with “K” or
have “K” as the third letter are likely to select the former. It is easier to generate
instances based on their first letter (“kite;” “kitchen”) than on their third
(“acknowledge”), so these words are more available in memory, and people
assume that they are more frequent. (They are not, as only one-third as many
English words actually begin with K.)

The view that people are affected by their own theories about their cognitive
processes (known as metacognition) has numerous important implications (Flavell,
1976, 1979). One application of metacognition was described earlier in this chap-
ter in relation to the role of awareness in priming. We suggested that people can
“partition out concepts that they know are activated for the wrong reasons”
Although not labeled as metacognition at the time, such effects hinge on people’s
beliefs about why particular traits happen to appear in their consciousness.

Emotion

Zajonc early (1980a) criticism of social cognition stemmed partly from his
conviction that affect and emotion are central to human experience. He went so
far as to suggest that affect is primary, and that cognition simply follows along,
explaining or justifying responses that our affective systems have already deter-
mined (Zajonc, 1980b). Thus, it is a mistake for us to imagine that we are sizing
someone up, analyzing their behavior, evaluating their personality, and making
judgments that will determine our feelings toward them. Rather, according to
Zajong, it is the other way around: We have already determined our feelings,
and it is these that will shape our analysis of their behavior and our evaluation
of their personality. Zajonc went even further, arguing that affective responses
occur even before we recognize what an object is, and that they rely on percep-
tual features (which he termed “preferenda”) different from those that we use to
identify or categorize objects (which he termed “discriminenda”).

Zajonc supported his argument with research on the implicit effects of
repeated exposure (which makes us like things more without knowing why) and
on subliminal priming (which can do the same). However, his claims were
quite controversial (Lazarus, 1982). Some theorists responded that Zajonc’ results
were explainable in terms of cognitive mechanisms, without assuming the pri-
macy of affect. One such explanation was that familiarity (even unconscious
familiarity) with an object allows it to be processed more easily, creating a fluency
that is often experienced as pleasant (Reber, Winkielman, & Schwarz, 1998).
Such explanations focus on people’s subjective interpretations of the cause of
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their fluency or positive affect, emphasizing again the roles of phenomenology
and metacognition.

Although the extreme forms of Zajonc’ (1980b) argument met resistance,
the importance of human affect and emotional experience is undeniable (see
also Forgas, 1983). Consequently, as with automaticity and motivation, social
cognitive theory had to adapt. One early effort was Susan Fiske’s (1982) sche-
ma-based integration of cognition and affect. Another was cognitive psycholo-
gist Gordon Bower’s (1981) theory that affect can be represented by nodes in an
associative network, just as more cognitive constructs can be. From this per-
spective, experienced affects (moods) can prime memory, resulting in retrieval
of memories that are consistent with, and thus linked to, those moods. Fazio’s
previously described work on the automatic activation of attitudes similarly
showed that the subliminal presentation of affectively (or attitudinally) relevant
material can facilitate recognition of attitude objects about which we feel simi-
larly. Although such effects were derived from formulations that characterize
mood, affect, and evaluation as nodes in an associative network, they are also
readily explained by more recent connectionist models that view mood, affect
and evaluation as features that combine with other, perceptual features to
activate particular constructs (see Carlston, in press). Such models may be
increasingly important in the social cognition of the future (Smith, 1996).

Another effort to integrate affect with social cognition was the affect-as-
information approach (e.g., Clore & Parrott; 1991). This metacognitive approach
suggests that people view their own affect as potentially informative about the
world, and interpret it in terms of their understanding of the sources and con-
sequences of affective feelings. In a demonstration of this approach, Schwartz
and Clore (1983) telephoned people and asked a series of questions about their
life satisfaction. The experimenters found an expected relationship between the
current local weather and reported satisfaction, with respondents who were
experiencing bad weather (and thus presumably were in bad moods) reporting
less life satisfaction than those experiencing better weather conditions (and
presumably were in better moods). However, before beginning the questioning,
some respondents were explicitly asked about the weather they were experienc-
ing. Simply asking this question eliminated the effects of the weather (and thus
presumably of mood) on reported life satisfaction. Apparently, knowing that
the weather might influence their moods, respondents who had the conditions
brought to their attention discounted their moods as a source of information
about their life satisfaction, and based their responses on other information.

Notably, both the Bower and the Clore formulations treat affect as they do
other, more cognitive constructs, embedding them in an essentially cognitive
theory. Forgas (2001) describes a more complex affect infusion model, which
includes affect-as-information along with several other possible affective and
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cognitive processing strategies in a more equal partnership. The Forgas approach
brings affect into the social cognition fold by employing the information pro-
cessing model, which he once criticized as incomplete (for its failure to include
affect). This nicely illustrates both the influence, and the expansion, of social
cognitive theory.

Motivation and Goals

The battle between dissonance and self-perception theory described earlier
highlights the historical conflict between motivational and cognitive approaches
to human behavior. The reader may recall that the resolution to the dissonance/
self-perception battle was essentially to cede each some territory, and to say that
both were correct under different circumstances. More recently, however, a dif-
ferent kind of rapprochement has been suggested, which has parallels to the
manner in which affect was incorporated into social cognition.

The new approach treats people’s motivation and goals as concepts that can
interact with other cognitive concepts in associative memory (Bargh, 1990;
Kruglanski & Kopetz, 2009). This interaction is nicely illustrated by a study on
the effects of subliminal primes on behavior (Strahan, Spencer, & Zanna, 2002).
Subjects were induced to feel thirsty (or not), which was presumed to create a
goal or motivation to drink. Some subjects were then subliminally primed with
thirst-related words, whereas others were not. Finally, as part of a “taste test,
subjects were asked to compare two glasses of Kool-Aid, and the experimenters
surreptitiously measured how much they drank. The experimenters discovered
that if subjects had no motivation to drink (because they were not thirsty), the
thirst-related primes had no effect. However, if the subjects had a motivation to
drink, they drank more after being primed with thirst-related words than non-
thirst-related words. Thus, motivations and cognitions interacted to determine
behavior.

Research on the cognitive representation of goals suggests that they are
organized hierarchically under superordinate goals and values but above spe-
cific means and tasks. Furthermore, they can be primed by, or help to prime,
other levels of the goal hierarchy, other noncompeting goals, and other goal-
related concepts. Although goals behave much like other kinds of cognitive
concepts, they also possess some differences (Bargh & Gollwitzer, 1994; Forster,
Liberman, & Friedman, 2007). For example, goals tend to become more acti-
vated as their completion nears, but then to switch off suddenly (rather than
showing persisting residual excitation) once they are accomplished. It is diffi-
cult for traditional associative network models to explain such effects, so the
models have had to be stretched to bring motivation and goals under the social
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cognitive umbrella. This stretching probably makes the social cognitive
approach less parsimonious than it once was, but it also has the effect of chang-
ing the way that motivationally oriented theorists think about motivation.

Social Cognition Today

The preceding review suggests that the area of social cognition has been expand-
ing to include topics that were previously thought to be noncognitive: auto-
matic processes, implicit representations, affect and emotions, and motivation
and goals. This expansion has enriched theory and research in the field, but it
has also resulted in a more complex, and a more unwieldy core body of knowl-
edge in social cognition. Some new methods, findings, and principles suggested
by this new body of work have yet to be fully assimilated, and it is less clear
where the boundaries of the discipline are. Social cognition researchers once
focused principally on impression formation (along with attribution and atti-
tudes); however, today they cover everything. Philosophers of science suggest
that theories tend to become less parsimonious as they accumulate additional
assumptions to accommodate new data that do not fit, and the same may be
true of fields as a whole. So social cognition is no longer the coherent set of
perspectives and ideals it once was. Still, in time the seams between disparate
areas of the field are likely to be smoothed over and new ideas, approaches,
methods, and findings are likely to be successfully assimilated.

In the meantime, social cognition is beginning to realize one of its primary
objectives: the spread of one universal set of concepts and principles within
most, if not all, psychological theorizing and research. Of course, it is possible
that social cognitionists may not ultimately determine what that universal set
of concepts and principles is. New cognitive approaches such as connectionism
do not readily conform to the information processing model. New methods,
such as those arising out of social cognitive neuroscience (see Heatherton &
Wheatley, Chapter 16, this volume), will undoubtedly result in radical new
understandings of human thought processes, posing novel challenges for old
social cognition theories. The chances are that social cognition, if it is still called
that, will in 10 years look quite different than it does now.

But the core issues that ignited the field will still be important. People’s phe-
nomenology will still play a role in how they navigate their social world. Their
conscious thoughts and judgments will still matter, although so too will their
unconscious thoughts, and other things going on in the brain that we may not
even construe as thoughts today. And the science of social psychology will
continue to borrow the ideas and tools that it needs from other cutting edge

89



BASIC PROCESSES

disciplines to construct the most accurate representation possible of the role
that people’s single, unified mind plays in shaping experiences and behavior.
Such developments will be welcome because social cognition never really
wanted to rule the world; it only wanted to understand it.
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Chapter 4

Social Psychology of Emotion

Antony S. R. Manstead

There are grounds for thinking that emotion is deeply social in nature and that
social life is imbued with emotion (Parkinson, 1996). First consider the social
nature of emotion. It is true that there are emotional responses (such as fear of
heights or disgust evoked by bitter tastes) that are evoked by sensory stimuli
without any obvious social component, but such emotions are the exception.
The majority of the emotions we experience in everyday life have a social ori-
gin. The object of emotion is typically social in nature. It may be an individual
(someone you love), a social group (a political party you despise), a social event
(your favorite sports team winning a competition), or a social or cultural arti-
fact (a piece of music). These social objects are much more likely than nonso-
cial objects to be the source of our everyday emotions (Scherer, Walbott, &
Summerfield, 1986).

Furthermore, many emotions are inherently social, in the sense that they
would not be experienced in the absence of others, or appear to have no func-
tion other than to bind us to others. Emotions such as compassion, sympathy,
maternal love, affection, and admiration depend on other people being physi-
cally or psychologically present. Fear of rejection, loneliness, embarrassment,
guilt, shame, jealousy, and sexual attraction are emotions that seem to have the
primary function of motivating the individual to seek out or cement social
relationships.

A final point concerning the link between emotion and social life is that
when we experience emotions we have a strong tendency to communicate with
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others about them. In research on what is called the “social sharing” of emo-
tion, investigators have shown that the majority of emotional experiences are
shared with others, and that this is done quite frequently and quite soon after
the triggering event (Rimé, Finkenauer, Luminet, Zech, & Philippot, 1998).
Moreover, this sharing of emotion with others elicits emotional reactions in
listeners, an interesting phenomenon in itself, depending as it does on the
listener’s tendency to empathize with the sharer (Christophe & Rimé, 1997).

These points make it clear that emotions are typically social in nature: They
are about social objects, their function seems to be social, and they have social
consequences. A related point is that much of the classic subject matter of social
psychology is emotional in nature: Topics such as close relationships, aggres-
sion and hostility, altruism and helping behavior, prejudice and stereotyping,
and attitudes and persuasion entail concepts and processes that are often explic-
itly emotional. In short, there is an intimate connection between emotion and
social psychology, which helps to account for the prominent role that social
psychologists have played in emotion theory and research.

In the rest of this chapter I review the different ways in which social psy-
chologists have advanced our understanding of emotion. I start with appraisal
theory, the dominant current theoretical framework in emotion research.
I then consider the social functions served by emotion, and how emotions
influence social cognition, before turning to fundamentally “social emotions”
such as shame and guilt. I go on to address the way in which emotions are
expressed in the face. In the following two sections of the chapter I focus on the
role of emotion in and between social groups, and on cultural influences on
emotion. The chapter closes with a glimpse at some “hot topics” in current
research on emotion.

Appraisal and Emotion

The idea that appraisals are fundamental to emotion can be traced to the writ-
ings of Magda Arnold (1960; see also Reisenzein, 2006). Arnold argued that
whether we find a stimulus emotionally arousing depends on the extent to
which the stimulus is personally meaningful. Unless the stimulus matters to us,
we will not become emotional. Clearly, what matters to one person may leave
another person cold. This emphasis on subjective meaning in appraisal theory
led researchers to shift their attention from the objective properties of emotional
stimuli to the subjective processes (“appraisal processes”) by which perceivers
attach significance and meaning to stimuli.
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There are several variations on the basic theme of appraisal theory (e.g.,
Frijda, 1986; Smith & Lazarus, 1993; Roseman, 1984; Scherer, 1984), but they
all share the assumption that emotions derive from meaning. Meaning, in turn,
derives from appraisals of the significance to an individual of thoughts or events
or objects, given a certain set of values and goals. So fundamental is this assump-
tion that it forms the basis of the first in a series of “laws of emotion” formulated
by Frijda (1988). The first is the law of situational meaning: “Emotions arise in
response to the meaning structures of given situations; different emotions arise
in response to different meaning structures” (p. 349). In other words, the kind
of emotion that someone experiences in a given situation will depend on the
meaning they attach to it, such that different people experience different
emotions in relation to the same situation.

The second of Frijda’s laws of emotion is the law of concern: “Emotions arise
in response to events that are important to the individual’s goals, motives, or
concerns” (p. 351). A basic condition for emotion to arise, on this account, is
that something happens that is “motivationally relevant” (Smith & Lazarus,
1993). Unless something is at stake, unless an object or an event concerns us,
we do not become emotional. We evaluate the personal implications of an
object or event in light of our values or goals. It follows that the type of emotion
we experience is going to be shaped in important ways by whether the object or
event is consistent or inconsistent with these values or goals. This is what Smith
and Lazarus (1993) call the assessment of “motivational congruence.” Positive
emotions are evoked by objects and events that are appraised to be motivationally
congruent, as well as motivationally relevant; negative emotions are aroused by
objects and events that are appraised to be motivationally incongruent, as well as
motivationally relevant.

What type of positive or negative emotion is experienced depends on
further appraisals, one of the most important of which is an attribution-like
assessment of who or what is responsible for the event in question (Weiner,
1985). An event that is motivationally relevant and incongruent could evoke
emotions as disparate as anger (if someone else is seen to be responsible for the
event) and guilt (if the self is seen as responsible).

There are several appraisal criteria or dimensions that have been proposed
beyond the three discussed (relevance, congruence, and responsibility). The
idea is that different emotions are associated with different patterns or profiles
of appraisal. The additional appraisal criteria, such as control and power, help to
distinguish between emotional states. Sadness, for example, is theoretically
characterized by appraisals of low control and low power, and these appraisals
help to distinguish sadness from anger. Scherer (1999) provides a useful
overview of the similarities and differences between four influential appraisal
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theories of emotion, and how these theories conceptualize the relation between
specific emotions and appraisal dimensions.

Perhaps the most controversial claim made by appraisal theorists is that
appraisals cause emotion. Although not all appraisal theorists would go as far as
Lazarus (1981) when he wrote “I would argue that there are no exceptions to
the principle that emotion is a meaning-centered reaction and hence depends
on cognitive mediation” (p. 223), most would agree with the less staunch posi-
tion adopted by Roseman and Smith (2001). They defend the basic proposition
that appraisals cause emotions but accept that appraisals are not necessary for
emotions: “For example, it would appear that emotions can be physiologically
generated and altered independently of typical appraisal processes, as when
endogenous depression is caused by neurotransmitter dysfunction and allevi-
ated by antidepressant drugs. If so, appraisals are not necessary causes of
emotion” (p. 16).

Many studies testing predictions derived from appraisal theory involve ask-
ing participants to recall emotional events from their own lives and to answer
questions designed to elicit their appraisals at the time of the event (e.g., Frijda,
Kuipers, & ter Schure, 1989; Smith & Ellsworth, 1985). Although studies of this
type have yielded a body of evidence consistent with appraisal theory, they have
widely acknowledged limitations. Perhaps the most serious of these is that the
studies are correlational in nature, showing that certain kinds of emotional
experience are associated with certain kinds of appraisal. Whether these
appraisals preceded, accompanied, or followed the emotion is therefore unclear
(see Parkinson, 1997; Parkinson & Manstead, 1992, for discussions of these
issues).

More compelling evidence of a causal relation between appraisal and
emotion comes from experimental studies in which attempts are made to
manipulate the nature of the appraisals made by participants to examine the
consequences for measures of emotional response. An early example is a study
reported by Speisman, Lazarus, Mordkoff, and Davison (1964). Participants
were shown an excerpt from a film depicting a rite of passage in the lives of
males in aboriginal tribes in Australia, marking the transition from boyhood to
manhood. The rite entails operating on the boys genitals using flintstones.
Speisman and colleagues added voiceovers that encouraged viewers to appraise
the depicted events in different ways. In the “trauma” condition, the soundtrack
emphasized the crude nature of the operation and the pain and suffering expe-
rienced by the boys. In the “denial” condition, the soundtrack emphasized the
fact that the ceremony was keenly anticipated by the boys and was for them an
occasion for joy rather than suffering. In the “intellectualization” condition, the
soundtrack encouraged the viewer to adopt the detached perspective of a scien-
tific observer of the ceremony. Figure 4.1 shows the mean skin conductance
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FIGURE 4.1. Mean Skin Conductance Level in Different Soundtrack Conditions of
Speisman et al’s (1964) Experiment. Note: Higher values reflect greater physiological
arousal. From Speisman, J. C., Lazarus, R. S., Mordkoff, A., & Davison, L. (1964).
Experimental reduction of stress based on ego-defence theory. Journal of Abnormal
and Social Psychology, 68, 367-380. Published by the American Psychological
Association. Reprinted with permission.

levels (SCL) in the four conditions of the experiment. SCL is one index of auto-
nomic nervous system activity and reflects the type of arousal associated with
stress. There are clear between-condition differences showing that the trauma
voiceover enhanced SCL whereas the denial and intellectualization conditions
attenuated it, relative to the silent control condition.

A limitation of the Speisman et al. (1964) study is that the researchers did
not measure appraisal. We therefore have to infer that the different soundtracks
did have an impact on appraisals of the events in the film, and that these
appraisal changes were responsible for the effects on emotional response.
A more recent experimental study addressing some of these issues was reported
by Roseman and Evdokas (2004). Participants were told there would be two
groups in this study, and that the groups would experience different outcomes.
One outcome was always more desirable than the other, because it involved
tasting something pleasant rather than tasting nothing (in the Pleasant condi-
tion) or tasting nothing rather than tasting something unpleasant (in the
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Unpleasant condition). Half the participants in the Pleasant condition then
learned that they would definitely taste something pleasant; the other half
learned that they would probably taste something pleasant. Likewise, half the
participants in the Unpleasant condition learned that they would definitely be
in the no taste group; the other half learned that they would probably be in the
no taste group. Participants in the Pleasant condition reported more joy than
their counterparts in the Unpleasant condition. More interestingly, those in the
Unpleasant condition who were told that they would definitely be in the no
taste group reported more relief than those who were told that they would
probably be in the no taste group. These results are consistent with appraisal
theory; however, some predictions—for example, that those Pleasant condition
participants who were told that they would probably be in the pleasant taste
group would report more hope than their counterparts who believed that they
were definitely in the pleasant taste group—were not supported. Moreover, even
where the predictions were supported, the effect sizes were small, leading the
researchers to acknowledge that the emotional states of participants must have
been affected by factors other than the manipulations.

Appraisal theory has been hugely influential but has also attracted some
criticism. One line of critique has been that appraisal theory is unduly cognitive
in its approach (see Izard, 1993). Zajonc (1980) launched a widely cited critique
of appraisal theory in which he argued that affective reactions to stimuli could
be independent of (and even precede) cognitive responses. Some of the most
compelling support for this view derives from research on the “mere exposure
effect” (Bornstein, 1989), in which it is shown that the more frequently people
have been exposed to a stimulus, the more they like the stimulus, even when
the prior exposure was subliminal, thereby ruling out the possibility that the
greater liking was “caused” by cognitions such as appraisals of familiarity.

Another line of critique is that in many versions of appraisal theory apprais-
als and emotions are linearly related, in the sense that appraisals always precede
emotions. Frijda (1993) and Lewis (1996) both argue for a reciprocal view of
the appraisal-emotion relation in which each factor informs and is informed by
the other. Thus Frijda argued that “how events are appraised during emotions
appears often to result from cognitive elaboration of the appraisal processes
eliciting the emotion” (1993, p. 371, emphasis in original). For example, rather
than the relation between (own) responsibility and guilt being a straightfor-
ward, linear one, the perception that our actions have unintentionally caused
harm to others might evoke initial feelings of discomfort that in turn trigger
appraisals of (own) responsibility, which in turn might trigger the emotion of
guilt (see Berndsen & Manstead, 2007).

A third way in which appraisal theory has been criticized argues that it pays
insufficient attention to the inherently social nature of emotion. Although there
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is nothing in appraisal theory that rules out the influence of social factors, there
is little evidence in either theoretical statements or empirical research of a real
concern with the social dimension of emotion (Manstead & Fischer, 2001).
A well-known theoretical approach to emotion that argues for the role played
by social factors is Schachter’s (1964) two-factor theory of emotion. Although
this is often thought of as a cognitive approach to emotion, the cognitions
involved are ones about other people’s emotions. Thus the nature of the experi-
enced emotion is shaped by the social context. In this account, if you experi-
ence physiological arousal without having a clear-cut notion of the source of
this arousal, your perceptions of how relevant others are feeling is likely to have
an impact on your own emotional experience. The same physiological state
could be experienced as different emotions, depending on appraisals of the
social context (Schachter & Singer, 1962).

Social Functions of Emotion

The way in which one person’s emotions might inform another person is an
example of a possible “social function” served by emotion. The notion that
emotions are “functional” can be found in many lines of theorizing. The classic
perspective on the functionality of emotions is that they increase the probabil-
ity of the individual’s survival and/or reproductive success. The argument is
that emotions are functional in the sense that they help the individual to address
or overcome problems (Tooby & Cosmides, 2008). Fear is an obvious example.
Fear of predators or enemies is adaptive in the sense that individuals who are
capable of experiencing fear are more likely to be vigilant and avoidant, and
thereby to escape the threat of predation or attack (Ohman, 2008; Tooby &
Cosmides, 2008). Although the fear-escape-survival sequence is a clear-cut
instance of the way in which emotion directly evokes adaptive behavior, it is
worth noting in passing that other examples are not easy to find, a point made
by Baumeister, Vohs, DeWall, and Zhang (2007).

Keltner and Haidt (1999) argued that emotions can also be seen as serving
social functions. Just as individuals who experience fear at the prospect of pre-
dation have an adaptive advantage, social systems (dyads, groups, cultures)
benefit from the capacity of individuals within these systems to experience and
express emotion. An example is the fact that emotional communication enables
adult caregivers to inform prelinguistic children about whether it is safe or
unsafe to proceed with certain courses of action. Sorce, Emde, Campos, and
Klinnert (1985) found that when 12-month-old children were placed on the
“shallow” side of a visual cliff, a piece of apparatus with an apparent drop
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covered by glass, the infants were reluctant to cross to the “deep” side when
their mothers wore negative facial expressions, but ready to do so when their
mothers wore positive facial expressions. In the developmental psychology
literature this phenomenon is known as “social referencing;” and is a nice dem-
onstration of how we “coconstruct” appraisals of emotional situations, using
others as a resource to help us interpret whether the circumstances are benign
or threatening (Walden & Ogan, 1988).

In dyadic relations, then, emotional expressions can serve as incentives (or
disincentives) for others’ behavior (Keltner & Haidt, 1999; see also van Kleef,
De Dreu, & Manstead, 2010). Another adaptive consequence of emotion at this
level is that emotions as diverse as empathic distress and romantic love can
serve to bind us more closely to others. The economist Robert Frank (1988,
2004) has referred to emotions as “commitment devices,” encouraging us to set
aside self-interest in favor of the interests of others. In group settings, experi-
ences and expressions of emotion can also lead to individuals working for the
interest of the group, rather than their personal interest, thereby enhancing
cooperation and coordination, and making it more likely that the group will
achieve its goals (see Fessler & Haley, 2003). At the cultural level, media por-
trayals of how of certain groups or practices evoke widely shared emotional
responses serve to create or sustain cultural norms and values (see Doveling,
von Scheve, & Konijn, 2010).

Fischer and Manstead (2008) argue that two key social functions are served
by emotions. The first is that the experience and expression of many emotions
have the effect of establishing or maintaining our relationships with others. The
second is that the experience and expression of many emotions have the effect
of establishing or maintaining a position relative to others. These functions
map broadly onto what Hogan (e.g., Hogan & Kaiser, 2005) and others have
called “getting along” versus “getting ahead.” That is, some emotions have the
effect of promoting interpersonal connectedness and warmth (getting along, or
cooperating), whereas others promote interpersonal distance and rivalry (get-
ting ahead, or competing). The second set of emotions, which includes anger,
contempt, sociomoral disgust, and pride, may appear to be unlikely candidates
for the accolade of being “socially functional” However, it needs to be remem-
bered that unreasonable and reprehensible behavior by others must be con-
fronted and rejected if a society is to function effectively. Also relevant is the
point (further developed below) that expressions of anger can serve as warn-
ings of impending aggression, enabling those in dispute to address the source
of their conflict without resorting to violence. With regard to pride, it can be
argued that for a social group or society to flourish, its members need to be
encouraged to achieve to the best of their abilities, and that the social function
of pride is precisely to do this (Williams & DeSteno, 2008).
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The view that emotions serve social functions runs into many of the same
conceptual problems as a general functionalist account (Gross & John, 2002;
Oatley & Jenkins, 1992; Parrott, 2001, 2002). Emotions generally have social
effects, regardless of whether these effects are intended. However, these social
effects are not equivalent to social functions. Fischer and Manstead (2008)
argue that the social functions of emotion should be inferred from the social
relational goals inherent in the prototypical appraisals and action tendencies
of a given emotion (e.g., Roseman, Wiest, & Swartz, 1994). For example, the
“getting along” function of emotion is evident in embarrassment (admitting
that we have transgressed), love (wanting to be close to the loved one), happi-
ness (sharing positive experiences with others), and sadness (seeking help and
support from others), whereas the “getting ahead” function can be seen in anger
(seeking to change another person), contempt (seeking to exclude another
person), or social fear (seeking distance from another person).

The claim that emotions have social functions does not imply that emotions
are always socially functional. Anger, jealousy, and contempt can clearly be
socially dysfunctional. Rather than behaviors being changed, the relationship
between individuals or between groups may be irreparably damaged, without
achieving anything in terms of social control or social standing. The same
applies to positive emotions such as pride, happiness, or love: Rather than social
bonds being strengthened, others may take exception to what they regard as
inappropriate in the circumstances. Social dysfunctionality is especially likely
to occur if the social impact of our emotions is not taken into account or if
inappropriate appraisals of the social context are made (Parrott, 2001). In
general, however, it seems reasonable to hold that emotions typically serve to
promote social belongingness and harmony.

Emotion and Social Cognition

Everyone is familiar with the notion that some people have a more “optimistic”
way of seeing the world than other people do, and that depression can lead
people to see themselves and others in bleaker terms. Emotions affect the way
we think, including the way in which we think about social objects such as
selves, others, and social entities. Indeed, the evidence that emotions influence
cognition is more extensive than the evidence that emotion influences behavior
(see Baumeister et al., 2007; Schwarz & Clore, 2007). In what follows I will
review research on emotion and social cognition by considering how affect
influences both the content of social thinking and the way in which social
information is processed.
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A key notion in the study of how emotion influences social cognition is that
of congruence. When we are in a positive or negative mood state, it is argued, we
tend to see the world in a way that is congruent with that mood state. Early
research tested this prediction by examining whether mood states influence
how quickly people name words of the same valence (i.e., positive or negative
words, as opposed to neutral ones) as the mood state found inconsistent
evidence for this prediction. Research by Niedenthal and her colleagues (e.g.,
Niedenthal, Halberstadt, & Setterlund, 1997) clarified matters by showing that
if we take account of the specific match between mood state and emotional
words (such that, for example, the influence of sad mood states on the naming
of sadness-related words is studied, as opposed to the influence of sad mood
states on words with a negative valence), results are supportive of the predic-
tion. Happy moods facilitate the naming of happiness-related words, but not
love-related words; sad moods facilitate the naming of sadness-related words,
but not anger-related words. In a parallel line of research, Niedenthal and
colleagues have shown similar effects of mood state on the perception of facial
expressions of emotion (Niedenthal, Halberstadt, Margolin, & Innes-Ker,
2000).

The congruence notion has also been central to work on mood and mem-
ory, where one of the two key phenomena is that people are more likely to
retrieve memories that are congruent with their current mood. This is known
as mood-congruent memory, and refers to the match between mood state at
recall and the affective quality of the material being recalled. The second phe-
nomenon is mood state-dependent memory, and refers to people being better
able to recall information when they are in the same emotional state as the one
in which they were when first exposed to the information. Think of the differ-
ence this way: If, when feeling happy, you recall more positive material than
negative or neutral material, this would be evidence of mood-congruent mem-
ory; but if you were given neutral material to learn when feeling happy, and you
were later found to be better able to recall this material when you feel happy
than when you feel sad, this would be evidence of mood state-dependent mem-
ory. Although both phenomena have attracted considerable research attention,
the evidence is quite mixed (see Eich & Macauley, 2000).

In the case of mood-congruent memory, where the critical issue is how mood
at recall affects what is recalled, it seems that the effect is more robust when
there is no other straightforward way to impose a structure on the material that
has to be recalled. For example, Fiedler and colleagues (e.g., Fiedler & Stroehm,
1986) have shown that information that can easily be grouped into categories is
less susceptible to the influence of mood state at recall than is material that is
difficult to classify. The idea is that when material is difficult to classify, the
mood you are in at recall provides a way of imposing a structure on it. The fact
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that you are in a positive mood when asked to recall material means that you
remember positive items when they have nothing in common with each other
apart from their positivity. However, when the items are easily grouped into
categories, you use those groupings to help you recall items, rather than your
current mood state.

In the case of mood state-dependent memory, where the critical issue is the
similarity in mood state at encoding and recall, it seems that the effect is more
robust when the material to be learned is generated by the participant rather
than provided by the researcher. This is presumably because material generated
by the participant is likely to be associated with the participant’s own mental
state, as opposed to external cues such as the researcher or the physical context
in which the material is provided. When the participant is asked to generate
material in a happy or sad mood state and is later asked to recall that material
when in a happy or sad mood, recall is better when the mood states at encoding
and retrieval match than when they do not (Eich & Metcalfe, 1989).

Note that mood-congruent memory is an example of how emotion influ-
ences the content of social cognition, suggesting that we are more likely to bring
to mind thoughts that are congruent with a current emotional state. Mood
state-dependent memory, on the other hand, is an example of how emotion
influences the way in which information is processed; emotion can help us to
classify material that is otherwise difficult to structure, and we are better able to
recall that material when we are in a similar emotional state because the
emotional state serves as a retrieval cue.

The idea that emotion can play more than one role in social cognition, shaping
both what we think and how we think, poses a challenge to theorists. Two promi-
nent theoretical models of the relation between emotion and social cognition are
the “associative network” model of mood and memory (e.g., Bower, 1981), and the
“affect-as-information” model (Clore et al., 2001; Schwarz & Clore, 1983).

In the former, emotion can serve as a “node” in a network of interlinked
nodes. When an emotion node is activated by putting someone into an emo-
tional state, this activation spreads to other nodes in the network that are linked
to the emotion node. The “affect-as-information” model holds that under
certain conditions people make use of their current affective state when making
evaluative judgments, such as judgments about life satisfaction or evaluations
of consumer products. Both models have a part to play in explaining the relation
between emotion and social cognition, but neither model can account for all
the known phenomena. A third model, the “affect infusion model” (AIM; Forgas,
1992, 1995), is an attempt to provide a more comprehensive explanation of this
relation.

The AIM identifies four strategies for processing social information. These
are shown in Figure 4.2. Two of the strategies are “low infusion” strategies,
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FIGURE 4.2. Schematic representation of the Affect Infusion Model.

Note: Adapted from Forgas, J. P. (1995). Mood and judgment: The affect infusion
model (AIM). Psychological Bulletin, 117, 39-66. Published by the American
Psychological Association. Adapted with permission.
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meaning that affect has little impact on them. These are the “direct access” and
“motivated processing” strategies. In the former, the perceiver retrieves a pre-
stored evaluation or judgment about the target. In the latter, the perceiver
processes information about the target in a way that serves one or more of the
perceiver’s goals (for example, to maintain a positive mood state). The remain-
ing two strategies are “high infusion” strategies, meaning that affect has a larger
influence. In the “heuristic processing” strategy, simple rules (heuristics) are
used to arrive at a judgment. One heuristic may be that if the perceiver feels
good, the judgment will be positive (consistent with the affect-as-information
model). In the “substantive processing” strategy, the perceiver engages in a
more careful analysis of the available information. Here the perceiver’s affective
state exerts its impact by helping to determine what information is available.
This is consistent with the notion that being in a positive mood makes positive
material (including positive memories) more salient, consistent with Bower’s
(1981) theory of how mood affects memory. To make these abstract ideas a
little more concrete, imagine that a consumer researcher calls you up to ask
questions about your MP3 player. If you have a preformed, unconditionally
positive view of your player, you might use that to guide your answers (direct
access). If you want to please the researcher, your answers may emphasize the
positive qualities of your player (motivated processing). If you do not have
especially strong opinions about your player and are not keen to give the matter
a lot of thought, the way you answer the questions is likely to be driven in a
global way by your current mood, such that if you are in a good mood, you give
positive answers (heuristic processing). If you are motivated to think carefully
about the player, how you answer each question is likely to depend on your cur-
rent mood, such that when you are asked questions about the player’s reliability,
for example, being in a good mood makes instances in which the player jammed
or froze come to mind less readily (substantive processing).

As Figure 4.2 shows, which of these strategies is used in a given situation is
thought to depend on a variety of factors: the familiarity, relevance, and com-
plexity of the target, along with the perceiver’s motivation to be accurate in
judging the target, his or her other motivations, and the cognitive resources
available for processing the target. There is considerable research evidence that
is consistent with the AIM. For example, Petty, Schumann, Richman, and
Strathman (1993) found that when people who are low in need for cognition
(meaning that they are unwilling to process information carefully) were exposed
to persuasive messages about a target, their judgments of the target were influ-
enced directly by their mood state (consistent with heuristic processing); how-
ever, when high need for cognition participants were exposed to the same
messages, their judgments of the target were determined by the thoughts about
the target that came to mind (consistent with substantive processing).
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An attractive feature of the AIM is its ability to integrate a variety of pro-
cessing strategies under one umbrella model, but the ultimate value of the
model rests on its ability to make accurate predictions about the conditions
under which different processing strategies are engaged.

Social Emotions

As noted earlier, emotions are generally “about” something, in the sense that
when we feel emotional it is usually possible to identify what we are feeling
emotional about. We are not simply angry; we are angry at someone or about
something. Indeed, other people are often the sources or targets of our emo-
tions. Consistent with Frijda’s (1988) law of concern (see above), this reflects
the extent to which other people are directly of concern to us, or the extent to
which they have the capacity to advance or thwart our concerns. Thus the
majority of emotions tend to be social in nature. However, there is one set of
emotions that is social in a more fundamental sense. These are emotions that
cannot be experienced without the real or imagined presence of others. Anger,
fear, sadness, and disgust are often experienced in relation to other people, but
they can also be experienced in relation to nonhuman targets. Contrast this
with emotions such as shame, guilt, and embarrassment. These cannot be expe-
rienced without invoking a social context. It does not make sense to say that we
are embarrassed, for example, without invoking the real or imagined presence
of others who witness the faux pas or blunder that is the source of the embar-
rassment. Tripping over while walking alone can be a source of irritation or
pain, but not of embarrassment (unless we invoke an imaginary audience).
Tripping over in the presence of others can be a source of embarrassment.
In this sense, emotions such as shame, guilt, embarrassment, envy, and jealousy
can justifiably be called “social emotions.”

There are several emotions that could reasonably be called “social” in the
sense being used here. Sympathy and compassion are emotions that take other
human beings as their object, as does schadenfreude (pleasure at someone else’s
setback or suffering). Envy and jealousy also clearly involve others as objects of
the emotion, the common theme being social comparison of own outcomes
versus the outcomes of one or more others. Here I will consider shame, guilt,
and embarrassment as exemplars of social emotions because they can be
regarded as a “family” of social emotions relating to the evaluation of the self.
Lay people tend to use these emotion terms interchangeably. Indeed, in some
languages less distinction is made between shame and embarrassment than is
the case in English. In Dutch for example, although there is a word meaning
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“embarrassment” (géne, borrowed from the French), in everyday discourse
speakers use the word schaamte (meaning shame) to refer to embarrassment.
The fact that embarrassment and shame both invoke negative evaluations of the
self in social settings helps to account for this blurring of the distinction in
everyday language use, as does the fact that embarrassment and shame (like
shame and guilt) can and do cooccur.

The distinction between shame and embarrassment will be clearer if we first
consider the relation between shame and guilt. Contemporary emotion theo-
rists tend to unite around the claim (first made by Lewis, 1971) that in shame
the entire self is judged to be bad, whereas in guilt a given behavior is judged to
be bad. When we feel ashamed, we often talk about feeling “ashamed of myself”
When we feel guilty, we typically talk about feeling guilty about having done
something that caused hurt or harm. In both cases the trigger for the emotion
might be a behavior that is judged to be bad. If this leads to the perception of
the self as bad, the resultant emotion should be shame. If instead there is a focus
on the negative quality of the behavior, the resultant emotion should be guilt.

Niedenthal, Tangney, and Gavanski (1994) examined this proposal that in
shame there is a focus on self whereas in guilt there is a focus on behavior by
examining the counterfactual thinking engaged in by participants immediately
after incidents that evoked shame or guilt. Counterfactual thinking is the “men-
tal undoing” of something that has happened, and it has been established that
when people engage in this mental undoing, they focus on the factors that are
seen as causing the outcome. What Niedenthal and colleagues did was to ask
participants to write down three counterfactual thoughts that would undo a
situation in which guilt or shame was experienced. The researchers found that
after recalled or imagined experiences of guilt, participants tended to mentally
undo their behaviors. By contrast, after recalled or imagined shame, partici-
pants tended to mentally undo themselves. In the first case, the general theme
would be “If I hadn’t done that . . . ” In the second case, the general theme
would be “If I weren't such a (bad/stupid/thoughtless/etc.) person . .. Clearly,
these findings are consistent with the notion that shame and guilt differ with
respect to focus (self versus behavior).

Other researchers have noted differences in the action tendencies associated
with shame and guilt. In shame people may feel like hiding, running away, or
disappearing (“I wanted the ground to swallow me up”). In guilt, by contrast,
people may be inclined to apologize and make amends (Frijda et al., 1989).
Another approach to the distinction between shame and guilt has entailed a
focus on the functions they serve. Tangney and colleagues have developed a
measure of shame- and guilt-proneness, by which they mean the dispositional
tendency to respond to events with shame or with guilt. They then examined
correlations between shame- and guilt-proneness, on the one hand, and
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measures of proneness to respond to setbacks with hostility and aggression, on
the other. The researchers noted a consistent tendency for shame-prone indi-
viduals to be more likely to react to setbacks with hostile thoughts and behav-
iors, whereas there was no such relationship between guilt-proneness and
hostility. Tangney and colleagues note that the shame-hostility relation has the
potential to become self-reinforcing, in the sense that persons who react to
shame by becoming angry and hostile to others may later feel ashamed of them-
selves, leading to more anger and hostility. This led the researchers to conclude
that guilt is the more adaptive of the two emotions.

Baumeister, Stillwell, and Heatherton (1994, 1995) also argue that guilt
serves social functions. The central point made by these authors is that guilt
stems not from judgments of our own behavior made by the self but rather
from judgments of our own behavior made by another person in the context of
a relationship. In their 1995 paper, these researchers asked participants to write
about autobiographical events in which they had angered another person and
had then experienced guilt or no guilt. Analyzing the content of the participants’
accounts of these events, Baumeister and colleagues noted that the episodes that
evoked guilt were ones in which the individual was more likely to have a high
regard for the other person, and to see his or her own behavior as selfish. This
makes good sense. We feel guilty if we anger someone we care for, and his or her
anger leads us to reappraise our own behavior. Moreover, by comparison with
the “no guilt” accounts, the “guilt” accounts involved changes in behavior that
would benefit the relationship, with the guilty person being more likely to have
apologized and to have “learned a lesson.” This suggests that guilt serves social
(relationship enhancing) functions, as well as being an emotion that has its roots
in interpersonal relationships rather than intrapsychic judgments.

Turning to embarrassment, it is now clear why it is more readily confused
with shame than with guilt. The behavior that is a source of embarrassment is
not one that is likely to upset others; rather, it is one that is incompatible with
the identity that we want to project in a given situation. Typically, the source of
the embarrassment is a slip or lapse that calls into question our identity as a
competent social actor. The presented self is devalued. The source of shame is
an action (or inaction) that is seen as undermining the self in a more funda-
mental way. It is the core self that is devalued. Instead of telling yourself that
you look stupid to others, you tell yourself that you are stupid. There is some
dispute in the literature concerning whether this temporary loss of social esteem
is a necessary condition for embarrassment to occur (as argued by Manstead &
Semin, 1981; Miller, 1996; Miller & Leary, 1992; Schlenker & Leary, 1982), or
whether there is a more basic precondition that simply involves actions or
events that are incompatible with and disruptive of social roles and scripts,
resulting in feeling flustered (Parrott, Sabini, & Silver, 1988; Parrott & Smith,
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1991; see Keltner & Busswell, 1997 for an overview). Although there can be
little doubt that a temporary loss of social esteem can be a source of embarrass-
ment, the fact that praise can also evoke embarrassment raises doubts about the
extent to which loss of social esteem is a necessary condition.

Whether the cause of embarrassment is loss of social esteem or the flustered
awkwardness of a disrupted role or script, there is good evidence that display-
ing embarrassment is a way of coping with embarrassment. Goffman (1967)
argued that the embarrassed individual “demonstrates that . . . he is at least
disturbed by the fact and may prove worthy at another time” (p. 111). In other
words, showing embarrassment implies an acknowledgment of performance
failure and a commitment to the norms that have been violated. Consistent
with this reasoning, Semin and Manstead (1982) found that someone who acci-
dentally knocked over a supermarket display was rated more positively when he
looked embarrassed than when he did not. The display of embarrassment serves
the function of communicating that we are not indifferent to social norms.
A study by Leary, Landel, and Patton (1996) showed that embarrassment tends
to persist until it has served this communicative function. Participants who
were discomfited by singing their own version of a well-known schmaltzy song
felt more embarrassed if the experimenter failed to interpret their blushing as a
sign of embarrassment than if he or she was aware of their embarrassment.

As we have seen, social emotions have humans as their objects or arise
because of a real or imagined audience. Although shame, guilt, and embarrass-
ment entail negative evaluations of the self, there are important differences
between the three emotions. These differences are found in the antecedents of
the emotions, in the phenomenology of the emotions, and in the functions
served by the emotions. Shame is driven by appraisals of the self as worthless, is
characterized by wanting to disappear from view and thoughts about being a
different kind of person, and has a tendency to be socially dysfunctional. Guilt
is driven by the appraisal that our behavior has harmed valued others, is char-
acterized by wanting to apologize and thoughts about undoing the harmful
behavior, and tends to enhance social relationships. Embarrassment is driven
by the appraisal that our behavior has called our identity claim into question, is
characterized by wanting to disown the questionable behavior, and tends to
evoke positive evaluations from others.

The Expression of Emotion

In any social psychological approach, the ways in which the subjective experi-
ence of emotion is expressed in outwardly visible behavioral changes are bound
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to be a focus of attention. If someone’s emotions reflect his or her assessment of
whether his or her concerns are being advanced or thwarted, it would be useful
for others (whether they have a cooperative or competitive relationship with
the individual in question) to know what those emotions are. If emotions are
reflected in behavioral changes and a perceiver can interpret these changes rea-
sonably accurately, this should enable the perceiver to adjust his or her own
behavior in a way that suits his or her personal goals or furthers the joint goals
of perceiver and expresser. In other words, the ability to detect what another
person is feeling is likely to have major consequences for social interaction.

Emotions can be expressed in a variety of ways: through language, vocal
(but nonverbal) qualities, body posture, hand and arm gestures, and so on.
However, one means of expression has captured most of the research attention
in this domain, and that is the face. From the earliest hours of life, the face is an
important means of mutual engagement and communication between car-
egiver and infant, and the face continues to play a significant role in social inter-
action after the child acquires language. Although faces have the capacity to
communicate many types of information (see Parkinson, Fischer, & Manstead,
2005, pp. 148-152), there is a widely held assumption that faces are especially
useful in communicating emotion.

Scientific interest in the relation between emotion and the face is usually
traced to Darwin’s (1872/1998) influential book, The Expression of the Emotions
in Man and Animals. Continuing themes addressed elsewhere in his work,
Darwin considered the question of why the facial movements that accompany
emotion take the particular form they do. Why do the corners of the mouth
turn upward into a smile when we feel happy? Why do the eyes widen when we
feel afraid? Darwin’s principal explanation for these links between emotion and
facial movements was that these movements had, in the course of evolutionary
history, served an adaptive function. For example, the wrinkling of the nose
when feeling disgust is a component of a retching movement that would expel
food or drink that tastes unpleasant. Through repeated association, the move-
ments that originally served the purpose of expelling noxious tastes come to be
linked to the underlying emotion that accompanied such tastes, so that ele-
ments of these movements occur when someone feels disgust without there
being any need to make a “retching” face. Modern research provides support
for the idea that the production of facial movements originates in sensory regu-
lation. For example, Susskind, Lee, Cusi, Feiman, Grabski, and Anderson (2008)
have shown that the facial movements associated with fear enhance sensory
acquisition (larger visual field, faster eye movements, increased nasal volume),
whereas those that are associated with disgust have the opposite effect. So there
are good reasons for thinking that some facial movements associated with
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emotion have their origin in changing the way in which we acquire sensory
information about the world around us.

Darwin’s arguments have two important implications. One is that emotions
with facial expressions that have their origin in adaptive movements should be
expressed in similar ways across the world, regardless of culture. This is an issue
we will return to later, when considering the impact of culture on emotion. The
second is that there should be a close and consistent relation between subjective
emotion and facial expression. This is the issue that will be considered here.

The most influential modern exponent of the view that at least some
emotions are consistently expressed by particular facial movements is Ekman
(e.g., 1972, 1973). In his “neurocultural theory,” Ekman proposed that the acti-
vation of certain emotions triggers a neural program that produces both the
subjective experience of the emotion in question and patterned changes in the
face and body. The emotions for which this claim is made are happiness, sad-
ness, anger, fear, surprise, and disgust. Contempt was later added to this list (see
Ekman & Heider, 1988). However, culture-specific “display rules” can modify the
emotion-expression link, such that what appears on the face is an attenuated or
exaggerated version of what is actually felt, depending on what is socially appro-
priate in the circumstances (e.g., maintaining a sad or at least somber expression
during a funeral in many Western cultures, regardless of how sad we really feel).

There is a reasonable degree of empirical support for Ekman’s neurocultural
theory. For example, the studies reported by Ekman, Friesen, and Ancoli (1980)
and by Rosenberg and Ekman (1994) show a fair degree of coherence between
subjectively reported emotion and objective measures of facial behavior in a
film-viewing situation, and an unpublished but often-cited study by Friesen
(1972; discussed by Ekman, 1972 & Fridlund, 1994) found evidence consistent
with the notion of culture-specific display rules. Japanese and American stu-
dents viewed unpleasant films (depicting surgical procedures such as limb
amputation) alone, and then in the presence of a researcher. Measures of facial
behavior show that there was little difference between Japanese and American
students in the alone setting, but that the Japanese students showed fewer nega-
tive facial expressions in the presence of the researcher. This was interpreted as
reflecting the influence of a Japanese display rule proscribing the expression of
negative emotions to an authority figure.

However, there are also studies that report weak or inconsistent relations
between subjective emotion and facial behavior (e.g., Fernandez-Dols & Ruiz-
Belda, 1997) or little evidence of the facial movements that would be expected
to accompany a specific emotion such as surprise (e.g., Reisenzein, Bordgen,
Holtbernd, & Matz, 2006). Moreover, Fridlund (1994) has developed an
alternative theoretical position in which he argues that the facial displays that
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we usually think of as expressing emotion are in fact expressions of social
motives. An “angry” face, for example, is in fact a display of the intention to
aggress, and will accompany the subjective experience of anger only if the indi-
vidual has hostile intentions. This relation between social motives or intentions,
on the one hand, and facial displays, on the other, has its origins in our evolu-
tionary past, according to Fridlund. Facial displays evolved because they pro-
vide conspecifics with information that has adaptive value. If an animal signals
its intention to aggress, others who are able to “read” this signal can retreat or
protect themselves, or settle up with the potentially aggressive peer and thereby
avoid a costly and possibly fatal skirmish. In this way the capacity to display
social motives and the capacity to read such displays coevolved. The primary
function of facial displays, based on this account, is a communicative one.

Fridlund’s (1994) argument implies that facial displays should be more evi-
dent when there is an audience to receive them, and there is evidence that facial
displays are indeed more frequent in the presence of an audience (Bavelas,
Black, Lemery, & Mullett, 1986; Chovil, 1991; Fernandez-Dols & Ruiz-Belda,
1995; Fridlund, 1991; Hess, Banse, & Kappas, 1995; Jakobs, Manstead, &
Fischer, 1999; Kraut & Johnston, 1979). However, much (but not all) of this
evidence relates to smiling, and it may be that smiling is a special case, a facial
display that is especially sensitive to the presence or absence of an audience.
Furthermore, it is worth noting that some of the studies in which facial displays
of smiling were observed to vary as a function of audience presence also found
that smiling was correlated with the subjective experience of happiness or
amusement (e.g., Hess et al., 1995; Jakobs et al., 1999). This can be regarded as
evidence that smiling is related to subjective emotion, as well as social context,
although it is hard to rule out completely the possibility that subjective emotion
is influenced by social context.

In conclusion, most contemporary emotion researchers would accept that
there is a relation between emotion and facial behavior, albeit a somewhat
looser relation than that implied by Ekman’s neurocultural theory. Most
researchers would also reject the notion that facial displays express either emo-
tion or social motives; there is every likelihood that they do both, and a prime
task for future research is to specify the conditions under which facial displays
primarily express emotion or primarily communicate social motives.

Emotion in and between Social Groups

A relatively new and distinctively social psychological approach to emotion is
one that studies emotions in and between social groups. When commentators
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speak about a “crowd being angry” or a “nation being in mourning;” do they
mean that most individuals belonging to these groups experience similar emo-
tions simultaneously, or something more than that?

The possibility that groups “have” emotions may strike you as odd. We tend
to assume that emotions are things that happen to individuals. How could there
be such a thing as “group emotion?” Here I will use this term to refer to the fact
that group membership influences the ways in which people experience and
express emotions. This influence manifests itself in the form of similarities in
group members’ emotional experiences or behaviors, similarities that would
not be exhibited if the individuals concerned did not belong to the same
group.

It may be helpful to start with a research example of “group emotion”
Totterdell (2000) assessed the moods of members of two professional sports
teams three times a day for 4 days during a competitive match. Players’ moods
were more strongly correlated with the current aggregate mood of their own
team than with the current aggregate mood of the other team or with the aggre-
gate mood of their own team at other times. These correlations between player
mood and team mood were also found to be independent of personal hassles,
teammates’ hassles, and the match situation between the two teams, effectively
ruling out an explanation in terms of shared exposure to common situations.

There are several possible reasons for intragroup similarities of this kind.
First, members of a group are likely to be exposed to the same kinds of emo-
tional objects and events—although, as we have just seen, this exposure to com-
mon events could not account for Totterdell’s findings. Second, in the course of
their interactions group members are likely to mutually influence each other’s
appraisals and emotions. Third, the fact that group members share norms and
values is likely to promote similarities in the ways that they appraise events.
Fourth, members of a group are likely to define themselves at least partly in
terms of this group membership. To the extent that members identify them-
selves as belonging to a common group, they are likely to have similar interpre-
tations and evaluations of emotional events that have implications for the group
as a whole. Finally, a set of people might actually define themselves as a group
on the basis that they express or experience a particular emotion, such that if
an individual does not feel that emotion, he or she would not join the group or
stay in it.

Although there are studies in addition to Totterdell (2000) showing
that group members share emotions (e.g., Bartel & Saavedra, 2000; Totterdell,
Kellett, Teuchmann, & Briner, 1998), or that groups including a confederate
instructed to act happy reported more positive affect than did groups including
a confederate instructed to act sad (e.g., Barsade, 2002), there is surprisingly
little hard evidence concerning the processes underlying these phenomena.
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As noted by Parkinson et al. (2005), explanations can be divided into two
groups. “Bottom-up” explanations are ones that entail mutual influence between
group members with respect to either emotional expression or the appraisal of
events. For example, group members can influence each other’s expressions
of emotion via a process of “contagion,” whereby each member (probably
unconsciously) mimics another member’s expressions. It is reasonably well
established that expressions can have a “feedback” effect on emotion, such that
someone who smiles because she or he unconsciously mimics another group
member is likely to feel more positive as a result (Neumann & Strack, 2000).
This would help to account for similarity of emotion among group members.
“Top-down” explanations appeal to the influence of group norms on the ways
in which members of a group appraise events and the ways in which they
express their emotions. Display rules are in effect group norms about emo-
tional expression, for example, but there are many other ways in which group
norms can prescribe or proscribe emotions and emotional expressions (see
Parkinson et al., 2005; Thoits, 2004).

Members of social groups are quite likely to share emotions concerning
members of other social groups, especially where there is a history of coopera-
tion or competition between the groups involved. To the extent that individuals
in their capacity as members of one social group experience and express emo-
tions toward members of another social group, we can speak about “intergroup”
or “group-based” emotions (see Iyer & Leach, 2008, for a typology of group-
level emotions). Smith (1993) gave a considerable impetus to research on inter-
group emotion by providing a theoretical analysis of prejudice as emotion,
generally referred to as intergroup emotion theory (IET). In doing so he drew
on self-categorization theory (SCT; Turner, Hogg, Oakes, Reicher, & Wetherell,
1987), which argues that when there is competition with an outgroup or when
perceivers notice that attributes such as appearance and opinions covary with
group membership, there will be a tendency to define the self as a group mem-
ber rather than as an individual. This is the significance of SCT for intergroup
emotion, for self-categorization as a group member should lead to the experi-
ence of emotions that are shaped by concerns and appraisals that are group
based. In other words, individuals who believe that Group A is being threat-
ened by Group B are likely to react emotionally to this threat to the extent that
they define themselves as members of Group A, even if they personally are
unaffected by the threat. A real-life example of this is the emotion that most
Americans felt in response to the 9/11 attacks on the Twin Towers and the
Pentagon, regardless of their proximity to or personal suffering from the attacks.
The point is made clearly by research conducted by Dumont, Yzerbyt,
Wigboldus, and Gordijn (2003), who examined the emotional reactions of
Europeans just 1 week after the 9/11 attacks. They found that responses varied
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as a function of whether the Belgian participants were led to categorize them-
selves as Westerners rather than Arabs (thereby sharing category membership
with Americans) or as Europeans rather than Americans (thereby not sharing
category membership with Americans). As predicted, self-reports of fear in
response to the attacks were greater in the former (shared category member-
ship) condition.

Another line of research on intergroup emotion has focused on the guilt
that members of one group feel in relation to the mistreatment by members of
their group of an outgroup. Any country that has been a colonial power pro-
vides good conditions for such research, for it is generally not difficult to find
aspects of that country’s colonial rule that were disadvantageous for the citizens
of the colonies in question. Doosje, Branscombe, Spears, and Manstead (1998)
examined the group-based guilt felt by Dutch citizens in relation to how their
own national group had treated Indonesians during the era when Indonesia
was a Dutch colony. Participants read accounts of Dutch treatment of
Indonesians that described how the Dutch had done negative things, positive
things, or a mixture of negative and positive things. Predictably, group-based
guilt was higher when participants read the negative account. More interest-
ingly, reactions to the mixed account depended on the extent to which the par-
ticipants identified themselves as Dutch. Here strong identifiers reported less
guilt than their relatively weak identifying counterparts, suggesting that those
who were most highly identified with the national category focused on the
positive aspects of Dutch colonial treatment and were therefore less ready to
feel guilty about what had happened.

The study by Doosje etal. (1998) and otherslike it (e.g., Doosje, Branscombe,
Spears, & Manstead, 2006; Johns, Schmader, & Lickel, 2005) provide an inter-
esting exception to a more general rule, namely that the more highly you iden-
tify with a social group, the stronger should be your emotional responses to
issues that are relevant to that identity. This is what would be expected on the
basis of Smith’s (1993) IET, and is also what has been found in a number of
studies researching intergroup emotions other than guilt. For example, anger at
the way in which a perpetrator group has treated a victim group is typically
greater as a function of how strongly respondents identify with the victim group
(Yzerbyt, Dumont, Wigboldus, & Gordijn, 2003). The reason that guilt opposes
this general trend is that it is threatening to the identity of a group to acknowl-
edge that it has been responsible for mistreating another group, and this threat
is likely to be felt most keenly by those who are highly identified with the per-
petrator group. Thus the lesser guilt of high identifiers may simply represent
defensive responses to this greater threat (for a careful analysis of the relation
between identification and emotion in intergroup relations, see Iyer & Leach,
2008).

123



BASIC PROCESSES

To summarize, a relatively new development in emotion research has been
a focus on emotions in group and intergroup contexts. A key theoretical con-
struct in these contexts is social identity—the extent to which individuals define
themselves in terms of their membership in social groups. When social identity
is salient, members of social groups are likely to exhibit emotional similarities
and to respond emotionally to events relevant to the wellbeing of the group,
even if they personally are unaffected by these events.

Emotion and Culture

There has been a longstanding concern in emotion research with the extent to
which emotions are influenced by cultural factors. As we have already seen,
Ekman’s (1972, 1973) neurocultural theory of facial expression recognized the
influence of cultural factors in the form of “display rules,” culture-specific norms
about when and how to express our feelings. Indeed, the universality or cultural
specificity of facial behavior during emotion has been a strong theme in research
on cultural influences on emotion. A second major theme in research on cultural
variation has been the extent to which there are differences across cultures with
respect to norms and values that impact on emotion.

Starting with the question of whether facial behavior during emotion is or
is not consistent across cultures, Ekman and Friesen (1971) conducted pio-
neering research in the highlands of Papua New Guinea, using as participants
members of a “preliterate” tribe who had had relatively little exposure to
Western culture. These people were shown sets of still photographs of Western
facial expressions of emotion and asked to select the one that was appropriate
to a short story (such as “His friends have come and he is happy”). The way that
most participants made their selections showed that they interpreted the
expressions in the same way as Westerners. Research conducted in other cul-
tures has broadly confirmed these findings (see Biehl et al., 1997; Boucher &
Carlson, 1980; Ducci, Arcuri, Georgis, & Sineshaw, 1982; Ekman et al., 1987;
Haidt & Keltner, 1999; Kirouac & Dore, 1982). In reviewing this research
Russell (1994) noted several methodological problems. He concluded that the
degree of observed cross-cultural consistency is not sufficient to be able to
argue that there is true universality in the way that facial expressions of emo-
tion are interpreted. Instead, he suggested, the evidence is consistent with the
concept of “minimal universality;” by which he means that there is more consis-
tency across cultures than would be expected if there was no shared meanings
of facial expressions but less consistency than would be expected if the mean-
ings of facial expressions were the same across all cultures.
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Consistent with this notion of “minimal universality” is evidence reviewed by
Elfenbein and Ambady (2002), showing that there is what they call an “ingroup
advantage” in interpreting facial expressions of emotion. This means that persons
of a given culture or ethnicity perform better when interpreting expressions made
by members of their own culture or ethnicity than when interpreting expressions
made by members of another culture or ethnicity. This observation led Elfenbein
and Ambady to propose that people in a given cultural or ethnic group share an
“emotion dialect,” that is a local variation on a more general, universal theme. Just
as there are socioeconomic and regional variations in the way that a national
language is spoken, so there are ethnic and cultural variations in the way that
faces express emotion. Familiarity with the dialect used by someone who makes
facial expressions confers an advantage in recognizing them.

Turning now to the influence of cultural norms and values, one of the most
important theoretical notions in this domain is that of individualism versus
collectivism (Hofstede, 1980). Individualistic cultures (broadly speaking, found
in Europe, North America, and Australasia) promote personal agency and
autonomys; collectivistic cultures (broadly speaking, found in Asia, Africa, and
Central and South America) attach importance to group goals and interper-
sonal relations. It has been argued that these differences in value systems carry
implications for notions of self and agency in these different cultures (Markus
& Kitayama, 1991), such that members of individualistic cultures tend to have
independent self-construals, regarding themselves and others as autonomous
beings with a high degree of control over their environment; members of
collectivistic cultures, however, tend to have interdependent self-construals,
defining themselves and others primarily in terms of roles and relationships
and obligations and responsibilities. These differences, in turn, affect the ways
in which emotion is experienced and expressed in the two types of culture.

Any characterization of cultural differences in terms of a single dimension
runs the risk of oversimplification and overgeneralization, and the individualism-
collectivism dimension has been criticized on these grounds (e.g., Schwartz,
1990). The notion that there are differences in emotion between individualistic
and collectivistic cultures has nevertheless attracted a reasonable degree of
empirical support. For example, Kitayama, Mesquita, and Karasawa (2006)
compared the frequency with which emotions are experienced in the United
States and Japan. Consistent with the researchers’ predictions, in the United
States emotions that reflect and reinforce individual autonomy, such as anger
and pride, were more prevalent than emotions that emphasize mutual engage-
ment, such as sympathy and respect; the reverse was true in Japan. Thus it
would seem that emotions that are compatible with the values that are central
in a culture tend to be prevalent, whereas ones that are incompatible with these
values tend to be more rare.
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Another example of the way in which cultural values impact emotion is
shown by research on “honor cultures” (see Cohen & Nisbett, 1994, Cohen,
Nisbett, Bowdle, & Schwarz, 1996; Rodriguez Mosquera, Manstead, & Fischer,
2000, 2002). An honor culture is one in which self-esteem is shaped powerfully
by the standing of the individual and his or her group (typically the family) in
the eyes of others. There is a strong motivation to uphold personal and family
honor by conforming to norms of appropriate behavior (which are typically
quite different for males and females) and by avoiding humiliation (Miller,
1993).

A series of studies reported by Cohen et al. (1996) compared male American
students who had grown up in the American South (theoretically an honor
culture) with counterparts who were raised in the American North. All were
students at a northern university. The students were invited to come to a
research laboratory and to complete a series of questionnaires. At one stage
they were asked to move from one room to another and in doing so they had to
pass along a corridor in which another person (a research confederate) was
standing next to an open file drawer, making it necessary for the confederate to
move aside. When the participant returned along the same corridor a few
minutes later, again inconveniencing the confederate, the latter bumped into
the participant and muttered “asshole” Southerners were more likely than
Northerners to react to this insult by acting aggressively, and measures of cor-
tisol (a stress hormone) and testosterone showed that they were more physio-
logically disturbed and readier to aggress. Thus the value of honor that is central
to the culture in which Southerners had been raised had an effect on their
behavior in a different cultural context, years later.

In summary, research on cultural variation in emotion has shown that there
are interesting and interpretable differences in the emotional lives of people
who belong to different cultures. There is a core set of emotions (anger, disgust,
sadness, fear, happiness, and surprise) for which there is evidence of at least a
certain degree of universality in the way they are facially expressed and the way
that their facial expressions are recognized across cultures. Perhaps this reflects
the evolutionary significance of facial expressions, either as a way of regulating
sensory uptake (Darwin, 1872/1998) or as a way of signaling motives to con-
specifics (Fridlund, 1994). However, there is also evidence of cultural variation
in facial expression during emotion, suggesting that local norms and practices
have an impact on this link (Elfenbein & Ambady, 2002; Russell, 1994). There
is also evidence that cultural differences in values related to the individualism-
collectivism dimension, such as personal autonomy, interpersonal harmony,
and honor, have an impact on the frequency with which people experience
emotions that carry social implications (Kitayama et al., 2006), and on the ways
in which they react to events that challenge those values (Cohen et al., 1996).
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Emotion in Social Psychology Today

Three “hot topics” in current social psychological research on emotion are
(1) unconscious emotions, (2) the role of embodiment in emotion perception,
and (3) the role of emotions in moral judgments and behaviors. The idea that
emotions can be unconscious may seem paradoxical, given that one of the hall-
marks of emotion is that we are aware of a subjective feeling state. Yet research-
ers are starting to show that subliminal exposure to emotional stimuli (such as
facial expressions) can influence our behavior. Berridge and Winkielman
(2003), for example, found that thirsty participants consumed more of a pleas-
ant tasting drink when they had been primed with happy faces than when they
had been primed with sad faces—even though the participants were unaware of
the primes and did not differ in self-reported emotion. This shows how subtle
the influence of affective states can be, although we might question whether
these effects depend on the valence of the subliminal stimuli or on their specific
emotional content.

Research on the role of embodiment in emotion perception is concerned
with the extent to which perceiving an emotional state in another person
activates in the perceiver the same sensorimotor states that are entailed in the
emotion they are witnessing. In other words, seeing someone else expressing
joy or sadness will partly reenact the emotional state in perceivers. Niedenthal,
Barsalou, Ric, and Krauth-Gruber (2005) have advanced this argument and
Niedenthal (2007) summarizes evidence in favor of this view. One implication is
that understanding another person’s emotions can be promoted by encouraging
the perceiver to mimic the sender’s behavior.

Research on the role of emotions in moral judgments and behavior is begin-
ning to combine the efforts of social psychologists, philosophers, economists,
and neuroscientists in studying issues such as trust in interpersonal behavior
and how emotions affect cooperation and decision making. One example of
such an approach is provided by Todorov, Said, Engell, and Oosterhof (2008),
who address the question of how we are able to make very fast evaluations of
human faces on social dimensions. They show that there is an automatic ten-
dency to evaluate faces on two dimensions: trustworthiness and dominance.
The way in which such evaluations are made appears to depend on how struc-
turally similar a neutral face is to a face expressing an emotion that is relevant
to one of these dimensions (happiness in the case of trustworthiness, anger in
the case of dominance). Based on this account the inferences we make about
traits on the basis of faces have their origin in the ways in which faces signal
approach intentions and social power. Such inferences then shape social behav-
ior in powerful ways, ranging from social cooperation (Krumhuber et al., 2007)
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and electoral success (Little et al., 2007) to criminal sentencing decisions (Blair
et al., 2004).

Conclusions

Social life is replete with emotion, and emotions are deeply social in nature.
Emotions reflect the appraised relationship between an individual and his or
her social and physical environment. Thus the same objective set of circum-
stances may be appraised differently as a function of individual differences and
social and cultural affiliations. Emotions can and often do serve social func-
tions, in the sense that they motivate individuals to form and sustain social
relationships and to achieve social goals. Emotions also have complex but pre-
dictable effects on the ways in which we process social information. Facial and
other expressive activity sometimes reflects subjective emotion, but at other
times reflects our social motives and intentions. Either way, expressive behavior
has the potential to enhance social coordination. Although emotions are expe-
rienced and expressed by individuals, the basis for emotions can be the fact that
we belong to a social group, just as the object of the emotion can be our own or
another social group. Finally, although there is evidence that humans all over
the world have much in common with respect to emotion, presumably reflect-
ing the fact that we share a common ancestry and are faced with broadly similar
physical and social challenges, there is also evidence that culture has an impact
on the experience and expression of emotion.
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Chapter 5

The Self

Roy F. Baumeister

If humans evolved from great apes, why are human selves so much more elabo-
rate than those of apes? To answer this question we must first determine what
the self essentially is. The self is not a part of the brain, nor is it an illusion, nor
is there a “true self” hidden in some magical realm.

Rather, the self is an essential part of the interface between the animal
body and the social system. Human social systems—including culture and
civilization—are much more complex than the social systems of other great
apes. They present more opportunities and more challenges. The human self
has to have capabilities and properties that enable it to deal with these.

As a simple example, consider your name. Your name is not a part of your
brain, although your brain has to be able to know and use the name. The name is
given to you by others. It locates you in the social system: Imagine trying to live
in your town without a name! Your name refers to your body but evokes much
more, such as group memberships, bank accounts, transcripts, and resumes. It
links you to a family, and some people even change their names when they change
families (by marrying). Your name tells people how to treat you. (In modern
China, which has an acute shortage of names, there are reports of surgery being
performed on the wrong person because several hospital patients have identical
names. Police work is likewise easily confused by duplicate names.)

Most animals get what they need (food, shelter, and the like) from the
physical environment. Humans get it from each other, that is, from their social
system. The functions of the self thus include helping the animal self-negotiate
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the social world to get what it needs. Social needs are also prominent in human
behavior, and the self is if anything more important for satisfying them than for
satisfying physical needs. The first job of the self is thus to garner social accep-
tance. Beyond that, the self works to secure and improve its position in the
social group. It keeps track of information about itself, works to improve how it
is regarded by others, identifies itself with important relationships and roles,
and makes choices (most of which are social).

If the self exists at the animal/culture interface, then vastly different cultures
would likely produce different versions of selthood. There is some evidence that
this is true. The most studied cultural difference in selfhood describes modern
Western selves as emphasizing independence, whereas East Asian selfhood
features interdependence (Markus & Kitayama, 1991). That is, Asians base their
self-understanding on things that connect them to other people, including
family, groups, country, and other relationships. Americans and Western
Europeans, in contrast, think of themselves as unique and self-creating. Related
to this is a greater emphasis on self-promotion and personal superiority in the
West, as compared to more pervasive humility in Asian selves (Heine, Lehmann,
Markus, & Kitayama, 1999). For more on this, see Chapter 18 on Cultural
Psychology in this volume.

Even within Western culture, there are ample variations. American women
are more similar to the Asians than American men, often building interdepen-
dent self-concepts (Cross & Madsen, 1997), although it is a mistake to see this
as indicating that women are more social than men (Baumeister & Sommer,
1997). The independent thrust of modern Western selthood probably origi-
nated in the political and economic changes that occurred starting in the
Renaissance, such as the sharp rise in social mobility (Baumeister, 1987).
Medieval Western selfhood, as far as can be reconstructed from the literature
and historical evidence, lacked many of the problems and motivations of mod-
ern Western selthood, including concern with self-deception, identity crises,
and even the belief in an extensive inner, hidden selthood. Obviously, the
human body did not change greatly from the Middle Ages to modern times, so
these extensive historical changes in selfhood almost certainly reflect a response
to the changing demands of the social system.

History

Social psychology’s interest in self had an odd history with unpromising
beginnings. As the history chapter in this volume indicates (Chapter 2),
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modern social psychology began to take shape in the 1950s. At that time,
psychology was dominated by two wildly different paradigms. One was
behaviorism, which took a dim view of selthood. Behavior in that view was a
product of reinforcement histories and situational contingencies. There was little
room for self-esteem, identity crises, or “black box” invisible entities such as
the self.

The other dominant view was Freudian psychoanalysis. It did not quite talk
about the self, but did find it useful to talk about the “ego,” which was seen in
classic Freudian theory as the relatively weak servant of two powerhouse mas-
ters, the instinctual drives in the id and the socialized guilt-mongering agent
called the superego, which internalized society’s rules. The ego, which can be
seen as an early theory of self, was a rather pathetic creature trying to carry out
the often contradictory demands of these two masters amid the further and
often severe constraints of the external world. To be sure, after Freud died there
was a movement to revise his theory so as to give more respect and assign more
autonomous power to the ego. Across the Atlantic, Gordon Allport (1943) pre-
dicted that psychology would devote increasing research attention to the study
of ego, and although the term self gradually supplanted the Freudian term ego,
he was quite right.

Interest in the self escalated rapidly in the 1960s and 1970s. Quite likely
this was fueled by the zeitgeist, which was dominated by youthful rebellion
against the establishment and its rules for who to be and how to act, and by
the quest to explore and understand inner selves as a crucial pathway to
fulfillment and as a vital basis for making life’s difficult decisions. By the late
1970s, social psychologists had begun to study many phenomena loosely
associated with the self. Incorporating ideas and methods pertinent to the self
proved useful in research, and so the evidence accumulated. In the 1980s,
before e-mail was available, Anthony Greenwald began distributing an
informal newsletter with abstracts of new research findings on the self.
His list of addresses on the so-called Self-Interest Group rapidly expanded
to include hundreds of researchers who wanted to be kept abreast of the latest
work.

Since then, the interest in self has remained a strong theme of social
psychology, although the continuity is misleading. The study of self is a large
tent containing many other areas of study, and these have waxed and waned
over the years. As an incomplete list, consider these terms self-affirmation, self-
appraisal, self-awareness, self-concept, self-construal, self-deception, self-
defeating behavior, self-enhancement, self-esteem, self-evaluation maintenance,
self-interest, self-monitoring, self-perception, self-presentation, self-reference,
self-regulation, self-serving bias, and self-verification.
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What Is the Self?

In the middle 1990s, faced with the task of producing an integrative overview
of research on the self, I searched long and hard for a single core phenomenon
or basic root of selthood, one that could serve as a useful framework for dis-
cussing all the work social psychologists had done. I failed. Instead, I reluc-
tantly concluded that at least three important types of phenomena provided
three basic roots of selthood (Baumeister, 1998). This conceptual structure still
seems viable and will be the organizational basis for this chapter.

The first basis for selthood is consciousness turning around toward itself,
which is sometimes called “reflexive consciousness” You can be aware of your-
self and know things about yourself. For example, you might think about a
recent experience of success or failure you have had, including its implications
for what possibilities the future may hold for you. You might seek to learn more
about yourself by reading your horoscope, by weighing yourself, by timing
yourself running a mile, or by taking a magazine quiz. After an accident, you
might check your body systematically for injuries. You might read about some-
thing that someone did and wonder whether you could do such a thing, whether
it be climbing a mountain, learning to paint, shooting someone to death, or
winning a Pulitzer prize. All these processes involve how the self is aware of
itself and builds a stock of knowledge about itself.

The second basis of selthood is in interpersonal relations. The self does not
emerge from inside the person but rather is formed in interactions and rela-
tionships with other people. Moreover, the self functions to create and sustain
relationships, to fulfill important roles, and to keep a favored position in the
social system. Examples of the interpersonal aspect of self would include get-
ting dressed up for an interview, date, or ceremony, changing your behavior to
live up to someone else’s expectations, and competing against a rival. You might
feel embarrassed on finding that someone has been watching you. You may tell
private, personal stories to help a new romantic partner get to know you. You
may take on a new identity by joining a group or getting a job. All these involve
the self being defined by how it is connected to others and to its efforts to make
those relationships strong and satisfying.

The third and final basis of selthood is making choices and exerting control.
You may make yourself keep trying to achieve something despite failure, frus-
tration, and discouragement. You may resist temptation so as to be true to your
diet, your wedding vows, or your religious beliefs. You decide what to major in
or where to live. You choose your goals and then work toward them even when
you might not feel like doing so. You vote, you borrow money and pay it back,
you make a promise to a friend and then keep it, and so forth. All these show
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the self at work, facing and making decisions, following through on previous
commitments, and exerting control over itself.

Self-Knowledge

One important part of the self exists mainly inside the individual’s own mind.
It consists of information. It starts as people pay attention to themselves, and it
grows as they develop concepts and ideas about themselves. Self-knowledge
has been extensively studied by social psychologists.

Self-Awareness

Self-knowledge would be impossible without self-awareness, which is the basic
process by which attention turns around toward its source. An influential early
theory by Duval and Wicklund (1972) proposed that awareness could be
directed either inward or outward and that inward, self-directed attention
would have various motivating effects on behavior. They came up with a star-
tlingly simple way to induce high levels of self-awareness: seating the research
participant in front of a mirror. Later refinements included inducing self-
awareness with a video camera and with a real or imagined audience (see
Carver & Scheier, 1981).

A trait scale that sorted people according to their habitual levels of high or
low self-consciousness was also a reliable source of significant differences for
many years (Fenigstein, Scheier, & Buss, 1975). Many articles, such as by Carver
and Scheier (for reviews, see 1981, 1982), contained one study that used a mir-
ror or camera and a second study that relied on trait differences. The trait scale
also promoted a useful conceptual distinction. It measured private self-
consciousness, which referred to people’s tendency to reflect on their inner
selves and be aware of inner states and processes. It also measured public self-
consciousness, which meant attunement to how oneself was regarded by others.

Being aware of oneself has many benefits. It improves introspection and
awareness of inner states. Attitude self-reports filled out in front of a mirror are
more accurate (in the sense that they better predict subsequent behavior) than
those filled out with no mirror present, presumably because of the boost in self-
awareness (Pryor, Gibbons, Wicklund, Fazio, & Hood, 1976). Self-awareness
likewise seems to intensify awareness of our emotional reactions and may
intensify the emotions themselves (e.g., Scheier & Carver, 1977). As we shall
see later, it improves self-regulation.
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Many aspects of the original self-awareness theory gradually faded from
use, but one that has gained in importance over the years was comparison to
standards (Duval & Wicklund, 1972). Self-awareness is more than just noticing
yourself or thinking about yourself: It usually involves an evaluative compari-
son to a standard. Standards are ideas about how things might or ought to be:
ideals, goals, expectations (held by self or others), norms, laws, averages, past or
present levels, and more. Even the simplest acts of self-awareness, such as a
glance in the mirror, are more than hey, there I am! Instead, they include com-
parisons to standard: my hair is a mess, that shirt looks better on me than I
thought, am I gaining weight?

Comparison to standards motivates people to try to fit the standard (even
combing your hair). Hence people often behave better when they are self-aware
than when they are not. Increasing self-awareness improves performance and
increases socially desirable behavior (Wicklund & Duval, 1971; Diener &
Wallbom, 1976; Scheier, Fenigstein, & Buss, 1974).

The other side of the coin is that when behavior or outcomes are bad, people
wish to avoid self-awareness. Counterattitudinal behavior, of the sort beloved
of dissonance researchers, made participants avoid mirrors, presumably because
they did not want to be aware of themselves when acting contrary to their
beliefs (Greenberg & Musham, 1981).

Many behavioral patterns are associated with efforts to avoid self-awareness,
including although not limited to wishes to stop being aware of the self in
connection with unpleasant things such as failures or misdeeds. Hull (1981)
proposed that alcohol use reduces self-awareness and that people often drink
alcohol precisely for that effect, either to forget their troubles or to reduce inhi-
bitions and celebrate. (Inhibitions often center around self-awareness, because
they invoke a particular standard of behavior and censure the self for violating
it.) Thus, alcohol does not actually increase desires to misbehave but rather
removes the inner restraints against them (Steele & Southwick, 1985; see also
Steele & Josephs, 1990).

Binge eating is also associated with loss of self-awareness and may reflect an
active attempt to lose awareness of the self by submerging attention in low-level
sensory experiences (Heatherton & Baumeister, 1991). Suicidal behavior like-
wise can be essentially a flight from painful self-awareness (Baumeister, 1991).
Escape from self-awareness may also be central to a variety of more unusual
behaviors, such as sexual masochism, spiritual meditation, and spurious mem-
ories of being abducted by UFOs (Baumeister, 1991; Newman & Baumeister,
1996). The variety of such acts suggests that people have many reasons for
wanting to escape the self, possibly because the modern human self is some-
times experienced as burdensome and stressful (Baumeister, 1991; Leary,
2004).
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Greenberg and Pyszczynski (1986) proposed that depression is sometimes
marked by getting stuck in a state of self-awareness, especially when that state
is unpleasant. Even more broadly, Ingram (1990) found that many pathological
symptoms are associated with high self-awareness. In general we must assume
that the capacity for self-awareness is a positive contribution to many uniquely
human psychological achievements and capabilities, but it carries significant
costs and drawbacks.

Self-Concepts, Schemas, and Beyond

The traditional term self-concept suggests that a person has a single, coherent,
integrated idea (concept) that incorporates self-knowledge. Although the term
is still sometimes used, the assumption of coherent unity has proven untenable.
Instead, people have numerous specific ideas about themselves, and these may
be only loosely related and sometimes contradictory. Markus (1977) proposed
using the term self-schema to refer to each specific idea or piece of information
about the self (e.g., “I am shy”). The self-schema term has the added benefit that
a person can be aschematic on some dimension, which means not having a
specific or clear idea about the self. Thus, someone may have a self-schema as
talkative, quiet, in between—or the person may be aschematic, which means
not having any opinion as to how talkative or quiet he or she is.

The multiplicity of self-schemas, as well as multiple social identifications,
led many researchers for a while to speak of multiple selves, as if each person
had many selves. The idea appealed as counterintuitive but presented all sorts
of mischief. For example, if you and each of your roommates all have multiple
selves, how could you possibly know which shoes to put on in the morning?
Mercifully, the talk of multiple selves has largely subsided. Each person may
have ideas of different versions of self (e.g., possible future selves; Markus &
Nurius, 1986), but these share an important underlying unity.

The diversity of self-knowledge makes people pliable in their self-views.
Meehl (1956) coined the term the “Barnum Effect” to refer to people’s willing-
ness to accept random feedback from ostensible experts as accurate character-
ization of their personalities. Laboratory participants can be induced to regard
themselves in many different ways with bogus feedback (e.g., Aronson & Mettee,
1968). Most social psychologists believe that horoscopes have no scientific valid-
ity, and so something like the Barnum effect is necessary to explain their appeal:
If we tell you that you are too wiling to trust strangers, or are sometimes overly
critical of partners, you may be willing to think this is correct.

The emerging picture is that a person has a vast store of beliefs about
the self, only a few of which are active in focal awareness at any given time.
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The term “the phenomenal self” refers to this small portion of self-knowledge
that is the current focus of awareness (Jones & Gerard, 1967), although other
terms such as working self-concept and spontaneous self-concept have also
been used (Markus & Kunda, 1986; McGuire, McGuire, Child, & Fujioka,
1978).

This view provides several useful implications. First, different situations can
activate different self-schemas and this produces different versions of self.
McGuire et al. (1978; McGuire, McGuire, & Winton, 1979) showed that things
such as race and gender stand out in our self-concept precisely when they stand
out in the immediate social context by virtue of being unusual. For example, a
boy in a roomful of girls is more aware of being a boy than is a boy in a crowd
of boys.

Second, people can be manipulated by having them comb through their
stock of self-views in a biased manner. Asking people to recall extraverted ver-
sus introverted tendencies—because almost everyone has some memories of
both kinds—can get them to think of themselves as relatively extraverted or
introverted, and their behavior is likely to be altered to be more consistent with
those induced views of self (Fazio, Effrein, & Falendar, 1981; Jones, Rhodewalt,
Berglas, & Skelton, 1981). These studies provide important basic clues as to
how the self-concept can be changed.

Third, they call into question the sometimes popular notions of one “true”
self that differs from other ideas of self. For centuries, writers have romanti-
cized the notion that each person has a single true version of self that is buried
inside and can be discovered or realized or, alternatively, can be lost and
betrayed by insincere or other false behavior. Although people may be wrong
about themselves in various particulars, the notion of an inner true self that is
discovered by some kind of treasure hunt is probably best regarded as a trouble-
some myth. Ideas of self come in multiple, sometimes conflicting versions, and
the reality of selthood is likely an emerging project rather than a fixed entity.

Cognitive Roots of Self-Knowledge

Social psychologists have identified several ways that people acquire self-
knowledge and self-schemas, although there does not seem to be any grand or
integrative theory about this. Students should be aware of these classic contri-
butions, however.

The self-reference effect refers to the tendency for information pertaining
to the self to be processed more thoroughly than other information. In the orig-
inal studies, Rogers, Kuiper, and Kirker (1977) presented participants with
various adjectives and asked them a question about each one. Later they were
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given a surprise recall test. If the question had been “does this word describe
you?” the word was remembered better than if a different question had been
used (e.g., “Do you know what this word means?” or “Is this a short word?”).
Thus, thinking about the word in relation to the self created a stronger memory
trace. This was true even if the person’s answer had been no. Later work con-
firmed that the self is a particularly potent hook on which memory can hang
information, although it is by no means unique (Greenwald & Banaji, 1989;
Higgins & Bargh, 1987).

The self also appears to transfer its generally positive tone to information
connected with it. People like things that are associated with the self. For exam-
ple, people like the letters in their names better than other letters in the alpha-
bet (Nuttin, 1985, 1987). This irrational liking can even subtly sway major life
decisions. Pelham, Mirenberg, and Jones (2002) found that people tended to
have homes and jobs that contained the letters of their names. People named
George were more likely than people named Virginia to move to Georgia.
(Guess where people named Virginia were more likely to go!) People named
Larry or Laura were more likely to become lawyers than those named Dennis
or Denise, who tended instead to become dentists. These effects, to be sure,
were quite small, but they were significant, and it is astonishing that they would
have any effect at all.

Items seem to gain in value by virtue of being associated with the self.
People place a higher cash value on lottery tickets they chose than on ones
given to them, even though all tickets have the same objective value (Langer,
1975). People like things more when they own them than when not, even
though ownership stemmed from a random gift and they had not used them
yet (Beggan, 1992; in this case, the items were insulator sleeves for cold drinks—
hardly a major symbol of personal identity!).

Self-perception theory was proposed by Bem (1965, 1972) to explain one
process of acquiring self-knowledge. The gist was that people learn about them-
selves much as they learn about others, namely by observing behaviors and
making inferences. The core idea is that people learn about themselves the same
way they learn about others: They see what the person (in this case, the self)
does and draw conclusions about traits that produce such acts. Such processes
may be especially relevant when other sources of self-knowledge, such as direct
awareness of your feelings, are not strong or clear.

The most famous application of self-perception theory is the overjustifica-
tion effect. It can be summarized by the expression that “rewards turn play into
work” That is, when people perform an activity both because they enjoy doing
it (intrinsic motivation) and because they are getting paid or otherwise rewarded
(extrinsic motivation), the action is overly justified in the sense that there are
multiple reasons for doing it. In such cases, the extrinsic rewards tend to take
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over and predominate, so that the person gradually comes to feel that he or she
is mainly doing it for the sake of the extrinsic rewards. As a result, the person
loses the desire or interest in doing it for its own sake.

This effect was first demonstrated by Deci (1971), who showed that stu-
dents who were paid for doing puzzles subsequently (i.e., after the pay stopped
coming) showed less interest in doing them than other students who had done
the same tasks without pay. The self-perception aspect became more salient in
studies by Lepper, Greene, and Nisbett (1973). In their work, getting rewards
reduced children’s intrinsic motivation to draw pictures with markers—but
only if they knew in advance that they would get a reward. Surprise rewards
had no such effect. If you saw someone else painting a picture and getting a
surprise reward for it afterward, you would not conclude that the person painted
for the sake of the reward, because the person did not know the reward was
coming. In contrast, if the person knew about the reward before starting to paint,
you might well infer that the person was painting to get the reward. Apparently,
people sometimes apply the same logic in learning about themselves.

Motivational Influences on Self-Knowledge

The importance of the self and the diversity of potential information about the
self create ample scope for motivations. Self-knowledge does not just happen.
Rather, people seek out self-knowledge generally, and they often have highly
selective preferences for some kinds of information over others.

Opver the years, social psychologists have converged on three main motives
that influence self-knowledge, corresponding to three types of preferences. One
is a simple desire to learn the truth about the self, whatever it may be. This
motive has been called diagnosticity, in that it produces a preference to acquire
information that can provide the clearest, most unambiguous information
about the self (Trope, 1983, 1986). For example, taking a valid test under opti-
mal conditions has high diagnosticity because it provides good evidence about
our knowledge and abilities. Taking an invalid test under adverse conditions,
such as in the presence of distracting noise or while intoxicated, has much less
diagnosticity.

A second motive is called self-enhancement. It refers to a preference for
favorable information about the self (for reviews, see Alicke & Sedikides, 2009;
Sedikides & Gregg, 2008). Sometimes the term is used narrowly to refer to
acquiring information that will actually entail a favorable upward revision of
beliefs about the self. Other usages are broader and include self-protection, that
is, preference for avoiding information that would entail a downward revision
of beliefs about the self. The idea that people like to hear good things about
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themselves and prefer to avoid being criticized is consistent with a broad range
of findings.

The third motive emphasizes consistency. Consistency motives have a long
and influential history in social psychology, such as in research on cognitive
dissonance (Festinger, 1957). Applied to the self, the consistency motive has
been dubbed self-verification, in the sense that people seek to verify (confirm)
whatever they already believe about themselves (see Swann, 1987), even if that
information is unflattering. The underlying assumption is that revising your
views is effortful and aversive, so people prefer to maintain what they already
think.

Much has been written about what happens when the consistency and
enhancement motives clash. If a man believes he is incompetent at golf, does he
prefer to hear further evidence of that incompetence, or would he like to be told
his golfis really pretty good? One resolution has been that emotionally he favors
praise but cognitively he may be skeptical of it and hence more apt to believe
confirmation (Swann, 1987).

A systematic effort to compare the relative power and appeal of the three
motives was undertaken by Sedikides (1993). He concluded that all three
motives are genuine and exert influence over self-knowledge. In general,
though, he found that the self-enhancement motive was the strongest and the
diagnosticity motive the weakest. In other words, people’s desire to learn the
truth about themselves is genuine, but it is outshone by their appetite for flattery
and, to a lesser extent, by their wish to have their preconceptions confirmed.

One area of convergence between the two strongest motives (enhancement
and verification) is the resistance to downward change. That is, both motives
would make people reluctant to entertain new information that casts the self in
a light less favorable than what they already think. Defensive processes should
thus be very strong. This brings up self-deception.

Self-Deception

The possibility of self-deception presents a philosophical quandary, insofar as
the same person must seemingly be both the deceiver and the deceived. That
seemingly implies that the person must both know something and not know it
at the same time. Not much research has convincingly demonstrated effects
that meet those criteria (Gur & Sackeim, 1979; Sackeim & Gur, 1979).

In contrast, self-deception becomes much more common and recognizable
if it is understood more as a kind of wishful thinking, by which a person man-
ages to end up believing what he or she wants to believe without the most rigor-
ous justifications. An often-cited early survey by Svenson (1981) yielded the
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rather implausible result that 90% of people claimed to be above average driv-
ers. Many subsequent studies have yielded similar (and similarly implausible)
statistics (see Gilovich, 1991). Because in principle only about half the popula-
tion can truly be above average on any normally distributed trait, the surplus of
self-rated excellence is generally ascribed to self-deception. In general, self-
concepts are more favorable than the objective facts would warrant.

The widespread tendencies for self-deception led Greenwald (1980) to
compare the self to a totalitarian regime (the “totalitarian ego”) in its willing-
ness to rewrite history and distort the facts so as to portray itself as benevolent
and successful. A highly influential review by Taylor and Brown (1988) listed
three main positive illusions. First, people overestimate their successes and
good traits (and, in a related manner, underestimate and downplay their fail-
ures and bad traits). Second, they overestimate how much control they have
over their lives and their fate. Third, they are unrealistically optimistic, believ-
ing that they are more likely than other people to experience good outcomes
and less likely to experience bad ones. Taylor and Brown went on to suggest
that these distorted perceptions are part of good mental health and psycho-
logical adjustment, and that people who see themselves in a more balanced,
realistic manner are vulnerable to unhappiness and mental illness.

How do people manage to deceive themselves? A wide assortment of strate-
gies and tricks has been documented. Here are some. The self-serving bias is a
widely replicated pattern by which people assign more responsibility to exter-
nal causes for failures than for successes (Zuckerman, 1979). People are selec-
tively critical of evidence that depicts them badly while being uncritical of more
agreeable feedback (Pyszczynski, Greenberg, & Holt, 1985; Wyer & Frey, 1983).
People pay more attention to good than to bad feedback, allowing for better
encoding into memory (Baumeister & Cairns, 1992), so they selectively forget
failures more than successes (Crary, 1966; Mischel, Ebbesen, & Zeiss, 1976).
People compare themselves to targets that make them look good rather than
other, more intimidating targets (Crocker & Major, 1989; Wills, 1981). They
also persuade themselves that their good traits are unusual whereas their bad
traits are widely shared (Campbell, 1986; Marks, 1984; Suls & Wan, 1987).

Another group of strategies involves distorting the meaning of ambiguous
traits (Dunning, 2005; Dunning, Meyerowitz, & Holzberg, 1989). Everyone
wants to be smart, but there are book smarts, street smarts, emotional intelli-
gence, and other forms, so most people can find some basis for thinking they
are smart.

The downside of self-deception would seemingly be an increased risk of
failures and other misfortunes stemming from making poor choices. For exam-
ple, people routinely overestimate how fast they can get things done, with the
result that many projects take longer and cost more than originally budgeted
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(Buehler, Griffin, & Ross, 1994). Sometimes people procrastinate based on an
overconfident expectation about how fast they can get a project done, with the
result that last-minute delays or problems force them either to miss the dead-
line or to turn in subpar work (Ferrari, Johnson, & McCown, 1995; Tice &
Baumeister, 1997).

One remarkable way that people seem to reduce the risks and costs of self-
deception is to turn positive illusions on and off. Normally they maintain pleas-
antly inflated views of their capabilities, but when they face a difficult decision
involving making a commitment, they seem to suspend these illusions and
temporarily become quite realistic about what they can and cannot accomplish.
Once the decision is made, they blithely resume their optimistic, self-flattering
stance (Gollwitzer & Kinney, 1989; Gollwitzer & Taylor, 1995). The full impli-
cations of these findings—that apparently people maintain parallel but different
views of self and can switch back and forth among them as is useful for the
situation—have yet to be fully explored and integrated into a theory of self.

Self-Esteem and Narcissism

The motivation to protect and enhance self-esteem has figured prominently in
social psychology, but self-esteem has also been studied as a trait dimension
along which people differ. Over the years, a great many studies have examined
how people with high self-esteem differ from those with low self-esteem, typi-
cally using the Rosenberg (1965) scale to distinguish the two. It is probably the
trait most studied by social psychologists, although at specific times others have
been highly popular. Interest has been sustained by belief in practical applica-
tions, such as the notion that raising self-esteem among schoolchildren will
facilitate learning and good citizenship while reducing drug abuse and problem
pregnancies (California Task Force, 1990).

Unfortunately, the fond hopes that boosting self-esteem would make people
wiser, kinder, and healthier have largely been disappointed. There are in fact
replicable positive correlations between self-esteem and school performance,
but high self-esteem appears to be the result rather than the cause of good
grades (e.g., Bachman & O’Malley, 1977). If anything, experimental evidence
suggests that boosting self-esteem causes students to perform worse subse-
quently (Forsyth et al., 2007). The long-standing belief that low self-esteem
causes violence has likewise been shown to depend mainly on overinterpreted
correlations and self-reports. Seriously violent persons, ranging from the Nazi
“Master Race” killers and despotic tyrants to wife-beaters, murderers, rapists,
and bullies, tend to think very favorably of themselves (Baumeister, Smart, &
Boden, 1996).
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There does remain some controversy concerning the latter. A New Zealand
sample studied by Donnellan et al. (2005) provided comfort to those who
believe that low self-esteem contributes to violence, insofar as their survey
found that children scoring low in self-esteem were later rated by teachers as
more likely to get into fights. However, that sample may be unusual because of
its high representation of native Maoris, a downtrodden culture with low self-
esteem that romanticizes its violent warrior traditions. Controlled laboratory
experiments with ethnically homogeneous, Western samples have consistently
failed to find any sign of elevated aggression among people with low self-esteem.
On the contrary, high narcissism and high self-esteem contribute most directly
to aggression (Bushman et al., 2009; Bushman & Baumeister, 1998; Menon
et al., 2007).

One thorough search concluded that two benefits of high self-esteem are
well established (Baumeister, Campbell, Krueger, & Vohs, 2003). High self-
esteem supports initiative, possibly because it lends confidence to act on our
beliefs and assumptions and a willingness to go against the crowd. It also con-
tributes to feeling good and happy. These two benefits take multiple forms, such
as promoting persistence in the face of failure and a resilience under stress and
adversity.

Many contributions to understanding self-esteem do not depend on search-
ing for benefits of high self-esteem. Campbell (1990) showed that self-esteem
levels are associated with differential self-concept clarity. People with high self-
esteem have clear and consistent beliefs about themselves, whereas the beliefs
of people with low self-esteem are often confused, contradictory, and fluctuating.
The lack of a stable image of self may also contribute to the greater emotional
lability of people low in self-esteem (Campbell, Chew, & Scratchley, 1991).

Self-esteem can be based on different things. Crocker and Wolfe’s (2001)
research on contingencies of self-worth has found that identical outcomes may
affect people differently depending on whether the underlying dimension is an
important basis of each person’s self-esteem. For example, academic success
will boost self-esteem among some students more than others, insofar as some
base their self-esteem on school success and achievement more than others.

Although self-esteem tends to be fairly stable over time, it fluctuates more
among some people than others. Kernis and his colleagues have studied this by
administering a self-esteem scale repeatedly and determining how much each
individual changes. Higher instability of self-esteem (i.e., more change) has
been linked to multiple outcomes, including aggression and emotional reac-
tions (Kernis, 1993; Kernis, Cornell, Sun, Berry, & Harlow, 1993; Kernis,
Granneman, & Barclay, 1989).

Different levels of self-esteem are associated with different social motivations.
People with high self-esteem are attracted to new challenges and opportunities
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for success. People with low self-esteem favor a cautious, self-protective orien-
tation that seeks to minimize risks, resolve problems, and avoid failures
(Baumeister, Tice, & Hutton, 1989; Wood, Heimpel, & Michela, 2003; Wood,
Heimbel, Newby-Clark, & Ross, 2005; Wood, Michela, & Giordano, 2000).
(The dynamics of self-esteem in close relationships are covered in Chapter 13,
this volume, on intimate relationships.)

Given how few direct benefits flow from high self-esteem, why do people
care so much about sustaining and even increasing their favorable views of self?
The widespread concern is even more surprising given the remarkable range of
evidence, reviewed by Crocker and Park (2004), that the pursuit of high self-
esteem is often costly and destructive to the individual as well as to other peo-
ple. The pursuit of high self-esteem can reduce learning, empathy, and prosocial
behavior, while increasing aggression and rule-breaking.

One promising answer, proposed by Leary and his colleagues, depicts self-
esteem as a sociometer, which is to say an internal measure of how much we are
likely to be accepted by others (e.g., Leary, Tambor, Terdal, & Downs, 1995).
Self-esteem is typically based on the attributes that make us desirable as a group
member or relationship partner: competence, attractiveness, likability, social
skills, trustworthiness, reliability, and more. Although having a favorable opin-
ion of yourself may have relatively little benefit, being accepted by others is
highly important, and indeed belonging to social groups is central to the bio-
logical strategies by which human beings survive and reproduce (Baumeister &
Leary, 1995; Baumeister, 2005). Thus, ultimately, concern with self-esteem is
nature’s way of making people want to be accepted by others. When people
cultivate self-esteem by deceiving themselves and overestimating their good
traits, rather than by actually trying to be a good person, they are in effect mis-
using the system for emotional satisfactions and thwarting its purpose.

Viewing self-esteem as a sociometer brings us to the interpersonal aspect of
self. Essentially, sociometer theory proposes that self-esteem serves interper-
sonal functions, and the reasons people care about self-esteem are based on the
fundamental importance of being accepted by other people (Leary & Baumeister,
2000). This approach reverses one simple and common approach to under-
standing psychological phenomena, which is to assume that what happens
between people is a result of what is inside them (in this case, that interpersonal
behavior is a result of self-esteem). Instead, it contends that the inner processes
such as self-esteem emerged or evolved to facilitate social interaction.

In recent years, some interest has shifted from self-esteem to narcissism,
which can be understood as a relatively obnoxious form of high self-esteem
(although there are a few puzzling individuals who score high in narcissism but
low in self-esteem). Narcissism is not just having a favorable view of yourself as
superior to others; it also reflects a motivational concern with thinking well of
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yourself and with getting other people to admire you (Morf & Rhodewalt,
2001).

Interpersonal Self

The interpersonal aspects of self have received only intermittent attention from
social psychologists, although by now most would acknowledge their impor-
tance. Self-presentation is probably the most interpersonal of the major themes
in the study of self. Research on self-presentation spread widely during the
1980s but has tapered off considerably in recent years, partly because many of
the basic questions were answered.

Self-Presentation

Self-presentation, also sometimes called impression management, refers to
people’s efforts to portray themselves in particular ways to others (Schlenker,
1975, 1980). That is, it indicates how people try to make others view them as
having certain traits and properties. Most commonly, people seek to make a
good impression, but there can be other intended impressions. For example, a
violent criminal may seek to convince others that he is dangerous and unpre-
dictable, so that they will do what he says without fighting back or resisting.

Self-presentation first began to influence social psychology when it was put
forward as an alternative explanation for research findings that emphasized
inner processes. In particular, studies of attitude change and cognitive disso-
nance had proposed that when people act in ways contrary to their beliefs, they
experience an inner state of unpleasant inconsistency, which they resolve by
changing their inner attitude to conform to what they have done. Tedeschi,
Schlenker, and Bonoma (1971) proposed instead that people merely want to
appear consistent, so they might report attitudes consistent with their behavior,
even if they did not actually change their attitude. That is, instead of seeking to
rationalize their behavior to themselves, they were simply trying to make a
good impression on the experimenters. As evidence, self-presentation research-
ers pointed out that people showed attitude change when their behavior had
been viewed by others but not when it was secret or anonymous (Carlsmith,
Collins, & Helmreich, 1966; Helmreich & Collins, 1968). The inconsistency
and hence the need to rationalize should have been the same regardless of
whether others were watching, but the concern with making a good impression
would arise only if other people were paying attention.
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The controversy over dissonance raged for years. Eventually the conclusion
was that people do change attitudes more under public than private conditions,
but this involved a genuine inner change rather than just saying something to
look good to the experimenter (e.g., Baumeister & Tice, 1984; Cooper & Fazio,
1984; Schlenker, 1980; Tetlock & Manstead, 1985). Dissonance is not our con-
cern here (see Petty & Brifiol, Chapter 7, this volume), but that resolution
is quite important for the development of self-presentation theory. Self-
presentation came to mean more than just saying things that we do not really
mean to make a good impression. Rather, inner processes are strongly affected
by the interpersonal context. Over the years, researchers continued to show
that much inner cognitive and emotional work is done to project the desired
image of self (e.g., Vohs, Baumeister, & Ciarocco, 2005; Schlenker & Leary,
1982).

Methodologically, self-presentation research came to rely heavily on com-
paring behavior in public versus private conditions (Schlenker, 1980). The
assumption was that if people behaved differently in public, the difference
reflected their concern with how others perceived them and hence showed that
they were motivated to send a particular message about themselves. Over the
years, a wide variety of phenomena had been shown to change as a function of
whether the behavior was public or private, and so the implications were far
wider than cognitive dissonance and attitude change. Aggression, helping,
reactance, attributions, self-handicapping, prejudice, and many other behav-
iors showed these differences, indicating that often such behaviors were guided
by interpersonal motivations (Baumeister, 1982). Taken together, these shifts
pushed social psychology to become more interpersonal, because many of these
phenomena had hitherto been discussed and explained in terms of what
happens inside the individual mind, but now they had to be acknowledged as
influenced by the interpersonal context.

Crucially, though, evidence of self-presentational and interpersonal motives
could not be interpreted as denying that genuine inner processes were also at
work (such as with cognitive dissonance) (e.g., Tetlock & Manstead, 1985).
Instead, it became necessary to understand the inner and the interpersonal as
linked. Ultimately, these findings pointed toward the general conclusion that
inner processes serve interpersonal functions. This is possibly one of the most
important general principles in social psychology.

Eventually, self-presentation research became a victim of its own success:
Most of the behaviors studied by social psychologists had been shown to differ
between public and private situations, and the basic point of the influence of
self-presentation had been made over and over. Recent trends toward studying
cognitive processes, biological influences on behavior, and prejudice had less
relevance to self-presentation. Although the ideas and methods remain viable
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today, there is little current research going on to extend self-presentation
theory.

One of the more creative extensions of self-presentation theory in recent
years was a review by Leary, Tchividjian, and Kraxberger (1994) showing that
self-presentation can be hazardous to our health. That is, people do things to
make a good impression even though they know these things may be harmful.
Interest in this work was sparked by Mark Leary’s conversation with a friend
who continued to sunbathe despite having had skin cancer (which is often
caused by high exposure to the sun). Leary discovered that his friend was far
from unique, and in fact many people sunbathe even after they have had skin
cancer, because they believe that a suntan makes them attractive to others.
(A tan itself has a mixed history as a self-presentational tool. In the 1800s, sun-
darkened skin was associated with the low or working class, because it meant
that the person worked out in the sun. The term “redneck” today still conveys
this link between sun exposure and low socioeconomic class. However, in the
early 1920s, rich people began to play tennis, thereby getting suntans, and the
tanned look became fashionable.)

Moving on beyond sunbathing, Leary et al. (1994) identified a host of things
people do that are bad for their health but presumably useful for self-presentation.
They ride motorcycles without helmets. They smoke cigarettes. They avoid
medical treatments for conditions that are embarrassing or undignified.

The implications of this work are thought provoking. Indeed, one influen-
tial theory in social psychology has held that people are mainly motivated by
fear of death, and that everything people do is aimed toward the overarching
goal of prolonging life and even of avoiding the very thought of death
(Pyszczynski, Greenberg, & Solomon, 1997). (In fact, the original statement of
this theory was in an edited book about self-presentation; see Greenberg,
Pyszczynski, & Solomon, 1986.) Yet the review by Leary et al. (1994) repeatedly
showed that many people do things that endanger their lives if those actions
help to make a good impression on others. Hence making a good impression
can sometimes be a stronger motivation than avoiding death. To be sure, mak-
ing a good impression is probably an important part of maintaining social
acceptance, which itself generally serves the goal of protecting and prolonging
life, even if the goals sometimes conflict.

Self-Concept Change and Stability

Can the self-concept change? Of course it can, and does. But demonstrating
self-concept change in the laboratory has proven difficult.
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Interpersonal context and processes appear to be important in self-concept
change. Harter (e.g., 1993) has found that children’s self-esteem is most likely to
change when the child’s social network changes, such as when the child enters
a different school or when the family moves. This finding suggests that one
source of stability of self-concept is interacting with people who know you and
have a stable impression of you.

Laboratory studies have sought to show change in self-concept stemming
from interpersonal behavior. When people present themselves in a particular
way to strangers, they sometimes internalize how they acted, leading them to
view themselves as being the sort of person they presented themselves as being
(Jones, Rhodewalt, Berglas, & Skelton, 1991). There are competing views as to
how this occurs. One is that to present themselves as ambitious. For example,
people must retrieve evidence from memory that would depict themselves as
ambitious; then when asked to describe themselves, that information has more
weight than it otherwise would.

It seems essential, however, that another person hear and believe the self-
presentation. When people present themselves in one way but privately scan
their memories for evidence of the opposite trait, the memory scans have little
effect on self-concept whereas the self-concept shifts to resemble the version
that the other person saw (Schlenker, Dlugolecki, & Doherty, 1994). The deci-
siveness of the interpersonal context was shown by Tice (1992), who showed
that essentially identical behaviors led to self-concept change when witnessed
by others but not when they were private or confidential.

Receiving feedback from others may or may not bring about changes in
self-concept. People accept favorable feedback more readily than critical feed-
back (Taylor & Brown, 1988). Apart from favorability, another factor is whether
people receive the evaluations passively or can assert themselves interperson-
ally by disputing the feedback. They are less affected if they can dispute it inter-
personally than if they receive it without the opportunity to respond (Swann &
Hill, 1982).

One of the most elegant theories linking self-concept stability to interper-
sonal processes was Tesser’s (1988) self-evaluation maintenance (SEM) theory.
Two different processes govern how a person’s self-esteem is affected by rela-
tionship partners. The first is reflection, which means that the partner’s achieve-
ments and attributes reflect on the self in a consistent manner. That is, your
partner’s good works reflect well on you and your partner’s misdeeds reflect
badly on you. The other process is comparison, which reverses the valence:
Your partner’s successes make you look worse by comparison. Which process
predominates depends on several factors. If the partner’s attribute is highly rel-
evant to your own career or self-concept, comparison is more important,
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whereas your partner’s successes and failures concerning things irrelevant to
your own work foster reflection. The closeness of the relationship intensifies
both outcomes. Thus, you are more affected by the successes and failures of your
romantic partner than by those of a distant cousin or casual acquaintance.

Executive Function: Self as Agent

The third aspect of self involves what it does, in the sense of how the self acts on the
world (and acts on itself). This area of study was slower to develop, as compared
with self-knowledge and interpersonal dynamics. Studies on self-regulation, how-
ever, has become a major theme of research. It began to increase in the late
1980s and by 2000 had become an ongoing focus of many laboratories. Other
aspects of the self as executive function, such as the self as decision maker or as
the controller of controlled processes, seem promising areas for further work.

Dual process theories that distinguish between automatic and controlled
processes have become widely influential in social psychology. The self is essen-
tially the controller of controlled processes (if not the self, then who else?), and
so it plays an important role in such theories. How the self exerts such control
is not well understood, and researchers thus far have focused far more effort on
the automatic than on the controlled processes, but illuminating the processes
of control promises to shed considerable light on this important function of the
self. Decision making also involves the self, but that work will be covered in
the chapter on decision making (Vohs & Luce, Chapter 20, this volume) rather
than here.

Self-Regulation

Self-regulation refers to the self’s capacity to alter and change itself and its
states, particularly so as to bring them into line with standards such as norms,
goals, ideals, or rules. Self-regulation includes diverse areas such as controlling
our thoughts and emotions, impulse control and the restraint of problem
behavior, and optimizing performance. The everyday term self-control is quite
similar to self-regulation and sometimes the terms are used interchangeably,
although some researchers make a slight distinction on the basis that self-
control refers exclusively to conscious, effortful processes whereas self-regulation
also includes nonconscious or automatic regulatory processes, even including
the bodily processes that keep the temperature constant and regulate the speed
of the heartbeat.
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A landmark step in the development of self-regulation theory was Carver
and Scheier’s (1981, 1982) assertion that self-awareness is essentially for the
sake of self-regulation. As you recall, the earlier section on self-awareness
pointed out that humans are almost always self-aware in relation to some stan-
dard, so that the current state of the self is compared to how it might be. This
fact fits well with the idea that self-regulation is the purpose of self-awareness.

Building on that insight, Carver and Scheier (1981, 1982, 1998) imported
the concept of the feedback loop from cybernetic theory (e.g., Powers, 1973).
The feedback loop is best remembered with its acronym TOTE, which stands
for test, operate, test, and exit. Such loops supervise effective self-regulation
everywhere. The test involves comparing the current state of the self to the goal
or standard. If the test produces an unsatisfactory result, so that the self is not
as it should be, then an Operate phase is commenced to correct the problem.
From time to time there is another Test phase, to ensure that progress is being
made toward the goal. Eventually one of these tests indicates that the self now
meets the standard, and the loop is Exited.

The feedback loop incorporates the three essential ingredients of self-
regulation. Let us consider each in turn.

Standards The term “regulate” means not just to change but rather to
change based on some concept of what ought (or ought not) to be. These con-
cepts are standards. Without standards, self-regulation would have no mean-
ing. Standards can come from external sources such as laws, norms, and
expectations, but the self-regulating person internalizes the standard to some
degree. The standards are not simply ideas or rules; rather they incorporate the
motivational aspect of self-regulation. The amount of effort devoted to self-
regulation, and therefore to some degree the success or failure of self-regulation,
depends on the extent to which the person embraces the standard and desires
to regulate behavior so as to match it.

Standards can be sorted into two main types according to whether the per-
son wants to move toward or away from them (Carver & Scheier, 1998). Positive
or ideal standards are ones the person wants to match, and so the purpose of
the feedback loop is to reduce the discrepancy between how you are and the
standard. For example, a dieter may have a specific target weight (the standard)
and strives to lose pounds so as to match that weight. In contrast, negative stan-
dards are ones that the person seeks to avoid matching, such as being a liar, a
loser, or a drug addict. In these cases, the goal of the feedback loop is to maxi-
mize the difference between the actual self and the standard.

An important implication is that the negative standards are more difficult
to implement (Carver & Scheier, 1998). It is harder to regulate yourself to not
be something than to be something, because there is no obvious direction or
goal of change. This can be illustrated by the analogy to a spatial goal. If your
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goal is to go to Pittsburgh, then you know where you want to be; you can there-
fore work on changing your location to move closer, and you know when you
have successfully arrived there. In contrast, if your goal is to be far away from
Pittsburgh, you do not know exactly where to go, and there is no point at which
your regulatory task can be pronounced to have reached success. Thus, com-
mon self-regulatory tasks such as quitting smoking are by their very nature
problematic, because you are never sure you have permanently quit and the
steps along the way do not prescribe doing anything specific.

The difference between positive and negative standards has also been the
focus of research by E. T. Higgins. In an influential 1987 article, he proposed
that standards could be sorted into ideals (how one wanted to be) and oughts
(how one is expected to be, which often involves specifics about what not to do
and how not to be) and argued, more provocatively, that different emotional
reactions were associated with these two types of standards. Specifically, he
contended that failure to reach ideals led to low-energy emotions such as
sadness and depression, whereas failure to do as one ought to do produced
high-energy emotions such as guilt and anxiety (Higgins, 1987). However, the
considerable amount of research aimed at pursuing this intriguing theory of
emotion produced results that were mixed at best (Tangney, Niedenthal, Covert,
& Barlow, 1998).

The impasse prompted Higgins to revise his approach and emphasize a
basic distinction between promotion (standards oriented toward gains) and
prevention (standards oriented toward nonlosses) (Higgins, 1997). Higgins has
also proposed that we can approach or avoid in either a promotion-oriented or
prevention-oriented way, which creates a 2 x 2 motivational space. According
to his regulatory focus theory, individuals self-regulate differently when they
are pursuing promotion-focused versus prevention-focused goals (Higgins,
1997; Higgins & Spiegel, 2004; Molden, Lee, & Higgins, 2008). Promotion-
focused goals emphasize advancement, aspiration, and accomplishment,
whereas prevention-focused goals emphasize safety, security, and protection.
Individuals in a promotion focus experience self-regulatory success as achiev-
ing a positive outcome (a gain) and unsuccessful self-regulation as a missed
opportunity for a positive outcome (a nongain), whereas individuals in a pre-
vention focus experience self-regulatory success as protecting against a negative
outcome (a nonloss) and unsuccessful self-regulation as incurring a negative
outcome (a loss). Furthermore, individuals tend to pursue promotion-focused
goals with eager self-regulatory strategies and prevention-focused goals with
vigilant self-regulatory strategies.

One application of regulatory focus theory to self-regulation research
involves the trade-off between speed and accuracy in goal pursuit, with the
eagerness of promotion-focused goal pursuit predicting greater speed and
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diminished accuracy relative to the vigilance of prevention goal pursuit (Forster,
Higgins, & Bianco, 2003). In an illustrative study, relative to individuals primed
with a prevention focus, those primed with a promotion focus were faster at a
proofreading task (indicating eagerness) but less accurate at finding complex
grammatical errors (indicating lower vigilance).

Regulatory focus also influences whether individuals tend to view goals as
luxuries or necessities. A promotion focus facilitates viewing an adopted goal as
one of many opportunities for advancement (i.e., as a luxury), whereas a pre-
vention focus facilitates viewing an adopted goal as the essential means for
achieving the goal (i.e., as a necessity). As a result, individuals in a prevention
focus tend to initiate goal pursuit faster than do those in a promotion focus
(Freitas, Liberman, Salovey, & Higgins, 2002).

In addition to influencing how immediately individuals initiate goal pur-
suit, regulatory focus also affects how they respond to interruptions of their
ongoing goal pursuit. Individuals in a prevention focus show a greater tendency
than individuals in a promotion focus to resume an interrupted activity rather
than initiate a substitute activity (Liberman, Idson, Camacho, & Higgins,
1999).

Monitoring Monitoring refers to paying attention to and keeping track of
the behavior that is to be changed. Just as it is difficult to shoot at a target you
cannot see, it is difficult to regulate a behavior that you do not monitor. When
people want to improve their self-control, the most effective first steps usually
involve improved monitoring: Write down what you spend, weigh yourself
daily, count the laps you run, and so forth. Failures of self-control often begin
with ceasing to monitor. For example, when dieters go on an eating binge, they
lose track of how much they eat much more than other people (Polivy, 1976).

The feedback-loop theory by Carver and Scheier (1981) is essentially a the-
ory of monitoring. As we noted, it made the crucial link between self-awareness
and self-regulation. Monitoring thus depends on self-awareness. It is no mere
coincidence that loss of self-awareness contributes to poor self-regulation. For
example, alcohol reduces self-awareness (Hull, 1981), and alcohol intoxication
contributes to almost all known manner of self-control problems. Intoxicated
persons spend more money, gamble more, eat more, behave more aggressively,
engage in inappropriate sexual activities, and so forth (Baumeister, Heatherton,
& Tice, 1994).

Willpower The third ingredient is the capacity to change the self. The folk
notion of willpower appears to have some psychological validity, in the sense
that the self consists partly of an energy resource that is expended during acts
of self-control. Following an initial act of self-control, performance on a second,
unrelated self-control task is often impaired, suggesting that some energy was
expended during the first task and hence was not available to help with the
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second task (e.g., Baumeister, Bratslavsky, Muraven, & Tice, 1998). The resul-
tant reduced resources has been dubbed ego depletion, because it suggests that
some of the self’s (ego’s) resources have been depleted.

Is the self made partly from energy? For several decades, self theories were
mainly cognitive. They focused on self-knowledge and self-awareness and how
these influenced information processing. The first ego depletion findings were
thus something of an oddity, because the very idea of self as energy was foreign
to prevailing views. However, the influx of biological concepts into psychologi-
cal theory made energy more plausible, insofar as life itself is an energy process
and all biological activities depend on energy. Further work with ego depletion
has suggested that the self’s resources are linked to glucose, which is a chemical
in the bloodstream (made from food) that supplies fuel for brain processes.
Effective self-control depends on having a sufficient blood glucose level (Gailliot
& Baumeister, 2007), and after acts of self-control, blood glucose levels are
diminished (Gailliot et al., 2007).

Depleted willpower does not doom the person to poor self-control. People
can overcome depletion and perform effectively. Motivational incentives can
encourage people to do this (Muraven & Slessareva, 2003), as can positive emo-
tion (Tice, Baumeister, Shmueli, & Muraven, 2007). Thinking at a highly mean-
ingful, abstract level that incorporates long-range perspectives can also improve
self-control, even despite depletion (Fujita, Trope, Liberman, & Levin-Sagi,
2006).

Beyond Self-regulation: Executive Function

The idea that the self consists partly of energy, rather than simply concepts, offers
a basis for thinking about some of the self’s activities beyond self-regulation. The
category of executive function (also called agency, as in being an agent) invokes
several other things the self does, including making choices, exerting control
over the physical and social environment, and taking initiative. In philosophy,
questions of agency invoke debates about free will and freedom of action.

There is some evidence that the same energy used for self-control is used
for these other activities. After people make choices, their self-control is
impaired, which suggests that the same energy is used for both decision making
and self-regulation (Vohs et al., 2008). Conversely, after exerting self-control,
decision processes are changed and seemingly impaired (Pocheptsova et al.,
2009). There is even some evidence that depletion of glucose contributes to
irrational decision making (Masicampo & Baumeister, 2008).

The study of executive function is a promising area for advances in the next
decade (see Miyake et al., 2000; Suchy, 2009). Planning, decision making, task
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switching and resumption, goal maintenance and change, information updat-
ing and monitoring, and other supervisory processes fall into this category,
which is of interest not only to social psychology’s self theorists but also to brain
researchers, cognitive scientists, and others. A full accounting of how these
processes operate and interact will contribute greatly to the understanding of
this important aspect of the self.

Self-Determination Theory

Social psychology has a long tradition of studying behavior by assuming that
the individual responds to causes that lie outside, in the situation. Rebelling
against this view, Deci and Ryan (e.g., 1995) have advocated Self-Determination
Theory, which depicts the self as an active agent and which emphasizes causes
that lie inside the self. In their view, human behavior produces much more
beneficial outcomes when people act from internal causes than when they allow
themselves to be pushed by external factors. Of course, the simple dichotomy of
internal versus external causes is not rigid, and there are many intermediate
causes, such as when people internalize and accept influences from their social
worlds, but these are seen as in between. The more internal the cause, the
better.

Self-Determination Theory grew out of Deci’s (e.g., 1971) research on
intrinsic motivation, which was defined as the desire to do something for the
sake of enjoyment of the activity itself. It was contrasted with extrinsic motiva-
tion, which meant a desire to do something based on the results or outcomes it
would bring. This distinction led to the discovery of the overjustification effect
(see above).

Self-Determination Theory was developed to respond to the complications
surrounding the simple distinction between intrinsic and extrinsic motivation.
The core emphasis on the importance of agentic action based on inner values
and causes remained central, however. Deci and Ryan (1991, 1995) proposed
that people have a fundamental need for autonomy, which can be satisfied only
by acting in ways that bring the feeling from which our acts originate within the
self, as opposed to being controlled or directed by outside forces. It is not
enough to contemplate an external reason to do something and then deliber-
ately decide to go along with it. Instead, it is essential that the very reasons for
the action be seen as originating within the self.

Not all researchers accept that autonomy is truly a need, in the sense that
people will suffer pathological outcomes if they mainly do what they are told or
what the situation requires instead of following their inner promptings.
Nonetheless, this controversial position represents an important perspective on
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human behavior and likely points the way toward the most satisfying and
tulfilling ways to live.

Another notable (and less controversial) assertion of Self-Determination
Theory is that people have a need for competence. This means learning to con-
trol events and to experience yourself as capable and effective. The notion that
there is a natural drive to achieve mastery and control is well rooted in psycho-
logical theory and implicit in many phenomena, such as findings about learned
helplessness (Seligman, 1975) and stress (Brady, 1958). The novel point in Self-
Determination Theory is that it is less control than an awareness of the self as
capably exerting control that is central to human motivation.

Managing Multiple Goals

Much of self-regulation involves keeping our behavior on track toward goals.
Yet people have more than one goal at a time, and so part of managing ourself
effectively is juggling the different goals. In recent years, researchers have begun
to look at how people manage multiple goals.

Several relevant processes and strategies have been identified. Goal shield-
ing refers to the process of protecting our pursuit of one goal from the distract-
ing thoughts and feelings associated with other goals (Shah, Friedman, &
Kruglanski, 2002). When people are shielding their pursuit of one goal, they are
less prone to think of other goals and less effective at coming up with means of
reaching these alternative goals.

Another set of processes involves managing limited amounts of time and
effort so as to allocate them where they are most needed. People appraise prog-
ress toward various goals. If they think they are ahead of schedule in pursuing
one goal, they may decrease their future efforts, a response known as coasting
(Carver & Scheier, 2009). This allows them to focus their efforts on other goals,
for which progress may be more urgent. Notably this is not the same as reduc-
ing your efforts when you actually reach or fulfill a goal, because it may happen
anywhere along the way, as long as you believe you have made good progress.

Work by Fishbach (e.g., 2009; Fishbach & Dhar, 2005; Fishbach & Zhang,
2009) has focused on the tension between juggling multiple goals (which she
calls balancing) and featuring a single primary goal (which she calls highlight-
ing). The greater the commitment to one goal, the more likely it is to be high-
lighted, which is to say pursued even at the possible cost of neglecting other
goals. Meanwhile, when balancing multiple goals, an important factor is how
much progress you have made toward each. Focusing on how much is left to do
makes you want to zero in on that goal; focusing on how much you have already
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achieved can make you temporarily satisfied so you can shift efforts elsewhere
(as in the concept of coasting).

Conclusions: Looking Ahead

It is safe to say that the self will remain an important focus of theorizing and
research in social psychology. Within the broad topic of self, however, the
so-called focal areas of study continue to change. Cultural differences in self-
construal have continued to provide new research findings. Self-esteem contin-
ues to attract interest, most recently in terms of questions about how much it
contributes to positive, desirable outcomes and whether it has a downside. Self-
regulation remains a thriving focus of research, possibly because it is one of the
central activities of the self and therefore is involved at some level in most of the
other processes of self. Other aspects of executive function, such as how the self
is involved in decision making and initiative, have only begun to be studied,
and these seem likely to attract more attention in coming years.

The increased interest in brain processes has not been kind to self research,
however. There has not been great success at finding a particular part of the
brain that corresponds to self. Quite possibly the brain operates as many
distributed, independent processes, whereas the self is a unity constructed for
purposes of social action. Reconciling the reality of self in social life with its
elusiveness to cognitive neuroscientists will be a fascinating chapter in the
history of self theory.

Other puzzles remain. Self-affirmation, which refers to acting or thinking
in ways that bolster the self’s main values, continues to have an assortment of
intriguing effects, but people are not sure just what process produces those
effects (e.g., Schmeichel & Vohs, 2009; Steele, 1988). Self-concept change and
self change remain important but understudied phenomena. It is clear that self
researchers will not run out of questions in the foreseeable future.
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Chapter 6

Attitude Structure

Leandre R. Fabrigar and Duane T. Wegener

Few concepts have enjoyed as long and influential a role in social psychology
and the social sciences more generally as the attitude construct (Allport, 1935).
Over the years, some social scientists have used the term very broadly to refer
to a wide range of subjective judgments, whereas others have used the term
more precisely to refer to relatively general evaluative judgments of targets. This
long and varied history notwithstanding, in contemporary social psychology,
the term attitude is typically used to refer to a relatively general and enduring
evaluation of an object or concept on a valence dimension ranging from posi-
tive to negative. Thus, attitudes are the good/bad evaluations that we attach to
objects in our social world. These evaluations can be attached to almost any-
thing, including people, social groups, physical objects, behaviors, and even
abstract concepts.

What Is Attitude Structure?

Because researchers have generally conceptualized attitudes in terms of their
valence (positive or negative) and extremity (the magnitude of the deviation of
the positive or negative evaluation from neutrality), it is not surprising that
traditional attitude measurement techniques have usually represented an atti-
tude as a single numerical value reflecting the position of an attitude object on
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an evaluative continuum (e.g., see Likert, 1932; Osgood, Suci, & Tannenbaum,
1957; Thurstone, 1928; Thurstone & Chave, 1929). However, even in the early
stages of the attitudes literature, theorists recognized that measurement pro-
cedures conceptualizing an attitude exclusively in terms of its valence and
extremity were inadequate to effectively capture all the relevant properties of an
attitude (e.g., see Thurstone, 1928).

Consistent with this reasoning, early attitude theorists proposed a number
of properties of attitudes, beyond their valence and extremity, that were import-
ant to understanding the impact of attitudes on related thinking and behavior
as well as how attitudes could be changed. For instance, early theorists sug-
gested that it was useful to distinguish between different types of evaluative
responses comprising attitudes (i.e., affect, cognition, and behavior; e.g., Katz &
Stotland,1959; Rosenberg & Hovland, 1960; Smith, 1947), the underlying func-
tions that attitudes might serve (e.g., Katz, 1960; Katz & Stotland, 1959; Smith,
Bruner, & White, 1956), the amount of information on which attitudes were
based (e.g., Rosenberg & Abelson, 1960), and the extent to which attitudes were
linked to other attitudes (e.g., Converse, 1964). In short, attitude theorists have
long believed in the importance of understanding the structure of attitudes and
related constructs in which attitudes are embedded.

Despite the fact that the term “attitude structure” has been widely used in
social psychology, precise definitions of the term have often been lacking. Thus,
it is useful to clarify what is typically implied by the term. As noted, attitudes
have usually been defined as relatively general and enduring evaluations of
objects. Directly following from this definition, some theorists have proposed
that an attitude can be conceptualized as a type of knowledge structure stored
in memory. More precisely, an attitude can be viewed as a simple two-node
semantic network (i.e., an object-evaluation association; Fazio, 1995, 2007),
with one node reflecting the representation of the object, the second node the
global evaluation of the object, and the link between the two nodes the strength
of the association.

Although attitudes can be conceptualized as simple object-evaluation asso-
ciations, attitude theorists have postulated that people’s object-evaluation asso-
ciations (attitudes) will often belinked in memory to other knowledge structures
(see Eagly & Chaiken, 1998; Fabrigar, MacDonald, & Wegener, 2005; Petty &
Krosnick, 1995; Pratkanis, Breckler, & Greenwald, 1989). For instance, such
linked knowledge structures might include specific attributes or emotional
responses linked to the object as well as to the general evaluation of the object
(e.g., see Zanna & Rempel, 1988). These knowledge structures might also
include functions served by the attitude (e.g., Murray, Haddock, & Zanna,
1996) or metacognitions (i.e., people’s beliefs regarding their own thoughts
or thought processes) “tagging” the evaluation as relatively valid or invalid
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(e.g., Petty, 2006). Thus, attitude structure can be described as an object-
evaluation association and the knowledge structures linked to it in memory
(regardless of whether the associative network metaphor is used to represent
the memory structures). The term attitude structure is usually used to refer to
various properties reflecting (1) the content of the knowledge structures associ-
ated with the attitude, (2) the number of knowledge structures associated with
the attitude, (3) the strength of the associative links making up the attitude and
its related knowledge structures, and (4) the pattern of associative links among
the attitude and its related knowledge structures. Within the context of this
general definition, some theorists have further distinguished between two
broad categories of attitude structure (Eagly & Chaiken, 1993, 1995, 1998;
McGuire, 1989). Intraattitudinal structure refers to the structure of a single atti-
tude. Interattitudinal structure refers to structures comprising more than one
attitude.

An Overview of Structural Properties of Attitudes

There are, of course, many specific structural properties of attitudes that readily
fit within the broad definition of attitude structure. One of the great challenges
of the 1980s and 1990s in attitude research was to specify which specific features
should be important for understanding attitudes and then develop measures
and/or manipulations of these properties so their effects could be established.
We briefly describe the specific structural properties that have received the
most attention and then, in the sections that follow, we turn to research on the
effects these properties exert on attitude-behavior consistency and attitude
change processes.

Attitude Accessibility

Of the many specific structural properties that have been proposed, probably
the most basic is attitude accessibility. Attitude accessibility refers to the strength
of the association between the object and the evaluation. When this association
is very strong, simply encountering the object is sufficient to automatically
activate the evaluation from memory (Fazio, Sanbonmatsu, Powell, & Kardes,
1986). Directly following this logic, attitude accessibility is usually measured by
asking people to assess the object using highly evaluative adjectives (e.g., “good”
versus “bad”) while a computer records the response latencies to these evalua-
tive judgments. Rapid reaction times reflect high accessibility (i.e., a strong
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object-evaluation association), whereas slow reaction times indicate low
accessibility.

Although attitude accessibility has a number of determinants, the most
extensively documented is the frequency with which the attitude has been acti-
vated (i.e., accessed from long-term memory). Repeated expressions of the atti-
tude strengthen the association between object and evaluation, thus facilitating
greater ease of retrieval of the evaluation from memory (Fazio, Chen, McDonel,
& Sherman, 1982; Powell & Fazio, 1984). Another factor postulated to influ-
ence accessibility is the diagnosticity (i.e., perceived validity) of the information
on which the attitude is based. Information from sources seen as highly cred-
ible, sensory information about the object, emotional reactions elicited by the
object, past behavior toward the object, and direct experience with the object
are all classes of information that are likely to be viewed as especially diagnostic
(Fazio, 1995).

Content of Attitude-Relevant Information

Another widely explored property of attitude structure is the type of evaluative
information with which the attitude is associated. There is of course an almost
infinite number of ways that such information might be categorized. However,
we will discuss the two systems of categorization that have been especially
influential.

Affective/Cognitive/Behavioral Bases Theorists have long speculated that
attitudes consist of evaluative responses that are affective, cognitive, or behav-
ioral in nature (e.g., Insko & Schopler, 1967; Katz & Stotland, 1959; Rosenberg
& Hovland, 1960; Smith, 1947). Within the context of this tripartite perspec-
tive, affect refers to the positive and negative feelings associated with the attitude
object, cognition reflects the evaluative beliefs about the attitude object, and
behavior describes the overt evaluative actions and responses to the attitude
object.

In its early form, the tripartite approach implied that people had an attitude
only if they had evaluatively consistent affective, cognitive, and behavioral
reactions to an attitude object. However, more contemporary versions of the
tripartite theory have introduced important revisions (e.g., see Cacioppo, Petty,
& Geen, 1989; Petty & Cacioppo, 1986; Zanna & Rempel, 1988). Most notably,
cotemporary perspectives postulate that an attitude is not necessarily com-
posed of these three evaluative elements. Rather, the attitude is a separately
stored global evaluative summary of one or more of the three types of evalua-
tive information (Cacioppo et al., 1989; Crites, Fabrigar, & Petty, 1994;
Zanna & Rempel, 1988). One important implication of both traditional and
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contemporary versions of the tripartite perspective is that attitudes can vary in
the extent to which each base contributes to the attitude (see Breckler &
Wiggins, 1989; Crites et al., 1994; Eagly, Mladinic, & Otto, 1994). Such varia-
tions could be a result of factors such as personality traits, characteristics of the
attitude object, or the modality (e.g., sensory versus written) of information
acquisition (e.g., see Fabrigar & Petty, 1999; Haddock, Maio, Arnold, &
Huskinson, 2008).

Functional Nature of Attitudes Attitude theorists have long postulated that
people hold attitudes because they can serve many useful functions (e.g., Katz,
1960; Katz & Stotland, 1959; Kelman, 1961; Smith et al., 1956). Various theor-
ists proposed somewhat different, but often overlapping functions for attitudes.
However, functions that have received the most attention include the know-
ledge function (i.e., the management and simplification of information pro-
cessing tasks), utilitarian function (i.e., the achievement of desired goals and
avoidance of negative outcomes), ego defensive function (i.e., the maintenance
or promotion of self-esteem), the value expressive function (i.e., the expression
of values and the self-concept), and the social adjustive function (i.e., the facili-
tation of identification with similar others and the maintenance of relationships
with them).

Although it has not been common to refer to attitude functions as a struc-
tural property, they can be viewed as such (see Fabrigar et al., 2005; Fabrigar,
Smith, & Brannon, 1999). Specifically, attitudes may serve different functions
in part because they are based on or associated with different types of informa-
tion. For example, an attitude with strong associations in memory to beliefs
about important values could result in an attitude that serves a value expressive
function. An attitude based on information directly relevant to how important
others view the attitude object could serve a social adjustive function. Thus,
theories of attitude functions can be viewed as systems for categorizing evalua-
tive information associated with the attitude. Moreover, just as attitude-relevant
knowledge can vary in affective, cognitive, or behavioral content, it can also
vary in functional content. Such variations may be driven by the nature of the
attitude object, personality traits, culture, and social context (e.g., see Shavitt,
1989; Snyder & DeBono, 1989).

Amount and Complexity of Attitude-Relevant Information
A second general way to characterize attitude-relevant information has been in
terms of the extensiveness of the evaluative knowledge associated with the atti-

tude. Typically, this has involved either considering the working knowledge
associated with the attitude or the dimensional breadth of this information.
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Working Knowledge Working knowledge is defined as the number of
attitude-relevant beliefs and experiences that are spontaneously activated when
encountering an object (Wood, 1982; Wood, Rhodes, & Biek, 1995). Three
aspects of this definition merit comment. First, although sometimes viewed as a
“cognitive” construct, there is nothing inherent in the definition that restricts it
to the cognitive bases of attitudes. Experiences that are activated could have
strong affective or behavioral content. Second, this definition does not imply
anything about the accuracy of beliefs/experiences (see Biek, 1992, cited in
Wood et al,, 1995; Scott, 1969). Finally, working knowledge in many cases may
be only a subset of the full array of knowledge a person possesses regarding the
attitude object (Wood, 1982). Thus, when considered from a structural stand-
point, working knowledge is likely to be a function of the number of knowledge
structures associated with the attitude and the strength of the associations among
the knowledge structures and the attitude. The most common approaches to
measuring working knowledge have been to ask people to list their attitude-
relevant beliefs and experiences or to subjectively report their level of knowledge.

Researchers have proposed a number of potential determinants of working
knowledge (see Wood et al.,, 1995). For example, because beliefs and experien-
ces must be accessible to be considered part of working knowledge, it logically
follows that working knowledge will be partially driven by factors that enhance
the accessibility of beliefs or experiences. Frequent exposure to the attitude
object (Fazio et al., 1982) and high levels of cognitive elaboration (Petty &
Cacioppo, 1986) about the attitude object are both variables that might increase
the likelihood that a belief or experience is activated when an attitude object is
encountered (see Petty & Brifiol, Chapter 7, this volume).

Complexity and Integration Complexity of knowledge refers to the number
of distinct dimensions or distinct types of evaluative information associated
with the attitude (Scott, 1969; Tetlock, 1989), and integration refers to the
extent to which the dimensions are related to one another. Some researchers
(e.g., Judd & Lusk, 1984; Scott, 1969; Tesser, Martin, & Mendolia, 1995) have
distinguished between relatively complex attitudes based on multiple unrelated
dimensions (i.e., attitudes high in differentiation and low in integration) and
relatively complex attitudes based on multiple related dimensions (i.e., attitudes
are high in differentiation and integration). This later conceptualization is
particularly central to the construct of integrative complexity (Tetlock, 1989),
which is defined as the number of distinct dimensions underlying an attitude as
well as the degree to which these dimensions are linked to one another.

Complexity likely has a number of antecedents. Perhaps most obviously, the
greater the amount of information associated with an attitude, the more likely
that information will reflect multiple dimensions rather than a single dimension
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(see Linville, 1982). However, larger amounts of information will not necessar-
ily reflect a larger number of dimensions. A small number of beliefs could
reflect multiple dimensions or a large number of beliefs could reflect only a
single dimension. Along similar lines, cognitive elaboration is also likely to be
related to complexity. Individuals who extensively elaborate about an attitude
object are more likely to develop multidimensional evaluative reactions to the
object (e.g., see Tetlock, 1983; Tetlock & Kim, 1987). But people could also
elaborate information that primarily relates to a single dimension or informa-
tion that relates to many dimensions.

Ambivalence: Evaluative Inconsistency of
Attitude-Relevant Information

Another prominent property of attitude-relevant information is the evaluative
consistency of the information. That is, for any given attitude object, that object
may be associated with some relatively positive qualities as well as other less
positive or even negative qualities. Various types of evaluative inconsistency
have been proposed.

Attitudinal Ambivalence Attitudinal ambivalence is present when our
evaluative summary of an object includes both positive and negative evalua-
tions (Kaplan, 1972; Scott, 1969; Thompson, Zanna, & Griflin, 1995).
Ambivalence can occur when evaluations within a dimension are inconsistent,
when one dimension of an attitude object is positive and another dimension is
negative, or even when a person’s attitude is inconsistent with the attitudes of
positively evaluated others (see Fabrigar et al., 2005; Priester & Petty, 2001).
Objective or potential ambivalence is typically assessed by mathematically com-
bining separate reports of the number of positive and negative evaluations
associated with an attitude object using one of a several mathematical formulas
(e.g., Ambivalence = Conflicting Evaluation x Dominant Evaluation,
Ambivalence = Conflicting Evaluation*’Dominant Evaluation; see Priester &
Petty, 1996; Thompson et al., 1995). However, another key property of ambiva-
lent attitudes is that they are experienced as unpleasant, especially when the
conflicting reactions are simultaneously accessible and people strongly value
cognitive consistency (Newby-Clark, McGregor, & Zanna, 2002) or need to
choose a particular attitude-related course of action (van Harreveld, van der
Pligt, & de Liver, 2009; cf. Harmon-Jones & Harmon-Jones, 2002). This subject-
ive or felt ambivalence is typically measured by asking people to report the level
of evaluative conflict or discomfort they feel with respect to the object (Priester
& Petty, 1996; Tourangeau, Rasinski, Bradburn, & D’Andrade, 1989).
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Dimensionality of Ambivalence Attitudinal ambivalence can result from
many types of evaluative inconsistency. Within-dimension ambivalence occurs
when conflicting evaluative information falls within a single dimension (e.g.,
when a person has both positive and negative beliefs toward an attitude object
or experiences both positive and negative emotions related to an attitude
object). Cross-dimension ambivalence refers to evaluative conflicts between
two or more distinct dimensions of evaluative information (e.g., when the cog-
nitive dimension is positive and the affective dimension is negative). A variety
of subtypes of cross-dimension ambivalence have been proposed (Chaiken,
Pomerantz, & Giner-Sorolla, 1995), including affective-cognitive inconsistency
(i.e., conflict between affect and cognition), evaluative-affective inconsistency
(i.e., conflict between the global attitude and affect), or evaluative-cognitive
inconsistency (i.e., conflict between the global attitude and cognition).

Although most studies exploring cross-dimension ambivalence have focused
on conflict between affect and cognition, it can occur whenever distinguishable
dimensions of attitude-relevant information are inconsistent with one another.
For example, attitudes could also be examined in terms of conflicts among
attitude functions, conflicts among subdimensions within affect or cognition,
or conflicts among subdimensions of a particular attitude function.

Subjective Beliefs about the Attitude as a Structural Property

Attitude structure has often been treated as consisting primarily of direct asso-
ciations with the attitude object (such as beliefs about the object or past behav-
iors toward the object). However, people can also hold consequential beliefs
about the attitude itself. For example, the attitude could be perceived as serving
a particular function (e.g., as expression of a core value or alignment with
admired others; Holbrook, Berent, Krosnick, Visser, & Boninger, 2005; Murray
et al., 1996). The attitude could also be perceived to be important (Eaton &
Visser, 2008), as based on particular types of information (See, Petty & Fabrigar,
2008), or to be held with certainty (Tormala & Rucker, 2007).

In fact, the Meta-Cognitive Model (MCM) of Attitudes directly incorpo-
rates perceptions of the attitude’s validity into the structure of the attitude (Petty
& Brifol, 2006; Petty, Brifol, & DeMarree, 2007). Similar to previous views of
the attitude as an association in memory between the attitude object and the
evaluation, the MCM portrays attitudes as potentially involving associations
between the attitude object and both positive and negative evaluations. In addi-
tion, however, the MCM states that validity tags accompany these evaluative
associations (i.e., beliefs regarding the accuracy of evaluations) such that
the validity tags can influence evaluative responding, especially when those
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responses are relatively deliberate. Unlike models of attitudes that emphasize
on-line assessments of evaluation validity (e.g., Cohen & Reed, 2006; Gawronski
& Bodenhausen, 2006), the MCM notes that just as it is adaptive to store evalu-
ations of objects (Fazio, 1995), it should also be adaptive to store assessments of
whether the evaluation is “correct” (Festinger, 1954; Petty & Cacioppo, 1986).

When attitude measures or other evaluative responses are relatively auto-
matic (nondeliberative), these responses may be guided by activated evaluative
associations. However, when they are more deliberative (i.e., when people think
about them more carefully), these responses may be influenced in important
ways by the perceptions of validity of the positive versus negative evaluations.
This same principle may also apply to the use of perceptions that the attitude is
important, that it serves important functions, etc. These “tags” to the evaluation
may influence evaluative responding to a greater degree when people respond
in more deliberate ways. The concept of relatively deliberative or nondelibera-
tive responding will also be important when we discuss influences of attitude
structure on attitude-behavior consistency.

Interattitudinal Structure

All of the previous specific structural properties of attitudes discussed have
been intraattitudinal properties. However, it is also possible to conceptualize
the structure of attitudes in terms of their associations with attitudes toward
different but related attitude objects or in terms of associations among multiple
attitudes toward the same object.

Attitude Systems Involving Multiple Objects A number of early cognitive
consistency theories postulated that people are motivated to maintain con-
sistency among attitudes toward objects that are related to one another (Abelson
& Rosenberg, 1958; Cartwright & Harary, 1956; Festinger, 1957; Heider, 1958).
More contemporary research has focused on specific properties of interattitud-
inal structure such as the degree to which attitudes are linked together in
memory and the level of evaluative consistency and strength of those associa-
tions (Judd & Downing, 1990; Judd, Drake, Downing, & Krosnick, 1991; Judd
& Krosnick, 1989, Lavine, Thomsen, & Gonzales, 1997). In these more contem-
porary investigations, attitudes have been conceptualized as associative net-
works, with the nodes characterizing attitude valence (i.e., the evaluation of the
object) and the strength of links between objects and evaluations as the strength
of the attitude (i.e., the accessibility of the attitude based on frequency of atti-
tude activation). Links among the attitudinal nodes are characterized by impli-
cational relations (consistent or inconsistent) and strength (the probability that
the nodes will activate each other). Much of the research on attitude systems
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has explored the cognitive principles by which people organize related attitudes
(e.g., Converse, 1964; Lavine et al., 1997) or variables that moderate interatti-
tudinal linkages such as domain expertise and attitude importance (Judd &
Downing, 1990; Judd & Krosnick; 1989).

Attitude Systems Involving Single Objects As discussed previously
regarding attitudinal ambivalence, it is possible to hold evaluative associations
about a single object that vary in their implications. The Dual Attitude Model
(Wilson, Lindsey, & Schooler, 2000) and the Past Attitudes Still There (PAST)
Model (Petty, Tormala, Brifiol, & Jarvis, 2006; a special case of the MCM model,
Petty, 2006; Petty & Brifiol, 2006) each extends this possibility to holding two
(or more) attitudes toward the same attitude object.

In the Dual Attitude Model, it is assumed that when an attitude changes, the
old attitude is not necessarily discarded (cf. Anderson, 1971). It may be retained
along with the new attitude. Individuals may simultaneously hold dual atti-
tudes because one is expressed at a conscious level (i.e., the explicit attitude)
and the other is expressed at the implicit level (outside awareness, see Greenwald
& Banaji, 1995). These attitudes are viewed as stored separately in memory,
perhaps in different areas of the brain (e.g., DeCoster, Banner, Smith, & Semin,
2006). In this view, implicit attitudes are the “default” attitudes that are acti-
vated automatically, whereas explicit attitudes are expressed only when an indi-
vidual has sufficient capacity and motivation to override the implicit attitude
and retrieve the explicit attitude.

The MCM model also holds that after attitude change, the older attitude
will often still exist in memory. However, when an individual changes his or her
attitude, that person will “tag” the original attitude as “invalid” (or as held with
low confidence). Both the new attitude and the old attitude are still associated
with the attitude object in memory, so either (or both) can be activated
(depending on principles of activation, such as recency and frequency of acti-
vation or relation to memory cues in the environment; Petty et al., 2006).

At first glance, dual (or multiple) attitude structures bear a striking similar-
ity to the intraattitudinal property of ambivalence. Wilson and his colleagues,
however, draw a number of distinctions between these two concepts. They note
that when ambivalence occurs, tension results as a consequence of two conflict-
ing evaluations that are both in awareness (cf. Newby-Clark et al., 2002).
However, in the hypothesized dual attitude structure, social perceivers would
not experience unpleasant tension, because the perceiver is aware of only the
explicit attitude, not the implicit attitude.

Interestingly, Brifiol, Petty, and Wheeler (2003) conducted research showing
that increasing discrepancies between traditional self-report measures of self-
esteem (Rosenberg, 1965) and automatic [Implicit Association Test (IAT);
Greenwald, McGhee, & Schwartz, 1998] measures of self-esteem were associated
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with stronger associations between self-related words and doubt-related words.
However, the same discrepancies were not associated with explicit reports
of self-doubt. Also, persuasive messages framed as related to the automatic/
deliberative self discrepancies (i.e., a message framed as relevant to self-esteem)
were processed to a greater extent as the automatic/deliberative discrepancy
increased, but processing of discrepancy-unrelated messages was not influ-
enced by the size of automatic/deliberative discrepancies (Brifiol, Petty, &
Wheeler, 2006; see also Petty et al., 2006). Even so, the MCM model differs
from the dual-attitude approach because, in some circumstances (e.g., when
individuals do not access the validity tag), both old and new attitudes can be
simultaneously activated and open to awareness. In such instances, individuals
can experience “explicit” (subjective) ambivalence.

The Role of Structure in Attitude-Behavior Consistency

Over the years researchers have identified a variety of structural features of
attitudes. Why has so much effort been expended in this task? One of the
major reasons is that structural properties of attitudes have long been con-
sidered as important to understanding when and why attitudes are consequen-
tial (i.e., strong; Petty & Krosnick, 1995). Perhaps the aspect of attitude strength
most studied is the influence of attitudes on behavior. As we will see, there is
now ample evidence to claim that structural properties of attitudes help
to determine which attitudes have a marked impact on behavior and which
do not.

Structure as a Moderator of Attitude-Behavior Consistency

Accessibility In the context of attitude-behavior consistency, perhaps no
attitude property has been examined as extensively as attitude accessibility.
Some accessibility studies have explored this structural property by measuring
accessibility via response latencies to attitude measures and then testing whether
response latencies moderate the ability of attitudinal (valenced) responses to
predict behaviors [see Wegener, Downing, Krosnick, & Petty (1995) for descrip-
tions of measures of each of the structural properties discussed in this chapter].
Measured attitude accessibility has moderated attitude-behavior relations in
contexts such as voting behavior (Bassili, 1993, 1995; Fazio & Williams, 1986)
and consumer product choices (Fazio, Powell, & Williams, 1989; Kokkinaki &
Lunt, 1997). Other accessibility studies have manipulated accessibility by

187



BASIC PROCESSES

varying the frequency of attitude expression or attitude object presentation.
Manipulated accessibility has moderated the ability of attitudes to predict
behaviors such as decisions to play with puzzles (Fazio et al., 1982) and deci-
sions to donate money to charities (Posavac, Sanbonmatsu, & Fazio, 1997).

Content of Attitude-Relevant Information A smaller body of work has
explored the role of content of attitude-relevant information in attitude-behavior
consistency. The central premise of this work has been that attitudes will be
better predictors of behavior when those attitudes are based on information
directly relevant to the goals driving the behavior. For example, Millar and
Tesser (1986) found that attitudes based on affect were more predictive of con-
summatory behaviors (i.e., behaviors performed for their intrinsic reward)
rather than instrumental behaviors (i.e., behaviors performed to obtain some
goal external to the behavior itself). In contrast, attitudes based on cognition
did better at predicting instrumental behaviors than consummatory behaviors
(see also Millar & Tesser, 1989). Matching effects between the attitude basis and
the behavior have also been demonstrated for distinct dimensions of cognition
(Fabrigar, Petty, Smith, & Crites, 2006). For example, consumer choices between
competing stores were better predicted by attitudes toward the stores when
those attitudes were based on knowledge of products directly relevant to the
product being purchased.

Amount of Attitude-Relevant Information Several studies suggest that
working knowledge moderates the ability of attitudes to predict behavior. Some
studies have tested this hypothesis by asking people to list their knowledge
about the attitude object and then examining whether the amount of informa-
tion listed moderated the ability of attitudes to predict a subsequent behavior.
These studies have confirmed that increased knowledge is related to stronger
attitude-behavior correlations in the context of environmental attitudes and
recycling behavior (Kallgren & Wood, 1986) and voting intentions and subse-
quent voting behavior (Davidson, Yantis, Norwood, & Montano, 1985). Other
studies have used subjective measures of knowledge to demonstrate effects of
knowledge on attitude-behavior prediction in voting behavior for community
initiatives and in health behaviors (Davidson et al., 1985).

Ambivalence Numerous studies have explored whether ambivalence (of
various types) regulates the ability of attitudes to predict behaviors and inten-
tions. For example, in studies that measured overall ambivalence via independ-
ent ratings of global positive and negative reactions to the object, increased
ambivalence was associated with lower attitude-behavior consistency (Conner,
Sparks, Povey, James, Shepherd, & Armitage, 2002; Conner, Povey, Sparks,
James, & Shepherd, 2003). Studies specifically measuring ambivalence in evalu-
ative beliefs have produced similar results (Armitage, 2003; Moore, 1973).
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Other studies have assessed ambivalence using subjective measures of ambiva-
lence and have also suggested that ambivalence is negatively related to attitude-
behavior consistency (Priester, 2002; Sparks, Hedderley, & Shepherd, 1992).
Finally, studies measuring cross-dimension ambivalence (more specifically
evaluative-cognitive consistency) have produced mixed evidence, with some
research indicating that increased ambivalence is associated with decreased
attitude-behavior consistency (Norman, 1975) and other studies failing to find
an association (Fazio & Zanna, 1978a).

A smaller body of research has tested the role of ambivalence in attitude-
behavior consistency by manipulating ambivalence. For example, Armitage
(2003) attempted to manipulate ambivalence by assigning participants to a
thought condition intended either to make beliefs less ambivalent or to not
alter the ambivalence of beliefs. Greater ambivalence among beliefs was associ-
ated with lower attitude-behavior consistency. In contrast, Jonas, Diehl, and
Bromer (1997) directly manipulated the consistency of beliefs regarding a con-
sumer product and found that increased ambivalence produced higher levels
of attitude-behavior consistency. They suggested that attitude-behavior con-
sistency was increased because ambivalence encouraged people to engage in
extensive cognitive elaboration of attitude-relevant information so as to resolve
the evaluative inconsistencies. In an effort to explain the apparent contradic-
tion between Jonas et al. (1997) and other studies of ambivalence, Sengupta and
Johar (2002) proposed that ambivalence should produce higher attitude-
behavior consistency when people engage in elaboration of information directed
toward forming an integrated attitude. In contrast, they argued that ambiva-
lence should lead to lower attitude-behavior consistency when people are not
specifically trying to resolve inconsistencies, either because they are unmoti-
vated or unable to engage in extensive elaboration or because their elaboration
is not specifically directed toward integrating evaluative responses.

Subjective Beliefs about the Attitude Numerous studies have measured
perceptions of attitude certainty or attitude importance and assessed the extent
to which these perceptions moderate the association between attitudes and
behavior. For example, increased ratings of importance have been found to be
related to stronger attitude-behavior associations in contexts such as class
attendance (Rokeach & Kliejunas, 1972), cigarette smoking (Budd, 1986), and
voting (Krosnick, 1988a; Schuman & Presser, 1981). Likewise, attitudes held
with greater certainty better predict behaviors in domains such as participation
in psychological research (Fazio & Zanna, 1978a), choosing to play with puz-
zles (Fazio & Zanna, 1978b), support for social policies (Franc, 1999), voting in
student government elections (Sample & Ward, 1973), and voting in student
referendums (Tormala & Petty, 2002).
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Processes Underlying Structural Effects on
Attitude-Behavior Consistency

Structural properties clearly moderate attitude-behavior associations. However,
as pointed out by a number of researchers (e.g., Fazio & Roskos-Ewoldsen,
2005; Fabrigar et al., 2005; Fabrigar, Wegener, & MacDonald, 2010), much less
is known about why structural properties influence attitude-behavior relations.
In considering this question, it is important to distinguish between prediction
and influence. Attitude-behavior consistency is usually defined in terms of
prediction (i.e., the strength of association between a measure of attitudes and
a subsequent behavior). However, the degree to which an attitude measure pre-
dicts a behavior is not synonymous with the degree to which an attitude influ-
ences that behavior (Fabrigar et al., 2005, 2010). There are at least two ways in
which a measure of attitudes might fail to predict behavior without necessarily
implying that the attitude has no influence on the behavior.

First, a measure might simply fail to accurately assess the attitude. For
example, in many cases, people might not honestly report attitudes that are
seen as undesirable (e.g., racist attitudes). Finding that these reports do not
predict behavior in no way implies that people were not relying on their atti-
tudes as guides to behavior. It is entirely possible that attitudes strongly influ-
enced the behaviors and would have been excellent predictors of behavior had
people honestly reported the attitudes. Second, even assuming that responses
to a measure effectively reflect the attitude at that time, these responses might
fail to predict subsequent behavior if the attitude changes during the interval
between its initial measurement and the performance of the behavior. For
example, we might measure people’s attitudes toward a political candidate a
week prior to the election. If people’s attitudes change before voting, finding
that the week-old attitudinal reports are poor predictors of voting would in no
way imply that people were voting in ways inconsistent with their attitudes at
the time they entered the voting booth. Rather it might indicate that their prior
reports were no longer accurate representations of their attitudes. Considering
both of these reasons, it follows that two processes by which attitude structure
might influence attitude-behavior prediction, independent of any actual effects
on the impact of attitudes on behavior, could be by altering the accuracy with
which attitudes are measured or the stability of attitudes over time.

Of course, structure may also play a role in regulating the actual influence
of attitudes on behavior. In considering why structure might play such a role, it
is important to distinguish between behaviors that are deliberative and nondel-
iberative in nature. As discussed in the Petty and Brifol (Chapter 7, this vol-
ume), attitudes can be changed through relatively thoughtful means or relatively
nonthoughtful means (e.g., see Chaiken, Liberman, & Eagly, 1989; Chen &

190



Attitude Structure

Chaiken, 1999; Petty & Cacioppo, 1986; Petty & Wegener, 1999). So too can
behaviors be performed either as a result of very careful deliberation or as a
result of very nondeliberative processes (Fazio, 1990; Fazio & Towles-Schwen,
1999). The mechanisms by which structural properties moderate the degree
to which attitudes influence behavior may vary depending on the level of
deliberation that occurs in the performance of the behavior.

When people are unmotivated or unable to carefully think about their
behaviors, attitudes could play a role in influencing behavior in two possible
ways (see Fabrigar et al., 2005, 2010). First, the attitude could serve as a direct
peripheral cue to infer whether a behavior is appropriate (see Petty & Cacioppo,
1986; Petty & Wegener, 1999). For example, imagine a case in which a person
approaches you and invites you to a party, seemingly expecting a response at
the time. Thus, you have little opportunity to carefully consider your decision
before responding. In such a situation, your attitude toward the person might
provide a very quick and easy basis to infer whether you should accept the invi-
tation in the absence of careful consideration of other information about the
party (who else will be attending, the nature of the activities at the party, alterna-
tive opportunities, etc.). A second process by which attitudes could influence
behavior under low deliberation could be by serving as an indirect cue. That is,
the attitude could focus attention on attitude-congruent features of the attitude
object or behavioral context and these features in turn could serve as simple
cues regarding how to behave (Fazio & Dunton, 1997; Fazio, Ledbetter, &
Towles-Schwen, 2000; Smith, Fazio, & Cejka, 1996; see also Fazio, 1990; Fazio
& Towles-Schwen, 1999). For instance, imagine a situation in which a police
officer is called to the scene of a potential crime in which the suspect is a mem-
ber of a visible minority. A police officer who holds a negative attitude toward
the minority group in question might focus on simple visual cues that are nega-
tive rather than positive (an aggressive posture rather than a friendly facial
expression, the possession of a weapon rather than the nonthreatening manner
in which it is being held, etc.); these negative visual cues might cause the officer
to make a quick judgment to use deadly force.

Of course, one would expect attitudes to serve as direct or indirect cues to
behavior only if they are activated at the time of the behavior (Fazio, 1990;
1995; Fazio & Towles-Schwen, 1999) and there is good reason to expect that a
number of structural properties of attitudes might influence the likelihood of
attitude activation. Thus, under nondeliberative conditions, structure may
moderate the impact of attitudes on behavior via its role in regulating attitude
activation.

When people are both able and motivated to deliberate about a behavior,
attitudes may influence behavior by serving as an argument or a biasing factor
(Petty & Cacioppo, 1986; Petty & Wegener, 1999). If the attitude is judged as an
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informative guide to the behavior, it might serve as a direct argument regarding
a course of action (Fabrigar et al., 2006). For example, the relative evaluation of
two different automobiles could be viewed as an argument directly relevant to
selecting which vehicle to purchase. However, even if the attitude is not directly
relevant to evaluating the merits of a course of action, it could still influence
behavior by biasing interpretation of behavior-relevant information (if the
behavioral context contains information that is sufficiently ambiguous to per-
mit bias in interpretation; see Chaiken & Maheswaran, 1994). For example,
imagine a situation in which a person is choosing between cars from two sales-
people. Attitudes toward the salespeople are not directly relevant to evaluating
the merits of the cars, but might bias how information about the two vehicles is
interpreted.

Of course, just as in low deliberation behaviors, attitudes will not inevitably
influence highly deliberative behavior. Attitudes must be activated at the time
of the behavior (or of the information processing that leads to behavior) to
function as an argument or biasing factor. Thus, structure might moderate the
impact of attitudes on behavior by regulating attitude activation. Additionally,
structure might also play a role in highly deliberative behaviors for other rea-
sons. For example, we might expect structure to influence the extent to which
an attitude is viewed as relevant and as an informative argument to favor or
oppose a particular course of action (Fabrigar et al., 2006). Likewise, structure
might also affect the extent to which an attitude is seen as a legitimate source of
influence on how behavioral information should be interpreted or as an
inappropriate source of bias whose influence should be eliminated (cf. Wegener
& Petty, 1997).

Importantly, this applicability mechanism will play a role only when
behaviors are highly deliberative. Considering the relevance of an attitude to a
behavior and disregarding its influence if it is judged uninformative requires
substantial cognitive effort. Indeed, research has revealed that people often rely
on their attitudes when it is logically inappropriate to do so when they lack the
motivation and/or ability to deliberate about their behaviors, but are much less
likely to rely on such attitudes when they are able and motivated to carefully
consider their actions (Fabrigar et al, 2006; Sanbonmatsu & Fazio, 1990;
Schuette & Fazio, 1995).

A final deliberative process through which structure may moderate the
influence of attitudes on behavior is by regulating the magnitude of bias that an
attitude exerts on the processing of information in a behavioral context.
Structure may determine the motivation and ability that a person has to process
information relevant to the behavior in a biased manner.
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Evidence for Processes Underlying Structural Effects on Attitude-
Behavior Consistency

Structure and Behavioral Prediction Processes Although the evidence for
a moderating role of structure in attitude-behavior consistency is quite sub-
stantial, there is much less evidence for the role of measurement and stability
mechanisms in these effects. However, some indirect evidence exists for a few
structural properties. For example, with respect to measurement processes and
ambivalence, research has suggested that increased ambivalence is related to
the greater impact of factors such as priming (MacDonald & Zanna, 1998),
mood (Bell & Esses, 1997), and introspection (Erber, Hodges, & Wilson., 1995)
on attitudinal judgments. Thus, ambivalence may open people to influences
that decrease the extent to which attitude measures are primarily indexing dif-
ferences in evaluations per se. However, no studies have directly tested whether
such potential sources of error in measurement are responsible for the effects of
ambivalence on decreased attitude-behavior associations.

Along similar lines, there is also some indirect evidence to support stability
processes for a few structural variables. Several studies have documented that
greater attitude accessibility (Bargh, Chaiken, Govender, & Pratto, 1992; Grant,
Button, & Noseworthy, 1994), decreases in various forms of ambivalence
(Chaiken et al., 1995; Erber et al., 1995; Norman, 1975), increased certainty
(Bassili, 1996), and higher levels of importance (Krosnick, 1988b) are related to
the enhanced stability of attitudes over time. However, these studies did not
specifically test if the structure-stability relation was responsible for the effects
of these structural properties on attitude-behavior prediction. Likewise,
research on working knowledge has indicated that introspecting about attitudes,
which is known to both change attitudes and produce weaker attitude-behavior
associations, produces decreased attitude-behavior associations for attitudes
based on little knowledge, but not for attitudes based on extensive knowledge
(Wilson, Kraft, & Dunn, 1989).

Structure and Nondeliberative Attitude-Behavior Consistency To date,
there has been little direct evidence for the moderating role of structural prop-
erties in regulating the impact of attitudes as direct cues or as indirect cues to
nondeliberative behaviors. However, some data suggestive of the possible role
of attitude accessibility in moderating attitudes as indirect cues do exist. Studies
have shown that activation of attitudes can direct attention to features of an
object. For example, Smith et al. (1996) manipulated the accessibility of atti-
tudes toward social categories (e.g., men, women) and demonstrated that
increased accessibility enhanced the speed with which people could judge
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whether a target person was a member of a given category. Fazio et al. (2000)
manipulated the accessibility of attitudes toward photos of people using an atti-
tude expression manipulation and then later presented participants with the
same photos and photos that had been altered. Increased accessibility produced
slower and less accurate judgments of whether photos had been previously
viewed. Taken together, these studies demonstrate that making attitudes more
accessible (and thus more likely to be activated) does enhance the likelihood
that an attitude will direct attention to particular features. However, no studies
have then examined whether directive processing of specific features of an
object might in turn account for the attitude’s impact on subsequent behavior.
Additionally, the potential moderating role of other structural features in
altering how objects are perceived has not been examined.

Structure and Deliberative Attitude-Behavior Consistency When consid-
ering the potential effects of structure for highly deliberative behaviors, access-
ibility could moderate attitude-behavior consistency is by regulating the
likelihood that an attitude is activated and can thus bias elaboration of informa-
tion relevant to the behavior. Although no studies have directly tested this
mechanism, some studies have provided evidence for the first step in this
process. In several studies, Fazio and his colleagues manipulated accessibility of
attitudes using a repeated attitude expression manipulation and demonstrated
that highly accessible attitudes had a greater impact on evaluations of attitude-
relevant information than did attitudes low in accessibility (Houston & Fazio,
1989; Schuette & Fazio, 1995). Likewise, Fazio and Williams (1986) measured
attitudes toward presidential candidates and the accessibility of these attitudes.
They found that high accessibility attitudes were more predictive of evaluations
of the candidates’ debate performances than were attitudes low in accessibility.

With respect to the potential impact of structure in influencing the extent
to which an attitude is judged to be a directly informative guide to the merits of
a given behavior, several studies have explored the possible role of content of
attitude-relevant information (Fabrigar et al., 2006). In one experiment, these
researchers manipulated the cognitive information on which attitudes toward
two department stores were based as well as the relevance of purchasing deci-
sions to the information on which the attitudes were based. Attitudes were
better predictors of decisions when the information on which the attitudes were
based was relevant to the goal of the decision. This result was likely due to
influences on perceived attitude applicability. It was unlikely that differences in
attitude activation emerged because all attitudes were made highly accessible
using a repeated attitude expression procedure. Similarly, no new information
was presented with the decision task so as to preclude biased processing of
new information relevant to the behavior. Moreover, the matching effect
between the attitude basis and the behavior was significantly stronger under
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highly deliberative conditions than nondeliberative conditions (i.e., when
participants were distracted) thereby supporting the deliberative nature of the
process.

These same experiments also tested the role of complexity as a determinant
of whether attitudes would be judged informative guides to highly deliberative
behaviors (Fabrigar et al., 2006). When an attitude is based on a single dimen-
sion of knowledge (i.e., the attitude is low in complexity) and that dimension
has little direct relevance to the goal of the behavior, the attitude is likely to be
judged as an uninformative guide. In contrast, complex attitudes with multiple
evaluatively consistent dimensions are viewed as informative guides even when
the goal of the behavior has little direct relevance to any of the dimensions of
knowledge. This occurs because the object is assumed to be generally good or
bad across unknown dimensions. Thus, complex evaluatively consistent atti-
tudes are likely to be judged as useful guides across a wide range of behavioral
goals. Consistent these ideas, Fabrigar et al. (2006) found that simple attitudes
were excellent predictors of decisions when the knowledge dimension was
directly relevant to the decision but were poor predictors when this was not the
case. In contrast, evaluatively consistent complex attitudes were found to be
relatively good predictors of decisions irrespective of whether the knowledge
dimensions were directly relevant to the decision.

Only a few experiments have examined the impact of ambivalence on
attitude-behavior consistency under highly deliberative conditions (Fabrigar,
Petty, Smith, Wood, & Crites, 2010). Specifically, these experiments tested two
possible reasons why cross-dimension ambivalence might result in attitudes
being judged as uninformative guides to behavior. First, if a behavior happens
to be relevant to a single dimension or a subset of dimensions that are inconsis-
tent with the overall attitude (e.g., the overall evaluation is positive but the
relevant dimension is negative), people might judge their global attitudes to be
uninformative and thus not rely on them. Second, when inconsistency exists
among dimensions, people may be unwilling to extrapolate beyond what they
know and thus unwilling to rely on their attitudes when faced with a behavior
that is not directly relevant to any dimensions on which their attitudes are
based. As expected, Fabrigar et al. (2010) found that complex ambivalent atti-
tudes were poor predictors of decisions relevant to a dimension of knowledge
that contradicted the global attitude and poor predictors of decisions that were
not relevant to any of the dimensions of knowledge on which the attitude was
based. Interestingly, when the decision was relevant to all three dimensions of
complex ambivalent attitudes, these attitudes were good predictors. This is
because the decision required balancing competing goals and the overall atti-
tude was in fact a summary of these competing dimensions. Thus, it was judged
to be an informative guide.
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Summary

As these many studies illustrate, there is little doubt that structural properties of
attitudes are related to the ability of attitudinal responses to predict behavior.
However, very little research has specifically tested the processes we have out-
lined, and this gap in the literature remains one of the great challenges facing
attitude structure researchers. Nonetheless, some evidence does exist for par-
ticular processes in the context of some structural properties.

Attitude Structure and Attitude Change Processes

Another reason for interest in attitude structure is its potential role in attitude
change. Many attitude researchers have examined the impact of structural
properties on attitude change (e.g., see Eagly & Chaiken, 1993, 1998; Petty &
Krosnick, 1995; Pratkanis et al., 1989). For example, the literature suggests that
attitudes are harder to change when they are more accessible (e.g., Bassili, 1996;
Bassili & Fletcher, 1991), associated with high levels of knowledge (e.g., Lewan
& Stotland, 1961; Wood, 1982), or associated with low levels of ambivalence
(e.g., Armitage & Conner, 2000; Chaiken & Baldwin, 1982). Similarly, attitudes
are more resistant to change when associated with high levels of confidence
(e.g., Basilli, 1996; Tormala & Petty, 2002) or perceived as personally important
(e.g., Fine, 1957). Research on attitude bases has generally supported the idea
that affective or cognitive communications (Edwards, 1990; Edwards & von
Hippel, 1995; Fabrigar & Petty, 1999) are more persuasive when they match the
affective or cognitive basis of the attitude and when they match the perceived
basis of the attitude (i.e., the meta-basis; See et al., 2008). Similarly, research on
functional matching suggests that messages that address the primary function
of the attitude for the person are more likely to result in persuasion (e.g., Shavitt,
1990; Snyder & DeBono, 1985).

However, similar to the research on attitude-behavior consistency, much of
this research has not focused on potential mechanisms to account for effects of
structural variables. In this section, we briefly outline a conceptual framework
for the impact of structure on attitude change that relies heavily on distinctions
among low, high, and moderate levels of elaboration in attitude change (see
Petty & Brifol, Chapter 7, this volume; Petty & Wegener, 1998a, 1999). The
present framework could be applied to any structural variable, but we restrict
our discussion to properties for which data currently exist.
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A Conceptual Framework for the Role of Structure in
Attitude Change

Thoughtfulness and Attitude Change Mechanisms by which structural
properties influence persuasion likely vary depending on whether attitude
change occurs via relatively thoughtful or nonthoughtful processes [first
advanced in the Elaboration Likelihood Model (Petty & Cacioppo, 1981, 1986)
and the Heuristic-Systematic Model (Chaiken, 1987; Chaiken et al., 1989)].
These and related models of attitude change generally posit that highly thought-
ful processes dominate when individuals are willing and able to carefully con-
sider available information. When motivation and ability are high, attitudes
are largely determined by a person’s assessments of the “central merits” of the
attitude object. Less thoughtful processes dominate when individuals lack the
motivation or the capacity to evaluate information carefully. In such cases,
people tend to rely on heuristics or other peripheral cues as a simple basis to
arrive at an attitude (see Petty & Brifiol, Chapter 7, this volume). Thus, as dis-
cussed in the following sections, various features of attitude structure might
influence the likelihood of the attitude itself serving in a particular role at a
given level of elaboration.

Low Elaboration Likelihood When people lack ability or motivation to
carefully consider a persuasive appeal, premessage attitudes can serve as per-
ipheral cues to whether the appeal should be accepted (Fabrigar, Petty, Wegener,
Priester, & Brooksbank, 2002; described in Wegener, Petty, Smoak, & Fabrigar,
2004). This role of course requires that our premessage attitude is activated at
the time of the persuasive message. Various structural properties might influ-
ence activation of premessage attitudes and, therefore, the likelihood that they
can serve as a cue to accept or reject a message. However, little research on
attitude structure has addressed this potential role for premessage attitudes, so
the empirical literature primarily examines influences of premessage attitudes
in high or moderate elaboration settings.

High Elaboration Likelihood When individuals have the ability and motiv-
ation to consider the merits of a persuasive appeal, premessage attitudes can
bias evaluation of the message arguments (Fabrigar et al., 2002; described in
Wegener et al., 2004). People accept arguments that are compatible with their
premessage attitudes, but they reject arguments incompatible with their pre-
message attitudes (Edwards & Smith, 1996; Lord, Ross, & Lepper, 1979).
Attitudes should bias processing only if they are activated, so highly accessible
attitudes should be more likely to bias processing (Houston & Fazio, 1989).
However, even if attitudes are accessible and activated, people might perceive
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them as creating inappropriate influences that should be avoided or corrected
(Wegener & Petty, 1997). Even if the attitude is perceived as applicable and
appropriate, attitude-consistent biases will vary depending on our ability to
implement the bias (e.g., informational resources) and our motivation to imple-
ment it (e.g., consistency pressures). Thus, structural variables can moderate
the extent to which premessage attitudes will serve as biasing factors by influ-
encing the likelihood of attitude activation or the likelihood of viewing the
attitude as applicable and appropriate for use in processing attitude-relevant
information.

Like other persuasion variables, premessage attitudes could also serve to
validate our thoughts when elaboration likelihood is high (Brifiol & Petty,
2009). For example, just as stereotypes toward a group can validate stereotype-
consistent perceptions of a group member (Clark, Wegener, Brifiol, & Petty,
2009), an attitude toward the group could validate attitude-consistent thoughts—
perhaps especially so when the attitude has one or more structural properties
that influence its likelihood of activation or its likelihood of being perceived as
a relevant and appropriate guide to thinking or behavior.

Moderate Elaboration Likelihood When elaboration likelihood is not con-
strained to be particularly high or low, premessage attitudes can influence the
extent to which message recipients process the message. Structural properties
of attitudes might influence motivation or the ability to process information via
their impact on attitude activation, perceived self-relevance of the message, or
the person’s ability to scrutinize the message. Structural variables could also
influence the extent to which certain messages are perceived as threatening to
the message recipient or the extent to which the person is motivated to bolster
their existing attitudes.

Empirical Research on the Role of Structure in Attitude Change

Accessibility With high levels of elaboration, some research suggests that
accessibility can affect the likelihood of premessage attitudes biasing process-
ing. Highly accessible premessage attitudes bias evaluation of presidential
debates (Fazio & Williams, 1986) or favorable and unfavorable messages (e.g.,
about capital punishment; Houston & Fazio, 1989; Schuette & Fazio, 1995)
more than inaccessible attitudes.

Under moderate elaboration conditions, attitude accessibility can influence
the amount of elaboration given to a persuasive message. Messages have been
thought for some time to receive greater processing when they are counterat-
titudinal rather than proattitudinal (e.g., Cacioppo & Petty, 1979; Edwards &
Smith, 1996). However, attitude accessibility moderates this pattern. When a
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message is counterattitudinal (i.e., opposing the premessage views of message
recipients), it receives greater scrutiny when premessage attitudes are accessible
rather than inaccessible (Clark, Wegener, & Fabrigar, 2008a; Fabrigar, Priester,
Petty, & Wegener, 1998). When the persuasive message is proattitudinal (i.e.,
consistent with the premessage views of message recipients), however, greater
accessibility is associated with less rather than more message scrutiny (Clark
et al., 2008a). This research also suggests that high attitude accessibility may be
associated with greater perceived threat by counterattitudinal messages, but
with greater perceived redundancy of the proattitudinal message with what the
person already knows.

Types of Attitude-Relevant Information In high elaboration settings, argu-
ments based on information that matches the affective/cognitive or functional
basis of an attitude might be viewed as more compelling than arguments based
on mismatching information (assuming that the arguments are relatively
strong, or at least ambiguous). In the area of functional matching, Lavine and
Snyder (1996, 2000) tested this “biased processing” hypothesis and found that
perceptions of message quality mediated the relationship between functional
matching status and postmessage attitudes (see also Lavine, Burgess, Snyder,
Transue, Sullivan, Haney, & Wagner, 1999).

Although matching effects are most common, sometimes “mismatching
arguments” can lead to greater persuasion (e.g., Millar & Millar, 1990; Petty &
Wegener, 1998b). Such patterns may point to the importance of factors such as
argument strength and the consistency with a person’s existing attitude. If elab-
oration is high, a person may be more able or motivated to counterargue oppos-
ing information that matches the basis of the person’s current attitude (see
Millar & Millar, 1990). Thus, if counterattitudinal arguments are weak, they
might actually be less persuasive if they match rather than mismatch the basis
of the attitude.

In more moderate elaboration conditions, messages whose content matches
the functional or affective/cognitive basis of an attitude may be scrutinized to a
greater extent than messages that mismatch the basis of the attitude (Lavine &
Snyder, 2000; Petty, Wheeler, & Bizer, 2000; Petty & Wegener, 1998b). In at least
some of these settings, matching messages may be perceived as more relevant
to the person than mismatching messages (in the functional domain, see
DeBono & Packer, 1991). Similar ideas may also help to resolve inconsistencies
in the literature on affective/cognitive matching (see Fabrigar & Petty, 1999).

Working Knowledge and Complexity When motivation and ability to
think are high (and information is ambiguous enough for biases in processing
to occur), effects of knowledge on biased processing may depend on additional
variables that motivate people to defend their attitudes. For example, know-
ledge may provide the ability to process in a biased manner when affect
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associated with the attitude object provides the motivation to do so (see Biek,
Wood, & Chaiken, 1996; Wood et al., 1995). When attitudes are not affect
laden, people may be less motivated to preserve their existing attitude and high
levels of knowledge may be associated with motivation for accuracy. Similar
principles might also apply when knowledge is combined with other strength-
related properties (e.g., importance, certainty) that might heighten the motiva-
tion to defend our attitude (see also Petty, Tormala, & Rucker, 2003; Wegener et
al., 2004). This general approach might also apply to attitudes associated with
moral conviction (Skitka, Bauman, & Sargis, 2005; Wright, Cullum, & Schwab,
2008).

When elaboration likelihood is relatively moderate, the amount or com-
plexity of knowledge might influence our motivation or ability to process a
persuasive message (and individual differences in amount of knowledge could
also be associated with other motivational variables, such as interest, perceived
relevance, or perceived importance of the topic). In a variety of studies, high
levels of knowledge were associated with greater processing of message content
(e.g., Wood & Kallgren, 1988; Wood, Kallgren, & Preisler, 1985). Less know-
ledgeable people were less likely to critically evaluate new information, relying
more on cues such as message length (Wood et. al., 1985) and source character-
istics (Wood & Kallgren, 1988).

Ambivalence When elaboration likelihood is high, ambivalence might
create countervailing forces regarding the likelihood that an attitude is used in
processing. A number of traditional structural reasons suggest that ambivalent
attitudes would be less likely to direct information processing. Ambivalent
attitudes are less accessible, less extreme, and held with less confidence, which
could decrease the likelihood of activation or the perception that the attitude is
an appropriate guide for information processing. Even when the attitude is acti-
vated and seen as applicable, ambivalence may decrease the ability to effectively
counterargue a message (Chaiken & Yates, 1985; Eagly & Chaiken, 1995)
because conflicting underlying knowledge might make it difficult to generate
strong refutations. Decreased impact of ambivalent attitudes would not always
be the outcome, however. If people are motivated to resolve conflict in their
attitude-relevant knowledge, then processing can be biased in high elaboration
settings to favor the side of the issue that the person already supports (Nordgren,
van Harreveld, & van der Pligt, 2006).

Similar motives have long been thought to account for effects of ambiva-
lence on amount of processing (under more moderate levels of elaboration like-
lihood; Maio, Bell, & Esses, 1996). However, if elaboration is in the service of
decreasing ambivalence, then elaboration should be more likely when available
information is proattitudinal (and thinking is perceived as likely to resolve the
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ambivalence) rather than counterattitudinal (when processing is perceived as
less likely to resolve the ambivalence; Clark, Wegener, & Fabrigar, 2008b).

Subjective Beliefs about the Attitude Most research on processes under-
lying effects of subjective beliefs about the attitude has addressed influences on
amount of information processing. Some research suggests that perceiving an
attitude (Boninger, Krosnick, Berent, & Fabrigar, 1995) or issue (Petty &
Cacioppo, 1990) as important increases processing of attitude-relevant infor-
mation (e.g., Blankenship & Wegener, 2008; Holbrook et al., 2005). The high
level of involvement with the attitude object (Petty & Cacioppo, 1990) would
increase motivation to process attitude-related information.

Certainty in the attitude can also influence the amount of information pro-
cessing. As outlined in the Heuristic-Systematic Model (Chaiken et al., 1989),
people are thought to use heuristics or to systematically process information
with the intent of increasing attitude confidence to meet a desired level of con-
fidence (the sufficiency principle). This idea suggests that people would be
likely to increase message processing when their current level of confidence is
low. Bohner, Rank, Reinhard, Einwiller, and Erb (1998) showed that people
sought additional attitude-relevant information when current confidence was
low rather than high, but that this occurred only when people perceived the
available information as capable of increasing their attitude confidence.

Other effects of attitude confidence are clearly possible, however. For
example, Holland, Verplanken, and van Knippenberg (2003) found that
repeated expression of our attitude (a typical manipulation of attitude access-
ibility) also increases confidence (with accessibility mediating repeated expres-
sion effects on reported confidence; see also Petrocelli, Tormala, & Rucker,
2007). Therefore, just as attitude accessibility can have opposing effects on the
amount of processing depending on whether the message is proattitudinal or
counterattitudinal (Clark et al., 2008a), confidence might also have opposing
effects. That is, effects consistent with the sufficiency principle might be more
likely with relatively proattitudinal messages (which should be perceived as
most capable of increasing confidence). In contrast, higher levels of confidence
might motivate greater processing of counterattitudinal messages if the higher
level of certainty in the premessage attitude makes the counterattitudinal mes-
sage more of a threat (cf. Cacioppo & Petty, 1979; Clark et al., 2008a) or if
confidence in the attitude also gives us confidence that the attitude can be
effectively defended (Albarracin & Mitchell, 2004). Other research showed that
high levels of confidence can increase message processing when the message is
described as intended to remove doubt and increase confidence (but low levels
of confidence result in greater processing when no confidence-related frame was
given to the message; Tormala, Rucker, & Seger, 2008; cf. Chaiken et al., 1989).
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Summary

Structural aspects of attitudes have important consequences for attitude change.
However, much past research has not directly addressed the level of elaboration
involved. We organized this literature using the elaboration continuum from
the Elaboration Likelihood Model (Petty & Cacioppo, 1986). Much work
remains in documenting the specific mechanisms responsible for structural
moderation of premessage attitude effects across the elaboration continuum.
However, this organization of the literature provides a straightforward way to
understand how structural factors might influence the impact of premessage
attitudes on attitude change. The approach also generates a number of clear
questions to be addressed in future research.

General Discussion: Attitude Structure Research Today
and in the Future

Most previous research on attitude structure has focussed on structure as a
predictor of attitude strength (especially attitude-behavior consistency). In this
sense, attitude structure serves as an important outcome variable in studies of
attitude change (Petty & Brifiol, Chapter 7, this volume), because interventions
are aimed not only at creating attitudes favorable to our preferred view, but also
at creating attitudes that will have lasting impact on later thinking and behavior.
In accounting for the impact of attitude structure on attitude-behavior con-
sistency, however, much work must be done in documenting how attitude
structure influences attitude-behavior consistency. Thus, current research in
attitude structure has moved beyond simply establishing that structural prop-
erties moderate attitude-behavior consistency (a primary focus of work during
the 1970s and 1980s) and has begun to focus increasingly on the psychological
processes responsible for these effects. Beyond providing a richer explanatory
account of attitude-behavior consistency processes, this increased focus on
underlying mechanisms has also produced more sophisticated predictions
regarding when structural properties should or should not moderate attitude-
behavior consistency (see Fabrigar et al., 2010).

Sometimes, attitude structure may influence the likelihood of attitude
measures successfully tapping into the evaluation of interest. This may change
the extent to which initial attitude measures predict later behavior even if the
later behaviors are still guided by the attitudes that exist at the time. In other
situations, structural features may influence how stable the attitude is over time.
Thus, attitudes may influence behaviors, but the initial measures of attitudes
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may not predict later behaviors because the attitude has changed. Attitude
structure may also influence the extent to which the attitude guides behaviors.
This may depend on the extent to which the behavior itself is relatively delib-
erative or nondeliberative. When the behavior is nondeliberative, the attitude
may serve as a direct or indirect cue to guide behaviors, but this impact will
depend, at the very least, on relevant attitudes being activated at the time of the
behavior (and perhaps as well on the relative absence of other salient cues).
When the behavior is more deliberative, then structural features of the attitudes
can also influence the extent to which the attitude serves as an argument to sup-
port the behavior or biases processing of behavior-relevant information. For
attitudes to serve in these roles, the attitude must be activated at the time of
deliberation and behavior, but the attitude must also be viewed as relevant to
the behavior and as an appropriate guide for the behavior. Structural properties
of the attitudes may influence these perceptions and might also influence
motivation and the ability to bolster our attitude through deliberation.

The roles of attitude structure in persuasion parallel the roles of attitude
structure in attitude-behavior relations in many ways, because attitude change
can be relatively deliberative or nondeliberative, just as behaviors can be. In addi-
tion to attitude structure effects on use of our premessage attitude as a cue (under
low-elaboration conditions) or on biasing information processing (when
elaboration-likelihood is high), attitude structure can also determine how much
deliberation is involved in dealing with a persuasive message (when the level of
elaboration is not constrained by other factors to be very high or low). One par-
ticularly interesting aspect of moderate-elaboration effects of attitude structure is
that structurally “weak” attitudes (i.e., inaccessible, low certainty, high ambiva-
lence) can create motives to bolster the attitude that create stronger attitude-
consistent influences on processing than when the attitudes are structurally
“strong” (i.e., accessible, high confidence, univalent; see also Clark et al., 2008b).
Thus, just as in the attitude-behavior consistency literature, current persuasion
research in attitude structure is providing increasingly sophisticated insights into
the multiplicity of effects that can be produced by a given structural property.
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Chapter 7

Attitude Change

Richard E. Petty and Pablo Brifiol

Persuasion plays an essential role in everyday social life. We use the term per-
suasion to refer to any procedure with the potential to change someone’s mind.
Although persuasion can be used to change many things such as a person’s
specific beliefs (e.g., eating vegetables is good for your health), the most com-
mon target of persuasion is a person’s attitudes. Attitudes refer to general evalu-
ations individuals have regarding people (including yourself), places, objects,
and issues. Attitudes can be assessed in many ways and are accorded special
status because of their presumed influence on people’s choices and actions (e.g.,
attitude change mediates the impact of belief change on behavior change). That
is, all else being equal, when making choices people will decide to buy the prod-
uct they like the most, attend the university they evaluate most favorably, and
vote for the candidate they approve of most strongly.

In the typical situation in which persuasion is possible, a person or a group
of people (i.e., the recipient) receives a communication (i.e., the message) from
another individual or group (i.e., the source) in a particular setting (i.e., the
context). The success of a persuasive attempt depends in part on whether the
attitudes of the recipients are modified in the desired direction. Designing
appropriate strategies for attitude change depends on understanding the basic
mechanisms underlying persuasion. Therefore, the primary goal of this chapter
is to explain the psychological processes that are responsible for attitude change
and provide an overview of the main theories and research findings from social

psychology.
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Implicit versus Explicit Attitudes

After a long tradition of assessing the impact of persuasion treatments on atti-
tudes using people’s responses to self-report measures (e.g., Is fast food good or
bad?), more recent work has also assessed attitude change with measures that
tap into people’s more automatic or gut-level evaluations. Such techniques are
often referred to as implicit measures, whereas assessments that tap a person’s
more deliberative and acknowledged evaluations are referred to as explicit
measures.

Using implicit measures can be important because these measures do not
always reveal the same evaluations as explicit self-reports. For example, an
explicit measure could reveal that a person claims to dislike cigarettes but an
implicit measure might show a more favorable reaction (e.g., stronger associa-
tions between cigarettes and positive words than negative words). Implicit
measures can be useful because they often bypass social desirability concerns
and have been shown to predict spontaneous information processing, judg-
ment, and behavior (see Wittenbrink & Schwarz, 2007; Petty, Fazio, & Brifiol,
2009b, for reviews). In contrast, deliberative attitude measures are especially
important in predicting behaviors that also are undertaken with some degree of
thought (e.g., Dovidio, Kawakami, Johnson, Johnson, & Howard, 1997).
Because implicit and explicit measures of attitudes are useful in predicting
behavior separately (e.g., Greenwald, Poehlman, Uhlmann, & Banaji, 2009)
and in combination (e.g., Brifiol, Petty, & Wheeler, 2006), it is useful to under-
stand how each is modified by various persuasion techniques. Before turning to
research on attitude change, we will provide a brief discussion of our assump-
tions regarding attitude structure because it is important for understanding
some of the consequences of attitude change that will be described throughout
this chapter (see Fabrigar & Wegener, Chapter 6, this volume, for an extended
discussion of attitude structure).

Attitude Structure: The Meta-Cognitive Model

In addition to associating attitude objects with general evaluative summaries
(e.g., good/bad), people sometimes develop an attitude structure in which atti-
tude objects are separately linked to both positivity and negativity (see also
Cacioppo, Gardner, & Berntson, 1997). Furthermore, we assume that people
can tag these evaluations as valid or invalid, or held with varying degrees of
confidence. Our framework for understanding attitude structure is called the

218



Attitude Change

Meta-Cognitive Model (MCM,; Petty & Brifiol, 2006a; Petty, Briflol, & DeMarree,
2007). For many attitude objects, one evaluation is dominant and is seen as
valid. This evaluation would come to mind on encountering the attitude object,
though the speed at which this occurs can vary (e.g., see Bargh, Chaiken,
Govender, & Pratto, 1992; Fazio et al., 1986). However, sometimes a person
considers both positive and negative evaluations to be valid; this person’ atti-
tude is best described as being explicitly ambivalent because both positive and
negative associations come to mind and are endorsed (e.g., de Liver, van der
Plight, & Wigboldus, 2007). At other times, however, people might have two
opposite accessible evaluations come to mind, but one is seen as valid and the
other is rejected. A denied evaluation can be a past attitude (e.g., I used to like
smoking, but now I find it to be disgusting) or an association that was never
endorsed but is nonetheless salient due to the person’s culture (e.g., from the
mass media). One example of the latter is when a person has automatic negative
associations to a minority group but recognizes consciously that these associa-
tions are inaccurate (e.g., Devine, 1989).

When one evaluation that comes to mind is accepted but the other is
rejected, the MCM refers to the attitude structure as one of implicit ambivalence
(Petty & Briilol, 2009). At the conscious level, people do not report any ambiv-
alence because they accept one evaluation (e.g., cigarettes are bad) but not the
other (e.g., cigarettes are good). However, in cases of implicit ambivalence,
despite the fact that one evaluation is negated (i.e., the idea that “cigarettes are
good” is tagged as “wrong”), both positive and negative evaluations might come
to mind spontaneously in the presence of the attitude object. To the extent that
the invalidity or “wrong” tag is not retrieved, the person might find him or
herself reaching for a cigarette! This conflict at the level of automatic associa-
tions can produce some discomfort even though the person does not explicitly
endorse opposite evaluations of the same attitude object (Rydell, McConnell, &
Mackie, 2008). In one study, for example, when people who had changed their
attitudes from negative to positive were given a chance to process information
about the attitude object, they engaged in more scrutiny of this information
than people who were always positive. That is, even though the individuals who
had changed their attitudes clearly rejected their old attitude at the explicit
level, they still acted as if they were somewhat ambivalent by engaging in more
processing of attitude-relevant information (see Petty, Tormala, Briflol, & Jarvis,
2006).

The MCM holds that automatic evaluative associations only determine
explicit self-reports of attitudes to the extent that people endorse these associa-
tions. On the other hand, automatic evaluative associations, whether endorsed
or not, can affect implicit attitude measures (see also Gawronski & Bodenhausen,
2006). That is, the perceived validity tags tend not to influence implicit measures
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until these tags become so well learned that that are automatically activated (see
Maddux, Barden, Brewer, & Petty, 2005).

Classic Processes of Persuasion

With our definitions of attitudes and persuasion in mind, we can now turn to
the classic approaches to understanding attitude change. The earliest studies
were guided by relatively simple questions (e.g., is an appeal to the emotions
more effective than an appeal to reason?). When the science of persuasion
began a century ago, researchers tended to focus on just one outcome for any
variable (e.g., positive emotions should always increase persuasion) and only
one process by which any variable had its effect (see Petty, 1997). As data accu-
mulated, however, researchers began to recognize that any one variable did not
always have the same effect on persuasion (e.g., sometimes positive emotions
could decrease persuasion), and each variable could affect attitudes by more
than one process. Furthermore, the fact that some attitude changes tended to be
relatively durable and impactful (e.g., guiding behavior), but other attitude
changeswererathertransitoryandinconsequential, was puzzling. Contemporary
theories of persuasion, such as the Elaboration Likelihood Model (ELM; Petty
& Cacioppo, 1986), the Heuristic-Systematic Model (HSM; Chaiken, Liberman,
& Eagly, 1989), and the unimodel (Kruglanski & Thompson, 1999) were gener-
ated to articulate multiple ways in which variables could affect attitudes in dif-
ferent situations (see Petty & Brifiol, 2008, for an historical overview). Before
turning to contemporary theories, it is useful to briefly review some of the
classic approaches that focused on single processes of persuasion.

Learning and Reception Theories

A prominent early approach to persuasion assumed that the same learning
principles that applied to learning how to avoid touching a hot stove were also
involved in learning whether to like or dislike something new. Thus, at the sim-
plest level, it was proposed that merely associating some object, person, or issue
with something else about which you already felt positively or negatively could
make the previously neutral object take on the same evaluation (e.g., Staats &
Staats, 1958). We discuss this classical conditioning process in more detail later
in the chapter.

Perhaps the most influential learning approach stemmed from Carl
Hovland’s attempt to apply verbal learning principles to persuasion during
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World War II (Hovland, Janis, & Kelley, 1953). The core assumption of this
approach was that effective influence required a sequence of steps leading to
absorption of the content of a message (e.g., exposure, attention, comprehen-
sion, learning, retention; see McGuire, 1985). Once the relevant information
was learned, people were assumed to yield to it. Thus, the core aspect of persua-
sion was providing incentives (e.g., an attractive source) to get people to learn
the material in a communication so that they would be persuaded by it. In one
important variation of this approach proposed by McGuire (1968), the recep-
tion phase (e.g., attention, learning) was separated from the yielding phase
because several variables could have opposite effects on each step. For example,
the intelligence of the message recipient is related positively to learning pro-
cesses (more intelligence makes it easier to learn), but negatively to yielding
(more intelligence makes it less likely to yield to what is learned). The joint
action of reception and yielding processes implies that people of moderate
intelligence should be easier to persuade than people of low or high intelligence
because moderate intelligence maximizes the impact of reception and yielding
on persuasion (see Rhodes & Wood, 1992, for a review).

Self-Persuasion Approaches

Despite how sensible the message learning approach seemed, the accumulated
evidence showed that message learning could occur in the absence of attitude
change and that attitudes could change without learning the specific informa-
tion in the communication (Petty & Cacioppo, 1981). The cognitive response
approach (Greenwald, 1968; Petty, Ostrom, & Brock, 1981) was developed to
account for this. In contrast to the message learning view, the cognitive response
approach proposes that persuasion depends on the thoughts people generate to
messages rather than learning the message per se. Thus, appeals that elicit pri-
marily favorable thoughts toward a particular recommendation produce agree-
ment (e.g., “if that new laundry detergent makes my clothes smell fresh, T'll be
more popular”), whereas appeals that elicit mostly unfavorable thoughts toward
the recommendation are ineffective in achieving attitude change—regardless of
the amount of message learning.

A person’s thoughts in the absence of any explicit message can also produce
attitude change. The persuasive effect of self-generated messages was shown in
early research on role-playing. For example, in one study, individuals who
generated arguments through playing a role (e.g., convincing a friend to quit
smoking) were more turned off to cigarettes than those who received the same
information passively (Elms, 1966; see also, Janis & King, 1954; Greenwald &
Albert, 1968; Huesmann, Eron, Klein, Brice, & Fischer, 1983; Watts, 1967).
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In addition to generating messages, other work has shown that people
can be persuaded when they try to remember past behaviors, imagine future
behaviors, explain some behavior, or merely think about an event. For example,
people who are asked to imagine hypothetical events come to believe that these
events have a higher likelihood of occurring than before they thought about
them (e.g., Anderson, 1983; Anderson, Lepper, & Ross, 1983; Sherman,
Cialdini, Schwartzman, & Reynolds, 1985). Similarly, Tesser and his colleagues
showed that merely thinking about an attitude object without being told what
to think about it can lead to attitude change. In one study, thinking about a
person who did something nice led that person to be evaluated more favorably
than when distracted from thinking, whereas thinking about a person who was
insulting led to more negative evaluations than when distracted (see Tesser,
Martin, & Mendolia, 1995). Similar effects have been observed in studies of
self-presentation where people generate information about themselves (e.g.,
Baumeister, 1982; Tice, 1992; Wicklund & Gollwitzer, 1982).

Meta-Cognition

The self-persuasion approaches just mentioned focus on the initial or primary
thoughts individuals have about attitude objects. Recent research suggests that
people not only have thoughts, but they can have thoughts about their thoughts,
or meta-cognition (Petty, Brifiol, Tormala, & Wegener, 2007). One feature of
thoughts that has proven to be useful is the confidence with which people hold
their thoughts. That is, two people can have the same favorable thought about
the message (e.g., “the proposed tax increase should help our schools”), but one
person can have considerably more confidence in the validity of that thought
than another person. According to self-validation theory (Petty, Brifiol, &
Tormala, 2002), people should rely on their thoughts more when they have
confidence rather than doubt in those thoughts. In support of this idea, Petty et
al. (2002) found that when the thoughts in response to a message were primar-
ily favorable, increasing confidence in their validity increased persuasion, but
increasing doubt in their validity decreased persuasion. When the thoughts to
a message were mostly unfavorable, however, increasing confidence reduced
persuasion, but undermining confidence increased persuasion.

An early demonstration of the importance of meta-cognition for persua-
sion came from research on what is called the ease of retrieval effect. In a classic
study, Schwarz and colleagues (1991) asked participants to rate their own asser-
tiveness after recalling 6 versus 12 examples of their own assertive behavior.
They found that people viewed themselves as more assertive after retrieving
just 6 rather than 12 examples. This result was initially surprising because a
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straightforward application of the self-persuasion approach would have sug-
gested that people generating 12 instances of assertiveness would have judged
themselves to be more assertive than those generating 6 instances. So, some-
thing other than the mere content of the thoughts generated must have played
a role. Schwarz and colleagues reasoned that people also considered the ease
with which the thoughts could be retrieved from memory.

Why would ease matter? One possibility suggested by Schwarz and col-
leagues (1991) is based on the availability heuristic (Tversky & Kahneman,
1974). That is, the easier it is to generate information in favor of something
(e.g., your own assertiveness), the more supportive information people assume
there must be. Although this heuristic explanation makes sense when people
have limited ability to think, more recent work has suggested that when people
are engaged in thoughtful judgments, ease affects attitudes by affecting thought
confidence. Thus, when people have an easy time generating thoughts they are
more confident in them and use them more than when they have a difficult
time generating them (Tormala, Petty, & Brifiol, 2002; Tormala, Falces, Briiiol,
& Petty, 2007). To date, numerous studies have appeared showing the impor-
tance of perceived ease across various issues, and measures, including implicit
measures (Gawronski & Bodenhausen, 2005; see Schwarz, 1998, 2004, for
reviews).

Motivational Approaches

The approaches just reviewed tend to have in common the idea that attitude
change is based on the positive and negative beliefs and emotions that are asso-
ciated with an attitude object and the perceived validity of these beliefs and
emotions. That is, each attitude object is associated with salient information,
and people either add up (Fishbein & Ajzen, 1981) or average (Anderson, 1981)
this information, either deliberatively or automatically (see Betsch, Plessner, &
Schallies, 2004), to arrive at their attitudes. People are sometimes rather impar-
tial in their information-processing activity, carefully assessing whatever is pre-
sented for its merits or attempting to generate information on both sides of an
issue. At other times, however, people are rather biased in their assessment.
Persuasion theorists have examined a number of motives that lead people
away from impartial information processing. Sometimes people want to achieve
a particular answer rather objectively weighing all possibilities (Kruglanski &
Webster, 1996). As we discuss in more detail later, perhaps the most studied
biasing motive is based on the need for cognitive consistency as evident in
Festinger’s (1957) theory of cognitive dissonance. However, other motives can
also bias information processing such as a desire to be free and independent or

223



BASIC PROCESSES

to belong to a group (see Brifiol & Petty, 2005, for a discussion). When motives
bias thinking, people actively try to generate favorable or unfavorable thoughts.
Biased thinking does not require a specific motive, however, as some variables
can bias thinking outside of conscious intentions such as when a good mood
makes positive thoughts spring to mind (Forgas, 1995; Petty et al., 1993).

Fundamental Processes Underlying Attitude Change

Now that we have described some general orientations to persuasion, we turn
to the fundamental processes underlying attitude change. Attitudes are some-
times changed by relatively low thought mechanisms (e.g., conditioning),
although at other times they are changed with a great deal of thinking (e.g., role
playing). Sometimes the thinking is relatively objective and sometimes it is
biased by various motives that are present. Notably, the research on persuasion
shows that variables such as using an attractive source or putting people in a
good mood sometimes have a positive effect on persuasion and sometimes the
effect is negative. To understand these complexities, contemporary multipro-
cess theories of persuasion were developed. We use one of these theories—the
elaboration likelihood model (Petty & Cacioppo, 1986)—to organize the
literature.

Elaboration Likelihood Model (ELM) of Persuasion

The ELM (Petty & Cacioppo, 1981, 1986) was developed in an attempt to inte-
grate the literature on persuasion by proposing that there was a limited set of
core processes by which variables could affect attitudes, and that these pro-
cesses required different amounts of thought. Thoughtful persuasion was
referred to as following the central route, whereas low-thought persuasion was
said to follow the peripheral route. A common finding in ELM research is that
the attitudes of people who are motivated and able to think about a message are
influenced by their own thoughts following an assessment of the merits of the
appeal, but when they are relatively unmotivated to think, attitudes are influ-
enced by their reaction to simple cues in the persuasion setting (see Petty &
Wegener, 1998, for a review).

The ELM is an early example of what became an explosion of dual process
(see Chaiken & Trope, 1999) and dual system (see Deutsch & Strack, 2006)
theories that distinguished thoughtful (deliberative) from nonthoughtful (gut,
experiential, snap) judgments. According to the ELM, the extent of thinking is
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important not only because it determines the route to persuasion and the pro-
cess by which a variable affects attitudes, but also because more thoughtful per-
suasion tends to be more persistent over time, resistant to change, and predictive
of behavior than is persuasion produced by low-thought processes (Petty,
Haugtvedt, & Smith, 1995). In the remainder of this section we outline the ways
in which the ELM specifies that the many source, message, recipient, and con-
text variables can affect the extent of persuasion. We will review each of the five
roles that variables can serve in the persuasion process. That is, variables can
affect (1) the amount of thinking that takes place, (2) the direction (favorable or
unfavorable) of the thinking, (3) structural properties of the thoughts gener-
ated, or serve as (4) persuasive arguments for the merits of a proposal, or (5) as
simple cues to desirability. We will describe some of the variables that operate
in each of these ways.

Amount of Thinking

One of the most fundamental things that a variable can do to influence atti-
tudes is affect the amount of thinking about a communication (Petty, Ostrom,
& Brock, 1981). We will review some key variables that affect the extent of
thinking.

Motivation to Think Perhaps the most important determinant of a person’s
motivation to process a message is its perceived personal relevance. Whenever
the message can be linked to some aspect of the message recipient’s “self;” it
becomes more personally relevant and more likely to be processed. Linking the
message to almost any aspect of the self, such as a person’s values, goals, out-
comes, and identities, can enhance self-relevance and processing (Blankenship
& Wegener, 2008; Fleming & Petty, 2000; Petty & Cacioppo, 1990). In one early
demonstration of this, Petty and Cacioppo (1979a) told undergraduates that
their university was considering a proposal for comprehensive examinations in
their major area as a requirement for graduation. The proposal was said to be
under consideration for next year (high relevance) or 10 years in the future
(low relevance). The students then received a message on the topic containing
either strong (cogent) or weak (specious) arguments. The key result was that
enhancing the relevance of the issue led the students to think more about the
arguments that were presented. As depicted in Figure 7.1, when the arguments
were strong, increasing relevance led to more persuasion as enhanced thinking
led people to realize the merits of the arguments. When the arguments were
weak, increasing relevance led to reduced persuasion as enhanced thinking led
people to see the flaws in the message. In another study showing the power of
linking a message to the self, Burnkrant and Unnava (1989) found that simply
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FIGURE 7.1. Personal relevance can increase or decrease persuasion by enhancing
message processing. Means represent standardized attitude scores (adapted from
Petty & Cacioppo, 1979a).

changing the pronouns in a message from the third person (e.g., “one” or “he
and she”) to the second person (i.e., “you”) was sufficient to increase personal
involvement and message processing.

Other ways that have been shown to motivate more thinking when it ordi-
narily would not have occurred include making people individually account-
able for message evaluation (Petty, Harkins, & Williams, 1980), summarizing
the key arguments as questions rather than as assertions (Howard, 1990; Petty,
Cacioppo, & Heesacker, 1981; Swasy & Munch 1985), having the message pre-
sented by multiple sources rather than just one (Harkins & Petty, 1981), and
inducing some sense of doubt or uncertainty regarding the message such as
when the proposal is surprising or unexpected (Baker & Petty, 1994; Ziegler,
Diehl, & Ruther, 2002). In each case, motivating more thinking led attitudes to
be more affected by the quality of the arguments in the message.

Because evaluative conflict is typically experienced as uncomfortable
(e.g., Abelson & Ronsenberg, 1958; Higgins, 1987; Newcomb, 1968; Osgood &
Tannenbaum, 1955), people attempt to reduce it. Perhaps the most common
approach to dealing with feelings of inconsistency is enhanced information
processing (e.g., Abelson et al., 1968; Aronson, 1969; Festinger, 1957; Heider,
1958; Hass, Katz, Rizzo, Bailey, & Moore, 1992; Maio, Bell, & Esses, 1996;
Nordgren, van Harreveld, & van der Pligt 2006). By considering additional
information, individuals presumably hope to gain enough information to
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resolve or minimize the inconsistency (e.g., Hdnze, 2001; Jonas, Diehl, &
Bromer, 1997). Or, in a more biased way, they might seek out and think about
information that supports their dominant reaction to an issue rather than their
subordinate one (Clark, Wegener, & Fabrigar, 2008). As mentioned earlier, the
ambivalence that enhances information processing can be explicit or implicit
(Brifiol et al., 2006; Petty et al., 2006).

Before closing, it is important to note that in addition to the situational
factors described, there are also individual differences in people’s motivation to
think about persuasive communications. Some people like to engage in thought-
ful cognitive activities, but others do not. The former are described as being
high in need for cognition (NC) whereas the latter are low in this trait (Cacioppo
& Petty, 1982). Individuals high in NC tend to form attitudes on the basis of an
effortful analysis of the quality of the relevant information in the persuasive
proposal, whereas people low in NC tend to be more reliant on simple cues
(although this pattern can be reversed in some circumstances; See, Petty &
Evans, 2009 see Cacioppo, Petty, Feinstein, & Jarvis, 1996; Petty, Brifiol, Loersch,
& McCaslin, 2009, for reviews).

Ability to Think Having the necessary motivation to process a message is
not sufficient for the central route to occur. People must also be able to process
it. For example, a complex or long message might require more than one expo-
sure for maximal processing, even if the recipient was highly motivated to think
about it (Cacioppo & Petty, 1989; Ratneshwar & Chaiken, 1991). Of course,
repetition is just one variable that can exert an impact on a person’s ability to
think. For example, if a message is accompanied by distraction (Petty, Wells, &
Brock, 1976) or if the speaker talks too fast (Brifiol & Petty, 2003; Smith &
Shaffer, 1995), thinking about the message will be disrupted, leading people to
fail to distinguish strong from weak arguments.

Just as there are individual differences in motivation to think about mes-
sages, there are also individual differences in ability to think. For example, as
general knowledge about a topic increases, people become more able to think
about issue-relevant information (Wood, Rhodes, & Biek, 1995), particularly if
the knowledge is accessible (e.g., Brucks, Armstrong, & Goldberg, 1988).

Direction or Valence of Thinking

When motivation and ability to think are high, people will engage in careful
thought. In such situations, the quality or cogency of the information presented
will be an important determinant of whether the thoughts generated are largely
favorable or unfavorable. With cogent arguments, thoughts will be predominantly
favorable, and with specious arguments, thoughts will be largely unfavorable."
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However, as noted earlier, a person’s thoughts can also be biased by factors out-
side of the message itself. Some factors in the persuasion setting, such as being
in a positive mood or having the message presented by an expert source, can
increase the likelihood that positive thoughts or favorable interpretations of
information are generated (e.g., DeSteno, Petty, Wegener, & Rucker, 2000; Petty
et al,, 1993). Other factors, such as being the target of an explicit persuasion
attempt, can increase the likelihood that counterarguing occurs (Petty &
Cacioppo, 1979b). This could be why “overheard” communications are often
more influential than explicit persuasion attempts (e.g., Walster & Festinger,
1962). In general, biasing influences tend to be more impactful when people
are already thinking about the message and the message itself is somewhat
ambiguous in its quality (Chaiken & Maheswaran, 1994).

Any time a message takes a position opposed to an existing attitude, people
are likely to be biased against it—wanting to reject it. And when a message
takes a position in favor of your attitudes, you likely will be biased in favor of
it—wanting to accept it. Similarly, if a message is perceived as counter to your
outcomes, or values, or identities, you will be biased against it, but if it is per-
ceived to be supportive, you will be biased in favor of it. As noted earlier, when
a message is framed as simply relevant to the self (our outcomes, values, or
identities), the amount of information processing is affected because the mes-
sage is seen as more personally relevant. But when a message takes a particular
position (pro or con) with respect to the self, the valence of the processing can
be affected (Petty & Cacioppo, 1990).

Motivational Biases As noted earlier, a wide variety of motives have been
studied in the persuasion context. For example, consistent with the theory of
psychological reactance (Brehm, 1966), telling people that they must believe
something motivates them to restore freedom by adopting a position counter to
that advocated. But telling people that they cannot believe something motivates
them to accept what is advocated (see Wicklund, 1974).

As noted earlier, perhaps the most studied motive in the persuasion litera-
ture is the need to maintain consistency among attitudes, beliefs, emotions, and
behaviors (Festinger, 1957; Heider, 1958; Kiesler, 1971; Rosenberg, 1960), and
the most prominent consistency theory is the theory of cognitive dissonance. In
Festinger’s (1954) original formulation of dissonance theory, two elements in a
cognitive system (e.g., a belief and an attitude; an attitude and a behavior) were
said to be consonant if one followed from the other (e.g., I voted for Candidate
X; She has the same positions that I do on the major issues) and dissonant if one
belief implied the opposite of the other (e.g., I voted for Candidate X; His polit-
ical party is opposed to mine). Festinger proposed that the psychological state
of dissonance was aversive and that people would be motivated to reduce it.
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One of the more interesting dissonance situations occurs when a person’s
behavior is brought into conflict with his or her attitudes or beliefs. For exam-
ple, one common way of producing dissonance in the laboratory is by inducing
a person to write an essay that is inconsistent with the person’s attitude under
high choice conditions and with little incentive (e.g., Zanna & Cooper, 1974).
Because behavior is usually difficult to undo, dissonance can be reduced by
changing beliefs and attitudes to bring them into line with the behavior.
Dissonance can result in a reanalysis of the reasons why a person engaged in a
certain behavior or made a certain choice, and cause a person to rethink (ratio-
nalize) the merits of an attitude object. The end result of this effortful but biased
cognitive activity can be a change in attitude toward the object.?

In perhaps the most famous dissonance experiment, undergraduates were
induced to engage in the quite boring task of turning pegs on a board (Festinger
& Carlsmith, 1959). Following this, some of the students were told that the
experimenter’s assistant was absent today and they were asked to take his place
and try to convince a waiting participant that the peg turning task was actually
quite interesting and exciting. Some of these students were informed that they
would be paid $1 for assuming this role and others were told that the pay was
$20 (worth about $8 and $160 in 2010). After agreeing to serve as the accom-
plice and talking to the waiting student, all participants reported to a psychol-
ogy department secretary who gave them a presumably standard department
survey that asked how interesting they found the experimental task to be. As
expected by dissonance theory, the participants who received $1 rated the task
as more interesting than those who received $20. This result was expected
because the $1 participants had insufficient justification for their behavior,
whereas the $20 participants had sufficient justification. Thus, the former par-
ticipants experienced cognitive dissonance and felt a need to justify their
actions (i.e., they convinced themselves that the task really was interesting).

The focus of subsequent research has been on understanding the precise
cause of the tension that sometimes accompanies counterattitudinal action.
Various theorists have questioned Festinger’s view that inconsistency per se
produces tension in people or that inconsistency reduction is the motive behind
attitude change. Some theorists argue that people must believe that they have
freely chosen to bring about some foreseeable negative consequence for them-
selves or other people (e.g., Cooper & Fazio, 1984; Scher & Cooper, 1989).
Other theorists argue that the inconsistency must involve a critical aspect of
ourself or a threat to our positive self-concept (e.g., Aronson, 1968; Greenwald
& Ronis, 1978; Steele, 1988; Tesser, 1988). Of course, bringing about negative
consequences for other people is inconsistent with most people’s views of them-
selves as caring individuals. If people are provided with social support for their
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actions (Stroebe & Diehl, 1988) or are given an opportunity to restore or bolster
their self-esteem in some other manner (Tesser, 2001), dissonance-reducing
attitude change is less likely (for a review, see Sherman & Cohen, 2006).?

In fact, a strategy of bolstering the esteem of the persuasion target can serve
as a general avenue to undermine resistance to persuasion (Knowles & Linn,
2004). That is, one means that has been promulgated to decrease a persons
resistance to change is to provide some self-affirmation prior to an attacking
message. Self-affirmation theory (Steele, 1988) holds that affirming an impor-
tant aspect of the self prior to receipt of a counterattitudinal message can buffer
the self against the threat imposed by the message and thereby increase the
likelihood that participants will respond to the message favorably (e.g., Cohen,
Aronson, & Steele, 2000).

Ability Biases Although most studies of bias in persuasion contexts fall in
the motivational category, ability factors can also produce bias. For example,
people who possess accessible attitudes bolstered by considerable attitude-
congruent knowledge are better able to defend their attitudes than those who
have inaccessible attitudes or attitudes with a minimal underlying foundation
(Fazio & Williams, 1986; Wood 1982). For some variables, a combination of
motivational and ability factors could be at work. For example, being in a posi-
tive mood might make it easier for positive thoughts to come to mind (an abil-
ity bias; Bower, 1981), but might also motivate people to want to stay in that
positive state by generating positive thoughts (e.g., Wegener & Petty, 1994).

Meta-Cognitive Processes

In addition to affecting the amount of thinking and the direction of the thoughts,
variables can also have an impact on attitudes by affecting what people think
about their thoughts (Petty, Briol, Tormala, & Wegener, 2007). We describe
some of these meta-cognitive factors next.

Expectancy-Value Model Two key aspects of thoughts are the expectancy
(i-e., likelihood) and value (i.e., desirability) of consequences considered in a
thought. In Fishbein and Ajzen’s (1975; 1981) expectancy-value formulation,
for example, if a person has a thought in response to an advertisement such as
“using this new detergent will make my clothes smell fresh,” the key aspects of
the thought relevant for attitude change are the desirability of smelling fresh
and the likelihood that the new detergent will produce this outcome. According
to this framework, a persuasive message will be effective to the extent that it
produces a change in either the likelihood or the desirability component of a
consequence that is linked to the attitude object (e.g., Johnson, Smith-McLallen,
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Killeya, & Levin, 2004; see Fabrigar & Wegener, Chapter 6, this volume for
further discussion).

Self-Validation Theory Whatever likelihood or desirability is provided for
each consequence considered, the thoughts themselves can vary in the confi-
dence with which they are held. For example, if a person thinks that getting his
or her clothes clean is highly desirable and the likelihood of this occurring is
quite high, but these judgments are not held with much certainty, they will not
have as much impact on the person’s evaluation of the product as if they were
confidently held. In addition to thought certainty being affected by the likeli-
hood and desirability certainties (Petty et al., 2002), as we describe next, it is
also affected by numerous other situational and individual factors. Earlier in this
chapter we explained how the ease of generation of thoughts could affect their
perceived validity (Tormala et al., 2002, 2007), but there are many others.

Other variables that affect perceived validity of thoughts include simple
bodily movements. For example, in one study (Brifiol & Petty, 2003), under-
graduates were asked to move their heads up and down (nodding in a vertical
manner) or from side to side (shaking in a horizontal manner) while listening
to a message containing strong or weak arguments on the topic of carrying
magnetic ID cards around campus. Earlier research had indicated that nodding
the head was associated with more favorable attitudes than shaking (Wells &
Petty, 1980). One possibility is that nodding imparts a sense of validity to what
we are thinking and shaking imparts some doubt. According to this frame-
work, whether nodding is good or bad for persuasion should depend on what
people are thinking. Indeed, students who were exposed to a strong message
and were generating favorable thoughts showed more persuasion when nod-
ding than shaking. In contrast, students listening to a weak message who were
generating mostly negative thoughts showed less persuasion when nodding
than shaking. This is because the nodding validated whatever thoughts the
students were having, increasing their impact on attitudes.

Many other variables have been shown to affect perceptions of thought
validity and thereby attitudes. For example, research has shown that thought
confidence is higher when after generating thoughts in response to a persuasive
message people learn that the message was generated by an expert versus a
nonexpert source. Thought confidence is also increased if people are made to
feel happy, powerful, or they are self-affirmed after message processing (see
Brifiol & Petty, 2009a). In each case, using a confidence manipulation after
thought generation caused people to rely more on their thoughts such that
when thoughts were primarily positive, increased confidence was associated
with more persuasion, but when thoughts were primarily negative, increased
confidence was associated with less persuasion.
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In the domain of explicit attitudes, confidence in thoughts has been found
to be an especially potent determinant of judgment when the amount of think-
ing at the time of attitude formation or change is relatively high. It is also useful
to consider the extent of thinking permitted during response to the attitude
measure. In general, if attitudes are not well formed or practiced at the time of
attitude measurement, an implicit measure is unlikely to reflect thought confi-
dence effects (Gawronski & Bodenhausen, 2006). However, if the attitude is
well formed and practiced at the time of attitude measurement (i.e., people
have already considered the confidence in their thoughts in developing their
attitudes), the implicit attitude measure is likely to reflect the same factors as
the explicit measure (see Brifol, Petty, & McCaslin, 2009).

Flexible Correction Processes Just as enhanced confidence in thoughts
leads to greater reliance on them, increased doubt leads people to discard their
thoughts. Sometimes, people might be so doubtful of their thoughts that they
think the opposite is true. In such cases, doubt can lead to reversed effects with
positive thoughts leading to less positive attitudes than negative thoughts. If
people have doubt in their thoughts because they fear that their thoughts might
have stemmed from some biasing factor in the situation (e.g., an attractive
source) or some prejudice they have, they could attempt to explicitly correct for
their biased thoughts in accord with the mechanism specified by the Flexible
Correction Model (FCM; see Wegener & Petty, 1997, for a review). That is,
people might estimate the magnitude and direction of the perceived biasing
effect on their judgments and attempt to correct for it. To the extent that they
correct too much, reverse effects of variables can be obtained (Petty & Wegener,
1993; Wegener & Petty, 1995; Wilson & Brekke, 1994). For example, in one
study (Petty, Wegener, & White, 1998), when people became aware that a lik-
able source might be biasing their attitudes, they became more favorable toward
the proposal when it was endorsed by a dislikable source. Such explicit correc-
tions typically require relatively high degrees of thinking. However, if certain
corrections are practiced repeatedly, they can become less effortful and even
automatic (e.g., Glaser & Banaji, 1999; Maddux et al., 2005).

Serving as Arguments

According to the ELM, when the amount of thinking in a persuasion situation
is high, people assess the relevance of all of the information available. That is,
people examine source, message, recipient, and contextual and internally gen-
erated information as possible arguments for favoring or disfavoring the atti-
tude object. Interestingly, variables that serve as simple cues when the likelihood
of thinking is low can be processed as arguments when thinking is high.
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For example, when thinking is low, an attractive source, as a simple cue, would
enhance the favorability of attitudes toward almost any advocacy because all
that matters when thinking is low is the positive valence of the source. Under
high thinking conditions, however, message recipients scrutinize the merits of
the information presented so that an attractive source would enhance attitude
favorability if it was relevant to the advocacy (e.g., a beauty product), but not
when it was irrelevant (e.g., a home loan; see Kruglanski et al., 2005; Miniard,
Bhatla, Lord, Dickson, & Unnava, 1991). Of course, what information serves as
a cogent argument can vary with individuals and with situations (see Petty &
Wegener, 1998).

Serving as Cues

The final role for variables is the most basic—serving as a simple cue. According
to the ELM, under low thinking conditions, attitudes are influenced by a variety
of low effort processes such as mere association or reliance on simple heuristics
and inferences. This is important because it suggests that attitude change does
not always require effortful evaluation of the information presented. Next, we
briefly describe some of the psychological processes that can produce attitude
change with relatively little (if any) effortful thinking.

Attribution Theory In an influential paper introducing self-perception
theory, Bem (1965) suggested that when people have no special knowledge of
their own internal states, they simply infer their attitudes in a manner similar to
how they infer the attitudes of others [e.g., “if I (she) walked a mile to Target,
(she) must like that store”]. During much of the 1970s, self-perception theory
was thought to provide an alternative account of dissonance effects (Bem,
1972). Subsequent research indicated, however, that both dissonance and self-
perception processes can operate, but in different domains. In particular, the
underlying “discomfort from inconsistency leading to biased processing”
mechanism of dissonance theory operates when a person engages in attitude-
discrepant action that is unacceptable to a person whereas self-perception pro-
cesses are more likely when a person engages in attitude-discrepant but more
agreeable behavior (Fazio, Zanna, & Cooper, 1977). Self-perception theory also
accounts for some unique attitudinal phenomena. For example, the overjustifi-
cation effect occurs when people come to dislike a previously liked behavior
when they are provided with more than sufficient reward for engaging in it
(e.g., Lepper, Greene, & Nisbett, 1973; see Deci, 1995).

Use of Persuasion Heuristics The term heuristics refers to simple rules or
shortcuts that people can use to simplify decision making (Shah & Oppenheimer,
2008). The Heuristic/Systematic model of persuasion (HSM represents an
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explicit attempt to use heuristics to explain why certain variables such as source
expertise or message length have their impact (Chaiken, 1987; Chaiken et al.,
1989). That is, the HSM proposes that in contrast to “systematic” (central route)
processes, many source, message, and other cues are evaluated by means of
simple schemas or cognitive heuristics that people have learned on the basis of
past experience and observation.

According to the HSM, the likelihood of careful processing increases when-
ever confidence in our attitude drops below the desired level (the “sufficiency
threshold”). Whenever actual and desired confidence are equal, heuristic
processing is more likely. For example, because of prior personal experience,
people could base their acceptance of a message on the number of arguments
contained in it by invoking the heuristic “the more arguments, the more valid-
ity” (a length implies strength heuristic; Petty & Cacioppo, 1984a; Wood,
Kallgren, & Preisler, 1985). For the most part, the HSM makes predictions that
are similar to the ELM, though the language and specific mechanisms of each
theory are a bit different (see Eagly & Chaiken, 1993; Petty & Wegener, 1998,
for further discussion).

Conditioning 'The attribution and heuristic models focus on simple cogni-
tive inferences that can modify attitudes. Other approaches emphasize the role
of relatively simple association processes. One of the most direct ways of asso-
ciating affect with attitude objects is through classical conditioning. In brief,
conditioning occurs when an initially neutral stimulus such as an unfamiliar
shape (the conditioned stimulus; CS) is associated with another stimulus such
as electric shock (the unconditioned stimulus; UCS) that is connected directly
or through prior learning to some response such as feeling bad (the uncondi-
tioned response; UCR). By pairing the UCS with the CS many times, the CS
becomes able to elicit a conditioned response (CR) that is similar to the UCR.
Over the past several decades, a wide variety of conditioning stimuli have been
used to create positive or negative attitudes including unpleasant odors and
temperatures, harsh sounds, pleasant pictures, and elating and depressing films
(e.g., Gouaux, 1971; Staats, Staats, & Crawford, 1962; Stuart, Shimp, & Engle,
1987). People have been found to be especially susceptible to conditioning
effects when the likelihood of thinking is rather low (Cacioppo, Marshall-
Goodell, Tassinary, & Petty, 1992; see also, Shimp, Stuart, & Engle, 1991).

Theorists have suggested that classical conditioning applied to attitudes
might actually be a somewhat different phenomenon more appropriately called
evaluative conditioning (Martin & Levey, 1978). This is because the conditioned
attitudes do not follow the same properties as do the behaviors examined in
typical classical conditioning paradigms (e.g., the conditioning of a salivary
response in dogs). In classical conditioning, the phenomenon works best when
there is some awareness of the paring of the CS and UCS so that the UCS comes
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to signal the appearance of the CS. In evaluative conditioning, this contingency
awareness is not necessary. Perhaps because of this, the conditioned response in
evaluative conditioning tends not to be extinguished when the UCS is no longer
presented, unlike classical conditioning (see De Houwer, Thomas, & Baeyens,
2001, for a review).

If the mechanism of attitude change is not classical conditioning, then what
is it? One possibility suggested recently by Jones, Fazio, and Olson (2009) is that
evaluative conditioning occurs because of misattribution of the feelings elicited
by the UCS to the CS. In a series of studies in which the UCS (pleasant or
unpleasant pictures) and CS (Pokémon cartoon characters) were presented
simultaneously over many trials, Jones et al. (2009) showed that the easier it
was to confuse the source of the affect, the greater the conditioning effect. For
example, when the UCS and CS were presented spatially close together, condi-
tioning was greater than when the stimuli were further apart. This research
suggests that evaluative conditioning might be reliant on relatively simple mis-
attribution inferences similar to the self-perception and heuristic inferences
described earlier.

Mere Exposure The mere exposure effect occurs when attitudes toward
stimuli become more favorable as a consequence of their mere repeated presen-
tation without any need to pair the stimuli with other positive stimuli as in
evaluative conditioning (Zajonc, 1968). In one representative study, Kunst-
Wilson and Zajonc (1980) presented people with a series of polygon images
and found that even when these images could not be consciously recognized,
the more frequently they were presented, the more they were liked. This effect
has been demonstrated with a wide variety of stimuli such as foreign words,
photographs, music, ideographs, and nonsense syllables (see Bornstein, 1989,
for a review). Moreover, it has been shown that mere exposure can affect mood,
and that this mood can spread to other, related stimuli that were not even
presented (Monahan, Murphy, & Zajonc, 2000).

Perhaps the most accepted explanation of this effect today relies on the
notion of perceptual fluency. Much research suggests that previous or repeated
exposure to stimuli can make those stimuli easier to process, and that this flu-
ency enhances subsequent liking. Specifically, the feeling of ease of processing
is thought to be misattributed to a positive evaluation of the stimulus (Bornstein,
1989; Bornstein & D’Agostino, 1992; Jacoby, Kelley, Brown, & Jasechko, 1989),
at least when people perceive fluency as something good (Brifiol, Petty, &
Tormala, 2006). The fluency process is most likely to occur when the repeated
stimuli are not thought about much (e.g., are presented very quickly or are
meaningless; see Bornstein, 1989). When the repeated stimuli already have some
meaning, or elicit an initial dominant response in one direction or another,
repeated exposure can accentuate that dominant response (Brickman, Redfield,
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Harrison, & Crandall, 1971). Repeatedly presenting negative information, for
instance, can make that information seem more negative (Cacioppo & Petty,
1989; Grush, 1976). One possible reason for these polarization effects is that
our positive assessments of positive information might seem more valid or
plausible as exposure increases, as do our negative assessments of negative
information (Kruglanski, Freund, & Bar-Tal, 1996).

Implicit Change through Automatic Processes Although the research just
described on simple mechanisms of attitude change has assessed change using
explicit attitude measures, these same mechanisms are capable of affecting
implicit measures of attitudes. For example, in one study, Dijksterhuis (2004)
found that automatic evaluations of the self were affected by subliminal evalua-
tive conditioning trials in which the word “I” was repeatedly associated with
positive or negative trait terms (see also Baccus, Baldwin, & Packer, 2004; Olson
& Fazio, 2001; Petty et al., 2006; Walther, 2002).

Perhaps the domain in which researchers have examined implicit changes
from seemingly simple processes the most is prejudice (see Bodenhausen &
Richeson, Chapter 10, this volume). For example, automatic evaluations of
blacks have been shown to be affected by exposure to admired black individuals
(e.g., Dasgupta & Greenwald, 2001; Dasgupta & Rivera, 2008). Although some
studies likely involve invoking a different attitude object rather than attitude
change (e.g., the manipulation makes the subtype of a black professional salient
and this subtype is evaluated; see Barden, Maddux, Petty, & Brewer 2004), there
are a sufficient number of studies in which it is clear that automatic evaluations
of the same attitude object are being modified to conclude that automatic atti-
tudes can be changed by simple associative processes requiring little elaborative
thinking (for other illustrations, see Petty & Brifiol, in press).

The Influence of Communication Variables
on Persuasion

In addition to specifying the general mechanisms of persuasion just reviewed,
the ELM postulates that any communication variable (i.e., whether source,
message, recipient, or context) influences attitudes by affecting one of these key
processes. Because of the very long list of persuasion variables that have been
studied and the thousands of published studies, our review of variables is meant
to be illustrative of how understanding the basic mechanisms of persuasion is
useful in analyzing any possible variable of interest, even if it has never previ-
ously been studied.
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Source Factors

Consider first the multiple processes by which source factors, such as expertise,
attractiveness, race, or gender, can have an impact on persuasion. When the
likelihood of thinking was low (e.g., low personal relevance topic), source fac-
tors have influenced attitudes by serving as a peripheral cue, affecting implicit
(Forehand & Perkins, 2005; McConnell, Rydell, Strain, & Mackie, 2008) as well
as explicit attitudes (Petty, Cacioppo, & Goldman, 1981; Chaiken, 1980) in the
same direction as their valence.

When the likelihood of thinking is set to be very high (e.g., high personal
relevance of the message topic), source factors have taken on other roles. For
example, if a source factor is relevant to the merits of a message, it can serve as
a persuasive argument. Thus, an attractive endorser can provide persuasive
visual evidence for the effectiveness of a beauty product (Petty & Cacioppo,
1984b). Another role that sources can play under high thinking conditions is
biasing information processing. For example, Chaiken and Maheswaran (1994)
found that when recipients under high thinking conditions received an ambig-
uous message (i.e., not clearly strong or weak), sources high in expertise led to
more favorable thoughts about the message and thus more favorable attitudes
than did sources of low expertise. Under high elaboration conditions, source
factors have also been shown to influence persuasion by affecting the confidence
people have in the validity of their thoughts. As noted earlier, this effect is most
likely to occur when the source information follows rather than precedes the
persuasive message (Tormala, Brifiol, & Petty, 2007).

If the likelihood of thinking is not set to be very high or low by other variables
then source factors such as expertise and attractiveness have affected how much
thinking people did about the message (e.g., DeBono & Harnish, 1988; Moore,
Hausknecht, & Thamodaran, 1986; Puckett, Petty, Cacioppo, & Fisher, 1983). For
example, Priester and Petty (1995) demonstrated that if source expertise is high,
people process messages more carefully when they come from a source whose
trustworthiness is in doubt than from a clearly trustworthy source. If trustworthi-
ness is high, however, then people are more likely to process a message from an
expert source than from a source who lacks expertise (Heesacker, Petty, & Cacioppo,
1983; see, Brifiol & Petty, 2009b, for an extended review of source factors).

Message Factors

Message variables can also serve in multiple roles. For example, think about the
number of arguments that a persuasive message contains. This variable serves
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as a simple peripheral cue when people are either unmotivated or unable to
think about the information (Petty & Cacioppo, 1984a). That is, people can
simply count the arguments in a message and agree more with the advocacy as
more information is presented, regardless of the cogency of that information.
When motivation and ability to think are high, however, the informational
items in a message are not simply counted, but instead the information is pro-
cessed for its quality. Thus, under low thinking conditions when the number of
arguments in a message serves as a cue, adding weak reasons in support of a
position enhances persuasion, but when the informational items in a message
are processed as arguments, adding weak reasons reduces persuasion (Alba &
Marmorstein, 1987; Friedrich, Fetherstonhaugh, Casey, & Gallagher, 1996;
Petty & Cacioppo, 1984a).

The mere number of arguments is only one of the many message factors
that can influence persuasion by serving in different roles in different situa-
tions. Other variables include whether the message emphasizes affect or cogni-
tion, is complex or not, matches the recipients’ characteristics in some way, and
argues in favor or against previous views (see Petty & Wegener, 1998). Finally,
we note that as was the case with source factors, implicit measures are also
affected by message factors (see Petty & Brifiol, 2010).

Recipient Factors

There are many recipient variables that are relevant for persuasion, ranging
from motives such as the need for cognition (Cacioppo & Petty, 1982), abilities
such as intelligence (McGuire, 1968), and individual differences in personality
such as self-monitoring (Snyder & DeBono, 1985; see Briilol & Petty, 2005, for
a review). Perhaps the recipient factor that has been studied most extensively,
however, is a transitory one—the emotions the target of persuasion is experi-
encing at the time of persuasion. In accord with the ELM, prior research has
shown that a person’s emotions can serve in all of the roles for variables that we
have summarized (see Petty et al., 2003, Brifiol, Petty, & Rucker, 2006, for
reviews).

Most simply, when thinking is constrained to be low (e.g., distractions pres-
ent), emotions tend to serve as simple associative cues and produce evaluations
consistent with their valence (e.g., Petty et al., 1993). When thinking is high,
however, emotions serve in other roles. First, emotions can be evaluated as
evidence (e.g., negative emotions such as sadness or fear can lead to positive
evaluations of a movie if these are the intended states; e.g., see Martin, 2000).
Also, when thinking is high, emotions can bias the ongoing thoughts (e.g., pos-
itive consequences seem more likely when people are in a happy than sad state;
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e.g., DeSteno et al,, 2000). The bias is emotion specific. For example, in one
study (DeSteno et al., 2004), participants made to feel sad were more persuaded
by a message pointing to sad consequences of a proposal rather than angry ones
whereas those participants made to feel angry were more persuaded by a
message pointing to angering consequences than sad ones. This is because the
consequences seem more likely when the consequence matches rather than
mismatches the emotional state.

If an emotion is induced after people have finished thinking about the
message, then emotions can affect confidence in our thoughts (Brifiol, Petty, &
Barden, 2007) because of the certainty appraisals associated with specific emo-
tions. Because emotions such as happiness and anger are associated with cer-
tainty, these would validate thoughts, whereas emotions such as sadness would
create doubt in thoughts and lead to less use of them (Tiedens & Linton, 2001).
Finally, when the likelihood of thinking is not constrained to be high or low,
emotions can affect the extent of thinking. Either happiness or sadness could
lead to more thinking depending on whether the emotion signals a problem to
be solved (Schwarz, Bless, & Bohner, 1991), conveys a sense of uncertainty (Tiedens
& Linton, 2001), or invokes a motive to manage one’s emotions by thinking
(Wegener & Petty, 1994). As was the case with the other variables we have
reviewed, recent research has revealed that the emotions experienced by a person
can influence implicit measures of attitudes (e.g., Sassenberg & Wieber, 2005).

Consequences of Different Persuasion Processes
for Explicit Measures

Now that we have articulated the various mechanisms by which variables can
impact persuasion, we turn to the final issue of why we should care about pro-
cess. Knowing something about the process can indicate whether the attitude
change that is produced will be consequential or not. Sometimes a high and a
low thought process can result in the same attitude, such as when being in a
good mood produces a favorable attitude by serving as a simple associative cue
under low thinking but biasing the thoughts generated under high thinking
(Petty etal., 1993). According to the ELM, attitudes formed or changed through
high thinking processes are more persistent, resistant to change, and predictive
of behavior than attitudes changed via low thinking processes. There are both
structural and meta-cognitive reasons for this. First, as thinking increases dur-
ing attitude change, people should acquire more support for their attitudes
(knowledge) and their attitudes should become more accessible. Furthermore,
people should become more confident in their views. Each of these factors
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would increase the likelihood that attitudes would be consequential (see Petty
et al., 1995, for a review).

Attitude Persistence and Resistance

When attitude changes are based on extensive issue-relevant thinking, they
tend to persist (endure). For example, research has shown that encouraging
self-generation of arguments (e.g., Elms, 1966; Watts, 1967), using interesting
or involving communication topics (Ronis et al., 1977), leading recipients to
believe that they might have to explain or justify their attitudes to other people
(e.g., Boninger et al., 1990; Chaiken, 1980), and having them evaluate a mes-
sage during its receipt rather than afterward (Mackie, 1987) are all associated
with increased persistence of attitude change. Also, people who characteristi-
cally enjoy thinking (high need for cognition) show greater persistence of atti-
tude change than people who do not (e.g., Haugtvedt & Petty, 1992; Wegener
et al,, 2006; see, Petty et al., 2009 for a review).

Resistance refers to the extent to which an attitude change is capable of sur-
viving an attack from contrary information. Although attitude persistence and
resistance tend to co-occur, their potential independence is shown in McGuire’s
(1964) classic work on cultural truisms. Truisms such as “you should brush
your teeth after every meal” tend to last forever if not challenged, but are sur-
prisingly susceptible to influence when attacked because people have no prac-
tice in defending them. In his work on inoculation theory, McGuire (1964)
demonstrated that two kinds of bolstering can be effective in facilitating resis-
tance. One relies on providing individuals with a supportive defense of their
attitudes (e.g., see Ross, McFarland, Conway, & Zanna, 1983) and a second pro-
vides a mild attack and refutation of it (the inoculation). Just as people can be
made more resistant to a disease by giving them a mild form of it, people can be
made more resistant to discrepant messages by inoculating their initial atti-
tudes (see Petty, Tormala, & Rucker, 2004).

Prediction of Behavior

Once a person’s attitude has changed, behavior change requires that the person’s
new attitudes rather than the old attitudes or previous habits guide action. If a
new attitude is based on high thought, it is likely to be highly accessible and
come to mind automatically in the presence of the attitude object. Therefore, it
will be available to guide behavior even if people do not think much before act-
ing (see Fazio, 1990, 1995). However, even if people do engage in some thought,
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attitudes based on high thinking are still more likely to guide behavior because
these attitudes are held with more certainty and people are more willing to act
on attitudes in which they have confidence (e.g., Barden & Petty, 2008; Brown,
1974; Cacioppo, Petty, Kao, & Rodriguez, 1986; Leippe & Elkin, 1987).

Of course, behavior is determined by more than individuals’ attitudes even
if those attitudes are based on high thought. The theory of reasoned action
(Fishbein & Ajzen, 1975) highlights social norms (what others think you should
do) as an important determinant of behavior, and the theory of planned behav-
ior (Ajzen, 1991) points to a person’s sense of self-efficacy or competence to
perform the behavior (see Ajzen & Fishbein, 2005). These theories make it clear
that although attitude change can be an important first step, it might still be
insufficient to produce the desired behavioral responses even if appropriate
new attitudes were formed by the central route.

Certainty: Strength without More Thinking

We noted earlier that when attitudes change as a result of high thinking pro-
cesses, they are likely to be held with greater certainty than when they are
changed to the same extent by low thinking processes. Certainty generally
refers to a sense of validity concerning our attitudes (Gross, Holtz, & Miller,
1995) and is an important construct because it can cause attitude strength. That
is, attitudes held with greater certainty are more resistant to change (e.g., Kiesler,
1971), persistent in the absence of a persuasive attack (Bassili, 1996), and more
predictive of behavior (Fazio & Zanna, 1978) than attitudes about which there
is doubt.

Initial conceptualizations of attitude certainty tended to assume that cer-
tainty sprang solely from structural features of attitudes such as having atti-
tudes based on more issue-relevant knowledge, direct experience, or thought
(e.g., Fazio & Zanna, 1981). And, indeed, structural factors can play an impor-
tant role in determining attitude certainty. However, recent research has exam-
ined how people sometimes infer greater certainty in the absence of any
structural differences. Notably, people can even come to infer greater certainty
in their attitudes if they are merely led to believe that they have done much
thinking about the attitude object even if they have not (Barden & Petty, 2008).
Of greatest importance is that the certainty that comes from simple inferences
rather than structural differences can also cause the attitudes to be more conse-
quential (Rucker, Petty, & Brifiol, 2008; Tormala & Petty, 2002). Consistent
with the meta-cognitive model of attitude structure (Petty et al.,, 2007), it
appears that attaching a sense of validity or certainty to our attitudes by what-
ever means can have long-term implications.
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Attitude Change Today

In this review we have argued that persuasion can be understood by breaking
the processes responsible for attitude change into a finite set. These processes
relate to some of the classic topics of persuasion (e.g., credibility, emotion), and
explain how any one variable can produce opposite outcomes, and how the
same outcome can be produced by different processes. We emphasized that
understanding the underlying mechanisms of persuasion is important because
different processes are associated with different consequences.

Contemporary research has begun to examine the consequences of delib-
erative and automatic persuasion processes not only for explicit but also for
implicit attitude measures. For example, attitude change processes that require
thinking deeply about the attitude object are likely to result in attitude repre-
sentations that are well integrated and connected with other relevant material
in memory (see, e.g., McGuire, 1981; Tesser, 1978). High thought attitude
change can also spill over and influence related attitudes such as when attempt-
ing to change attitudes on abortion leads to changes on the issue of contracep-
tion (e.g., Crano & Chen, 1998). Such effects on related attitudes have been
especially prevalent in the literature on minority influence whereby the minor-
ity does not produce change on the focal issue but does on a related topic (see
Moscovici, Mucchi-Faina, & Maass, 1994; Mugny & Perez, 1991). It turns out
that implicit measures can also be useful in mapping the interconnections
among attitudes. For example, in one study, when a message was aimed at
changing attitudes toward the color green, automatic attitudes toward a prod-
uct associated with this color (Heineken beer) were also changed (see Horcajo,
Petty, & Briilol, 2009). Research on changing automatic attitudes and under-
standing their relationship to more deliberative attitudes is likely to increase.
One other area that is likely to see an exponential increase in interest concerns
how persuasion processes can be mapped with new brain imaging techniques
(e.g., see Cunningham, Packer, Kesek, & Van Bavel, 2009). Such measures are
likely to add to our knowledge of persuasion just as prior measurement
techniques have each led to substantial progress in the field.

Footnotes

1. Although there is relatively little research on what makes an argument cogent or
specious, among the factors that contribute are whether the argument presents a conse-
quence that is good or bad for the target and whether this consequence is seen as likely
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or unlikely, important or unimportant, unique or already known (see Petty & Wegener,
1993).

2. In contrast to dissonance theory, balance theory (Heider, 1958) states that inconsis-
tency pressures sometimes lead to attitude change by a simple inference process rather
than because of a reanalysis of the merits of the attitude object. This theory states that
balance occurs when people agree with people they like or disagree with people that they
dislike and can account for why a person would come to like a candidate more after he or
she is endorsed by a favored celebrity (i.e., to restore balance; see Insko 1984, for an
extended discussion). A related formulation, congruity theory, states that attitudes toward
both source and object change to restore “congruity” (Osgood & Tannenbaum, 1955).

3. There are still other approaches to understanding dissonance that might be of
interest to readers (e.g., the self-standards model: Stone & Cooper, 2001; the action-based
model: Harmon-Jones & Harmon-Jones, 2008; the model of ambivalence-induced
discomfort: van Harreveld, van der Pligt, & de Liver, 2009; see Cooper, 2007; Harmon-
Jones & Mills, 1999, for reviews).
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Chapter 8

Prosocial Behavior
Michael E. McCullough and Benjamin A. Tabak

Chimpanzees are our closest living relatives, with 96% of our genetic code over-
lapping theirs (Varki & Nelson, 2007). This deep genetic similarity produces
profound physical similarities—and also behavioral ones. These behavioral
similarities are nowhere better illustrated than in the realm of prosocial behav-
ior. Chimpanzees, like humans from hunter-gatherer societies, hunt coopera-
tively. Like humans, they patrol their territories in groups and engage in
coordinated group violence against other groups (Wrangham & Peterson,
1996). Within groups, they form coalitions to defeat individuals too powerful
for any of the coalition members to defeat on their own (de Waal, 1982), and
males join forces to prevent each others’ mates from straying (Silk et al., 2005).
Individuals also make an effort to reconcile with valuable relationship partners
with whom they have recently experienced conflict (Koski, Koops, & Sterck,
2007) and to comfort valuable relationship partners who have recently been the
recipients of other individuals’ aggressive behavior (Fraser, Stahl, & Aureli,
2008). In addition, chimpanzees recognize when they need a partner to obtain
a desirable food item, and they know which potential partners are likely to be
most helpful to them (Melis, Hare, & Tomasello, 2006). Evidence also suggests
that chimpanzees, like humans, will help others gain access to desired items
even when they cannot immediately benefit from a return favor (Warneken,
Hare, Melis, Hanus, & Tomasello, 2007; Warneken & Tomasello, 2006).

But we cannot overlook that 4% uniqueness, which indicates that there are
approximately 8o million genetic differences between humans and chimpanzees
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due to base pair differences and nucleotide additions or deletions (Varki &
Nelson, 2007). That uniqueness leads to important differences in human and
chimpanzee prosocial behavior. For example, chimpanzees show no preference
for behaviors that enable others to acquire food when they are attempting to
acquire food (Jensen, Hare, Call, & Tomasello, 2006; Silk et al., 2005), but such
behavior is common among humans to the point of banality: If 'm going out to
get lunch, I just might offer to pick something up for you. Moreover, human
infants are better than chimpanzees at inferring humans’ needs and then ren-
dering appropriate forms of help (Warneken & Tomasello, 2006). Likewise,
even though both humans and chimpanzees help others in some instances, it is
humans and not chimpanzees that raise armies for the common defense, seek
out training so that they can render more effective emergency aid to others, and
endure taxation to provide help for the poor and needy. These important behav-
ioral differences may reflect fundamental qualitative differences in evolved cog-
nitive capacities such as delay of gratification (Stevens, Cushman, & Hauser,
2005), the ability to infer other people’s mental states from their behavior and
to act empathically on the basis of that knowledge (Liszkowski, Carpenter, &
Tomasello, 2008), and the ability to generate and learn from culture (Richerson
& Boyd, 2005). In this chapter, we will explore some of the more interesting
features of humans’ tendencies to engage in helping, sharing, and cooperating—
that is, the behaviors collectively known as “prosocial behaviors” (Penner,
Dovidio, Piliavin, & Schroeder, 2005). We will describe the classic social-
psychological work on this topic, and also some of the more important recent
theoretical and empirical advances, beginning with the evolutionary models
that are sometimes invoked to explain humans’ prosocial tendencies.

Evolutionary Models of Prosocial Behavior

Evolutionary researchers study the body’s (brain/mind included) present struc-
tures by searching for the functions those structures evolved to serve in the
past: Their project is usually (although not always; Andrews, Gangestad, &
Matthews, 2002) an adaptationist one (Tooby & Cosmides, 2005; see Maner &
Kenrick, Chapter 17, this volume). Adaptationism relies on the fact that indi-
vidual organisms within a population that vary on a trait due to genotypic
diversity can incur differing rates of genetic propagation (i.e., fitness) if some
variants of the trait (and, therefore, the genes that contribute to their assembly
during development) cause higher rates of reproduction than do others because
of their ability to cause organisms to respond to specific adaptive challenges
effectively. Because of these phenotype-dependent differences in fitness, small
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incremental changes in the genes that collectively give rise to the body’s mecha-
nisms (e.g., the heart, the fingernails, the brain’s reward circuitry) that enhance
the fitness of the bearer of those genes can gradually shape the species-typical
structure of those mechanisms.

Because of natural selection’s relentless favoritism for genes that enhance
their bearers’ fitness, prosocial behavior has been an evolutionary puzzle since
Darwin (1952/1871): Incurring costs (even small costs in the currencies of
money, time, or energy should redound to fitness) that benefit someone else’s fit-
ness (e.g., when someone saves a drowning child or donates blood for a stranger’s
benefit) at first glance appears to be bad evolutionary bookkeeping. Nevertheless,
several evolutionary processes have been identified that can help explain the evo-
lution of mental mechanisms for prosocial behavior in humans (McAndrew,
2002; Nowak, 2006; Wilson & Wilson, 2007). Here, we focus on the models that
have (we think) the greatest potential to inform social psychology: kin altruism,
direct reciprocity, indirect reciprocity, signaling, and group (or multilevel) selec-
tion. What makes these theories useful to social psychology is that they imply
that the mind possesses specific functional systems that natural selection designed
for their efficacy in producing certain types of prosocial behavior. If we under-
stand the selection pressures we can formulate hypotheses about the operation
of the psychological systems that evolved in response to those pressures and the
social factors that activate and condition the operation of those systems.

Kin Altruism

Humans regularly endure tremendous energetic costs (e.g., gestation, nursing,
feeding, sheltering, clothing, paying for college) to help their offspring and other
genetic relatives. The theory of kin altruism explains such behaviors by exploit-
ing the fact that one€’s fitness is not a function of the number of one’s offspring
that survive to reproductive maturity, but rather a function of the number of
offspring one has plus the number of offspring that one’s genetic relatives have
(Hamilton, 1964). The theory of kin altruism specifies that certain forms of
prosocial behavior that are beneficial to the recipient and costly to the helper can
evolve when the benefit B to the individual being helped is greater than the cost
C to the helper, discounted by a coeflicient of relatedness r between the helper
and the individual being helped (with r = 1.0 being the degree of relatedness
between identical twins, r = 0.5 between first-degree relatives, r = 0.25 between
grandparents and their grandchildren, or uncles and aunts and their nieces and
nephews, and so on; Hamilton, 1964), which is equivalent to the likelihood that
the recipient also possesses the helper’s “altruism gene.” In other words, specific
forms of kin altruism are evolutionarily plausible when C < B.
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In support of Hamilton’s (1964) model, people report more willingness to
provide help (particularly biologically costly help) to closely related genetic
relatives than to more distant ones (Bressan, 2009; Burnstein, Crandall, &
Kitayama, 1994; Korchmaros & Kenny, 2001; Lieberman, Tooby, & Cosmides,
2007; Stewart-Williams, 2007). Estimates of migrant workers’ remittances to
their families back at home based on two factors—(1) the fitness costs the
worker incurs by sending money back home and (2) the fitness benefits
the worker receives via the enhanced fitness of the relatives who benefit from
the remittance—account for roughly one-third of the variance in the amounts
that those workers actually send home (Bowles & Posel, 2005).

If humans’ penchant for prosocial behavior really did evolve in part via kin
altruism, then the selection pressure for kin altruism should have left its imprint
on the mind’s cognitive architecture: If ancestral humans had been unable to reli-
ably identify their genetic relatives, then their prosocial behavior could not have
produced beneficial fitness consequences for them via Hamiltons (1964) rule.
Lieberman, Tooby, and Cosmides (2007) outlined the workings of a hypothesized
“kinship estimator” that computes the degree of relatedness between a potential
beneficiary and the benefactor. Among siblings, the kinship estimator appears to
use two ancestrally reliable cues: (1) the degree of “maternal perinatal association”
(i.e., the amount of time that the individual was in a long-term perinatal relation-
ship with his or her own mother) and (2) the degree of sibling coresidence (i.e., the
amount of time that the two individuals lived together during childhood). When
these cues imply a high degree of relatedness, the benefactor is more likely to help
a person in need (Lieberman et al., 2007). The challenge of identifying one’s kin
seems trivial here only because we are thinking about humans—a species about
which we all feel like experts rather than, say, lemurs (Charpentier, Boulet, & Drea,
2008), a species about which most of us know almost nothing.

The mind should also be sensitive to cues about the remaining reproductive
potential of one’s kin because it is partly through a relative’s future reproductive
potential that it is self-serving for people to provide costly help to their kin
(Bowles & Posel, 2005). In support of this proposition, Burnstein et al. (1994)
found that participants reported more willingness to provide costly help (e.g.,
saving someone from a fire) to relatives who were healthy (i.e., with greater
potential for future reproduction) than to relatives who were not healthy (and
whose future reproductive potential was therefore more limited).

Direct Reciprocity

The theory of direct reciprocity posits that mechanisms for prosocial behavior
can evolve when the likelihood is greater than zero that the recipient of help
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will be disposed to help the benefactor in the future if the need arises (Nowak,
2006). Trivers (1971) first coined the term reciprocal altruism to describe this
form of interaction, and demonstrated mathematically that under some condi-
tions, behavioral systems for reciprocal altruism could evolve in social species.

A widely used paradigm for research on reciprocal altruism is the prisoner’s
dilemma (Rapoport & Chammah, 1965), in which two participants are presented
with a choice either to cooperate with, or to defect against, their partner. If both
partners cooperate, they receive a moderate reward (the so-called “reward for
mutual cooperation”). If both partners defect, both earn a small payoft called the
“punishment for mutual defection”” If one individual defects and the other coop-
erates, the defector receives a large boon called the “temptation to defect” and the
cooperator receives the smallest payoft—the “sucker’s payoft”

Unconditional defection is the rational course of action in the prisoner’s
dilemma because it provides the best outcome both when one€’s partner defects
and when one’s partner cooperates. However, the prisoner’s dilemma becomes
more interesting when the two individuals play multiple rounds of the game
rather than only one round, allowing them to make choices based on their part-
ners behavior in previous rounds. In a landmark study in which players from
around the world submitted computer programs that would execute strategies
for playing this so-called iterated prisoner’s dilemma, Axelrod (1980) sought to
determine which strategies would score the most points against all of the other
strategies that were submitted.

A simple strategy called “tit-for-tat” emerged victorious. Tit-for-tat begins
an iterated game with a cooperative move. If the partner also cooperates, then
tit-for-tat continues to cooperate. If the partner defects on a given round, how-
ever, tit-for-tat will defect on the successive round. If the defecting player ever
returns to cooperating, then tit-for-tat will also return to cooperating on the
next round. Tit-for-tat has several characteristics that make it effective in
iterated games: it is (1) “nice” (i.e., it begins by cooperating), (2) retaliatory (it
responds to defection with defection), (3) forgiving (i.e., when a defecting part-
ner returns to cooperation, it returns to cooperation as well, and (4) clear (i.e.,
its decisions are honest and easy to understand). It does well in iterated games
with a wide variety of strategies not by dominating them, but by racking up rela-
tively high tie scores in games with other opponents that are disposed to cooper-
ate and by preventing more selfish strategies from getting the best of itself.

Axelrod and Hamilton (1981) demonstrated that the iterated prisoner’s
dilemma provides a game-theoretic model for the evolution of Trivers’s (1971)
reciprocal altruism. Nowak (2006) showed formally that direct reciprocity (as
modeled in the prisoner’s dilemma) can favor the evolution of cooperation in
social species when the probability of a successive round of interaction between
two interactants exceeds the ratio of the costs of the altruistic act to the
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benefactor divided by the value of the benefit to the recipient. The fact that
much, if not most, of human social life (especially the social life of small groups
of hunter—gatherers and, by extension, our ancestors) involves iterated games
rather than single one-shot games may explain why people in (as far as we
know) every society studied to date tend to be more generous and prosocial in
economic games such as the prisoner’s dilemma than standard economic theo-
ries for the one-shot prisoner’s dilemma predict (Henrich et al., 2005; Hoffman,
McCabe, & Smith, 1998; Simpson & Beckes, 2010).

Just as evolutionary psychologists interested in social behavior have deduced
that the mind possesses specialized cognitive systems for computing kinship
(Lieberman, Tooby, & Cosmides, 2007), they also have deduced that the mind
possesses specialized cognitive machinery for detecting individuals who might
cheat in the types of social contracts (i.e., “If you'll help me now, I'll help you
later”) that the prisoner’s dilemma attempts to model (Cosmides, 1989;
Cosmides & Tooby, 2005). Using a variant of the Wason Selection task (which
illustrates that people are not very good at marshaling the right kinds of evidence
to test the validity of logical statements of the form if P, then Q), Cosmides and
Tooby (2005) showed that people are more accurate at testing evidence to deter-
mine whether particular individuals have cheated on a social contract. People’s
relatively good skill at detecting cheaters is as true of American undergraduates
as it is of people from the Shiwiar, a remote society of hunter/horticulturalists
in Amazonian Ecuador (Sugiyama, Tooby, & Cosmides, 2002).

Other researchers have proposed that gratitude might be part of the
evolved psychological system that governs reciprocal altruism (McCullough,
Kilpatrick, Emmons, & Larson, 2001; McCullough, Kimeldorf, & Cohen, 2008;
Trivers, 1971). Gratitude is a reliable emotional response to receiving help from
another person that was valuable to the self, costly to the donor, and intention-
ally rendered (Tesser, Gatewood, & Driver, 1968; Tsang, 2007). The experience
of gratitude leads to reciprocation (Bartlett & DeSteno, 2006; Tsang, 2006) and
strengthens relationships between benefactors and beneficiaries (Algoe, Haidt,
& Gable, 2008).

Forgiveness might also be an important component of the evolved psycho-
logical apparatus that facilitates reciprocal altruism, and perhaps also kin altru-
ism as well (McCullough, 2008; McCullough, Kurzban, & Tabak, 2010). In the
context of reciprocal altruism in particular, responding to defections by occasion-
ally forgiving them rather than retaliating can help to preserve cooperation when
there is a possibility that individuals might make mistakes in implementing their
prosocial intentions, or might mistake their partners’ prosocial intentions for
selfish ones (Van Lange, Ouwerkerk, & Tazelaar, 2002). People who forgive their
relationship partners for interpersonal transgressions experience greater restora-
tions of positive relations (Karremans & Van Lange, 2004; Tsang, McCullough, &
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Fincham, 2006) and elicit prosocial behavior from partners who have trans-
gressed (Kelln & Ellard, 1999; Wallace, Exline, & Baumeister, 2008). In support of
the contention that the capacity to forgive was naturally selected on the basis of
selection pressure for the maintenance of valuable relationships, people are more
forgiving of relationships in which the transgressor and victim are close and com-
mitted (Finkel, Rusbult, Kumashiro, & Hannon, 2002; McCullough et al., 1998)
and in which transgressors have communicated (e.g., through apologies or other
expressions of remorse) their inability or unwillingness to harm the victim in the
future (McCullough, Worthington, & Rachal, 1997), though these effects are
more difficult to demonstrate experimentally between strangers in laboratory
settings (Lount, Zhong, & Murnighan, 2008; Risen & Gilovich, 2007).

At the neural level, mutual cooperation during prisoner’s dilemmas is
supported by brain regions involved in motivating the pursuit of reward (e.g.,
nucleus accumbens, caudate nucleus, ventromedial frontal/orbitofrontal cor-
tex, and rostral anterior cingulate cortex; Rilling et al.,, 2002; Rilling, Sanfey,
Aronson, Nystrom, & Cohen, 2004), and is partially dependent on serotonin
(Wood, Rilling, Sanfey, Bhagwagar, & Rogers, 2006).

Social psychologists have identified several other factors that influence
cooperation in prisoner’s dilemma-type situations. For example, the ability to
communicate (and, therefore, coordinate) with an interaction partner fosters
cooperation in prisoner’s dilemma-like contexts (Kiesler, Sproull, & Waters,
1996; Steinfatt, 1973), especially when people can make mistakes in imple-
menting their prosocial intentions (Tazelaar, Van Lange, & Ouwerkerk, 2004).
In addition, people cooperate more with ingroup members than with outgroup
members when sharing limited resources (Van Vugt, Snyder, Tyler, & Biel,
2000), perhaps because ingroup members are seen as more trusting than
outgroup members (Turner, Oakes, Reicher, & Wetherell, 1987).

Indirect Reciprocity

The evolution of direct reciprocity requires a relatively high probability of future
interactions among individuals who are taking turns helping each other, but
there is a kind of prosocial behavior that can evolve even when the benefactor
and beneficiary have zero likelihood of meeting again. Indirect reciprocity
occurs when a benefactor acquires a good reputation for providing help to peo-
ple in need; this encourages other individuals to help the benefactor in the
future (Nowak, 2006). Experimental evidence shows that people tend to help,
donate, or cooperate more frequently with individuals who have reputations
for having been helpful or cooperative with others in the past (Seinen & Schram,
2006; Wedekind & Milinski, 2000).
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According to Nowak (2006), when the probability q of knowing a benefac-
tor’s history of helpfulness toward others exceeds the ratio of the costliness of
the benefactor’s act of helping relative to its benefit to the recipient (c/b), natu-
ral selection favors the evolution of mechanisms that promote indirect reci-
procity. Indirect reciprocity seems like an important candidate for explaining
prosocial behavior in humans because our languages are replete with personal-
ity descriptors for conveying information about other people’s generosity (e.g.,
soft-hearted) and stinginess (e.g., tight-fisted). Moreover, people are indeed
more prosocial when their partners have the ability to spread information to
others about their generosity and selfishness (Piazza & Bering, 2008;
Sommerfeld, Krambeck, Semmann, & Milinski, 2007).

Signaling Theory

Signaling theory seeks to explain the evolution of prosocial behavior by virtue
of its ability to convey information to others about a benefactor’s hidden (i.e.,
genotypic) qualities (McAndrew, 2002), such as his or her intelligence, physical
strength, resourcefulness, or value as a mate or coalition member (Gintis,
Smith, & Bowles, 2001; Smith & Bleige Bird, 2001). A differential preference for
associating with individuals who have signaled such hidden traits might pro-
vide benefits to benefactors that offset the costs of the generous behavior itself.
In a signaling account of prosocial behavior, signalers receive fitness benefits
from sending information, receivers benefit from decoding it and using it, and
both signalers and receivers have evolved psychological systems that are dedi-
cated to these purposes (Maynard Smith & Harper, 2003).

In support of signaling models for prosocial behavior, Iredale, Van Vugt, and
Dunbar (2008) found that men were more generous in donating their earnings from
a laboratory task to charity when a female observer was present than when a male
observer or no observer was present, which led the researchers to propose that gen-
erosity in such contexts might result from a system design to advertise an otherwise
hidden psychological quality (e.g., empathy or the ability to share) that was relevant
to their mate value. Likewise, people are more cooperative with attractive than unat-
tractive members of the opposite sex, and such cooperative behaviors makes coop-
erators seem particularly attractive (Farrelly, Lazarus, & Roberts, 2007).

Group (or Multilevel) Selection Theory

Another evolutionary model that has influenced recent research on prosocial
behavior is the theory of group selection, increasingly known as “multilevel
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selection theory” For the first 60 years of the twentieth century, many biolo-
gists assumed that natural selection took place at the level of both individuals
and groups, but with the publication of Williams’s (1966) Adaptation and
Natural Selection, the concept of group selection became anathema to evolu-
tionary biologists on the grounds that, even if theoretically plausible, the
assumptions governing its tenability were so restrictive as to make it ignorable
in practice.

The assumptions of group selection have been revisited in recent years
(Wilson & Wilson, 2007), and Williams himself (1992) went on to soften his
position on the ignorability of group selection as an evolutionary force. Wilson
and Wilson (2007) summarized the foundational claim of multilevel selection
in this way: “Selfishness beats altruism within groups. Altruistic groups beat
selfish groups” (p. 345). In the same way that individual-selection models of
altruism posit that fitness benefits redound to individuals with prosocial phe-
notypes as a result of their prosocial behavior, group-selection or multilevel
selection models posit that some fitness benefit redounds to groups with high
levels of prosocial behavior relative to other groups. As a result, groups with
higher levels of prosocial behavior will become more common whereas groups
with lower levels of prosocial behavior will become less common.

Nowak (2006) explained that the mathematical feasibility of group-selection
models of prosocial behavior requires more restrictive assumptions than other
models do (for example, one must assume that as soon as a group reaches a
certain size, it splits in two and one of the two resultant groups replaces another
group within a population, with the consequence that the number of groups
within a population remains constant). Although critical tests of the utility of
multilevel (or group selection) theory for explaining the evolution of prosocial
behavior in humans are difficult to specify, group-selection accounts of altru-
ism require that altruists (1) can identify each other, (2) tend to preferentially
associate with each other, and (3) outcompete groups of nonaltruists. These
requirements appear to be fulfilled in social relations among children and
adults (Giirerk, Irlenbusch, & 