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The Cambridge Economic History of Modern Britain
Volume I: Industrialisation, 1700-1860

The Cambridge Economic History of Modern Britain provides a readable and com-
prehensive survey of the economic history of Britain since industrialisation,
based on the most up-to-date research into the subject. Roderick Floud and
Paul Johnson have assembled a team of fifty leading scholars from around the
world to produce a set of volumes which are both a lucid textbook for un-
dergraduate and postgraduate students and an authoritative guide to the sub-
ject. The text pays particular attention to the explanation of quantitative and
theory-based enquiry, but all forms of historical research are used to provide a
comprehensive account of the development of the British economy. Volume I
covers the period 1700-1860 when Britain led the world in the process of indus-
trialisation. Volume II examines the period 1860-1939 when British economic
power was at its height. The focus of volume III is 1939-2000, when Britain
adjusted to a decline in manufacturing, an expansion of the service economy,
and a repositioning of external economic activity towards Europe. The books
provide an invaluable guide for undergraduate and postgraduate students in
history, economics and other social sciences.

RODERICK FLOUD is Vice-Chancellor of London Metropolitan University, a
Fellow of the British Academy, an Academician of the Social Sciences and a
Fellow of the City and Guilds of London Institute. His publications include
An Introduction to Quantitative Methods for Historians and (with D. McCloskey) The
Economic History of Britain since 1700.

PAUL JOHNSON is Professor of Economic History at the London School of
Economics and an Academician of the Social Sciences. He has authored or
edited seven books and over fifty articles and chapters on various aspects of
the economic, social and legal history of modern Britain, and on the economics
of ageing and pensions. Publications include Saving and Spending: The Working-
Class Economy in Britain 1870-1939; Ageing and Economic Welfare; and Old Age: From
Antiquity to Post-Modernity.
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Preface

In their gloomier moments, academics are prone to predict the demise
of their subject. As the tastes of students change, as the economy waxes
and wanes, as the number of academic jobs fluctuates and the average
age of academics increases, so it is easy to discern a long-term decline in
the attractiveness of any subject.

Economic historians, above all, ought to be wary of such speculation.
After all, if there is one single thing which is taught by study of the
subject of economic history, it is that change is continuous and usually
slow. As economists put it, ‘change is at the margin’; it proceeds by tiny
increments or decrements and the end, or even the direction, is rarely to
be seen by those who are living through the changes. But change is always
with us, a lesson which needs to be learned by each generation. It should
be learned particularly by those eminent economic commentators who,
at each stage of the business cycle, confidently predict that that stage,
whether of boom or bust, will go on forever. But it must be learnt also
by those who predict that an academic subject is in terminal decline.

On the evidence of the three volumes of The Cambridge Economic His-
tory of Modern Britain, reports of the death of economic history are clearly
premature and probably mistaken. The volumes demonstrate a vibrant
subject, reaching out into new areas of research and using new tech-
niques to explore new and old problems. Economic history, as revealed
in these pages, is a true interdisciplinary subject, a point emphasised
also by the contributors to Living Economic and Social History (Hudson 2001)
which was published to celebrate the 75th anniversary of the Economic
History Society, the guardian of the subject in the United Kingdom.

As Pat Hudson emphasises, the subject has certainly changed. The ro-
tund phrases of Ephraim Lipson, the beautifully crafted analyses of John
Clapham, have given way to equations, to the quantitative analysis of
bizarre sources such as human skeletal remains and to the increasing
emphasis on the study of national economic histories within their global
environment. Yet the essence of the subject remains: in the words which
used each Sunday to advertise the News of the World, ‘all human life is
here’. Economic history is about the behaviour of human beings in an
uncertain world, as they struggle to earn a living, as they decide when to
have a child, as they band together in a common cause or, all too often,
fall out and resort to conflict or war.
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Preface

The economic history of modern Britain, the subject of these volumes,
has seen all these and billions more human acts, collective and individ-
ual. In most cases, economic history is about collective behaviour. There
are few ‘great men’ (and even fewer ‘great women’) in British economic
history, mainly because economic change can very rarely be attributed
to a single person. Even if, on occasion, economic historians identify one
person as an inventor who has changed the world, other historians will
usually jump in to claim the credit for another, or at the extreme will
claim that, counter-factually, the invention really did not make much
difference. This alone is enough to keep the subject changing. But also,
because we cannot directly observe collective behaviour or describe myr-
iad individual acts, the subject has to theorise as well as describe. Only
through theory can we hope to make sense of the economic past.

Some academic subjects, in such circumstances, turn in on themselves
and allow theory to predominate. Often, they become the preserve of
the favoured few, writing and publishing for each other, theorising in
increasingly arcane language. New technologies of academe, the email
and the working paper, abet these tendencies as the results of research
are circulated within an inner circle and only emerge, months or years
later, to inform a wider audience.

The Cambridge Economic History of Modern Britain, by contrast, belongs
to a tradition which believes that research has no purpose if it is not
used, if it is not disseminated as soon as possible to as wide an audience
as possible. In other words, its editors and authors have a mission to
explain. This certainly does not obviate the use of the most ingenious and
complex techniques to tease out the mysteries of the past; it does demand,
however, that the techniques and the results that stem from them are
explained clearly, concisely and in language which anyone interested in
the topic can understand. This was the aspiration which lay, for example,
behind The Economic History of Britain since 1700 (Floud and McCloskey 1981,
1994) and it still animates these volumes. They belong to an academic
tradition exemplified by Lord Rutherford, the great Cambridge scientist,
who believed (in somewhat antiquated parlance) that ‘The good scientist
should be able to explain his results to the charlady in his lab.’

These volumes, therefore, are textbooks, in the best sense of books
which explain their subject. They are written by leading researchers,
drawn from many countries around the world, who have themselves re-
cently contributed to our understanding of British economic history; usu-
ally with pleasure, they accept the obligation to tell students and others
with an interest in their subjects about the results of academic enquiry
by themselves and others in the field. It is not always possible, of course,
to be sure of the background knowledge which each reader will possess;
most of the techniques and technical terms have been explained as they
are used in the chapters which follow, but some readers - if they are
puzzled - may need to consult a dictionary or a dictionary of economics.
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Preface

All authors need critics. A phrase which seems limpidly clear to one
person may baffle another and only an informed critic can help the au-
thor to express complex notions in a comprehensible way. For this reason,
all the drafts of the chapters which follow were discussed, not only by the
editors, but by all the other authors within each volume and by a number
of invited commentators who gathered together at a conference held in
London Guildhall University. The editors are grateful to those commen-
tators: Martin Daunton, Tim Leunig, Richard Smith, Emmett Sullivan,
Barry Supple, Rick Trainor and Peter Wardley. Our grateful thanks go
also to the Economic and Social Research Council, the British Academy,
the Gatsby Foundation, and Cambridge University Press for their support
for the conference and the production of these volumes. Richard Fisher,
Elizabeth Howard and Helen Barton at Cambridge University Press have
encouraged us throughout the process of publication and we have also
had the invaluable support of an exemplary research assistant, Claudia
Edwards.

Roderick Floud and Paul Johnson
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Accounting for the
Industrial Revolution

JOEL MOKYR
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INTRODUCTION

How do we account for the Industrial Revolution?! In recent years, eco-
nomic historians have had to redefine what they mean by the industrial
revolution and to reassess its significance. On the one hand, the findings
published in the 1990s by Crafts, Harley (Crafts and Harley 1992; Harley
1998) and others have reduced estimates of the rate of economic growth
during the classic years of the industrial revolution, 1760 to 1830. These
findings have been reinforced by recent work by scholars such as Antras
and Voth (2003) and Clark (2001b), who have shown that the sharp re-
visions downward to Deane and Cole’s (1967) estimates of the rates of
growth and productivity change during the industrial revolution made
by Crafts and Harley were, if anything, too optimistic and that little if
any real per capita growth can be discerned in Britain before 1830. These
conclusions are consistent with Feinstein’s (1998) recalculations of the
growth in real wages, which showed very little secular increase before
the mid-1840s. As a macroeconomic phenomenon, then, the Industrial
Revolution in its ‘classical years’, 1760-1830, stands today diminished and

1 I am grateful to Gregory Clark and Joachim Voth for making unpublished papers easily
accessible and to E. A. Wrigley, Knick Harley and Maxine Berg for insightful comments.
Some of the materials in this chapter are adapted from my editor’s Introduction, ‘The
new economic history and the industrial revolution’, in Mokyr (1999); from my chapter
‘Knowledge, technology, and economic growth during the industrial revolution’, in Van
Ark et al. (2000); and from Mokyr (2002).
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weakened. It is now also widely realised that the Industrial Revolution
was not ‘industrialisation’. On the eve of the Industrial Revolution Britain
was a highly developed, commercialised, sophisticated economy in which
a large proportion of the labour force was engaged in non-agricultural ac-
tivities, and in which the quality of life as measured by the consumption
of non-essentials and life expectancy was as high as could be expected
anywhere on this planet. In many ways, life did not improve all that
much between 1750 and 1850. So perhaps the concept of an industrial
revolution is indeed the product of an obsolete historiography.

It is possible to exaggerate this view. We need to recall first that the
Industrial Revolution took place in a period of almost incessant war, and
that wars in these years — as Ricardo pointed out in an almost forgotten
chapter in his Principles (1951 [1817]) - meant serious disruptions in the
patterns of trade and hence income loss through foregone gains from
trade. The peace of Paris (1763) was soon followed by the American Inde-
pendence Wars, the Revolutionary Wars, Napoleon, Jefferson’s embargo
and the war of 1812-14. These were compounded by harvest failures, the
worst of which (1816) occurred right after the wars ended. Finally, be-
tween 1760 and 1830 the population of England rose from 6.1 million
to 13.1 million, an increase that had no precedent in the country’s his-
tory or equal in the European experience outside the British Isles in this
period. One does not have to be a committed Malthusian to accept that
for most ‘pre-industrial’ economies such a sudden demographic increase
would have created serious stresses and resource scarcities. The very fact
that despite these pressures Britain was able not only to maintain living
standards and prevent truly damaging scarcity, but also to finance a set
of expensive wars on the continent, demonstrated that by 1780 or 1790
her economy had reached a resilience and strength that exceeded by a
large factor that found by William III upon arrival in Britain in 1688.
Indeed, had the years of the Industrial Revolution coincided with peace
and more abundant harvests, or had population growth been less fast,
real wages and income per capita would have in all likelihood increased
faster.

Moreover, the striking historiographical phenomenon is that the im-
portance of the Industrial Revolution as a historical dividing line has
recently been underlined by scholars writing in the traditions of ‘world
history’ because of the growing realisation that until late in the eigh-
teenth century the economic gap between Europe and the Orient was
less than earlier work had suggested. As early as 1988, Eric Jones sug-
gested in his Growth Recurring that episodes of growth took place in Asia
as much as in Europe, and that before the industrial revolution it would
have been hard to predict that the one episode that would ‘break through’
and create sustained growth would happen in Europe and specifically in
Britain. This work has suggested that the differences in the early modern
age between Europe and parts of the Orient have been overdrawn and
that as late as 1750 the gap between West and East was comparatively
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minor: a number of scholars have argued that economic performance
and living standards in western Europe did not really diverge from those
in the Orient (specifically the Yangzi delta in China and Japan) until the
nineteenth century (Hanley 1997; Pomeranz 2000; Vries 2001a, 2001b;
Goldstone 2002). Given the huge gap between the West and the rest in
1900, the realisation that the gap may not have been all that large in
1750 places an additional onus of responsibility for historical change on
the period after the mid-eighteenth century.

It is ahistorical to think about industrial revolutions as events that
abruptly raise the rate of sustained economic growth by a considerable
amount. Most of the effects of invention and diffusion on income per
capita or economic welfare are slow in coming and spread out over long
periods. All the same, we should recognise that even though the dynamic
relation between technological progress and per capita growth is hard to
pin down and measure, it is the central feature of modern economic
history. We do not know for sure how to identify the technology-driven
component of growth, but we can be reasonably sure that the unprece-
dented (and to a large extent undermeasured) growth in income in the
twentieth century would not have taken place without prior technol-
ogical changes. It seems therefore more useful to measure ‘industrial rev-
olutions’ in terms of the technological capabilities of a society based on
the knowledge it possesses and the institutional rules by which its econ-
omy operates. These technological capabilities include the potential to
produce more goods and services which enter GDP and productivity cal-
culations, but they could equally affect aspects that are poorly measured
by our standard measures of economic performance, such as the ability
to prevent disease, to educate the young, to preserve and repair the envi-
ronment, to move and process information, to co-ordinate production in
large units, and so on.

These historiographical developments underlie what we may call the
paradox of the Industrial Revolution, which I will attempt to account for
in this chapter. With the lowering of the estimates of economic growth,
some scholars have attempted to suppress the entire notion of the British
industrial revolution (J. Clark 1986; Wallerstein 1989; Cameron 1990,
1994; G. Clark 2001b). This attempt has failed, because the notion that
contemporaneous economic growth - as traditionally measured using
standard national income accounting procedures — was the essence of
the ‘classical’ Industrial Revolution was never established as an axiom.
Changes in the British economy and in the larger social and intellectual
environment in which production technology operated occurring before
and during the classical years of the Industrial Revolution were critical.
In the end, this is what accounted for the period of indisputable eco-
nomic expansion that we observe in Britain after 1830 and the rest of
Europe after 1850 and that created the vast gap between Europe and the
rest of the world that had emerged by 1914 and still seems to dominate
the literature on ‘divergence’.
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Table 1.1 Estimated annual rates of growth of real output, 1700-1871 (in percentages)

National income

per cap. National income Indust. product Indust. product  Indust. product Indust. product Indust. product
Period (Deane and Cole) per cap. (Crafts) (Hoffmann) (Deane and Cole) (Harley) (Crafts) (Cuenca)
1700-60 0.44 0.3 0.67 0.74 n.a. 0.62 -
1760-1800 0.52 0.17 2.45 1.24 1.62 1.96 2.61°¢
1800-30 1.61 0.52 2.70 4.4 3.2b 3.0 3.18
1830-70 1.98 1.98 3.1 2.9 n.a. n.a. =
21770-1815
b 1815-41
€ 1770-1801

Sources: Computed from Harley 1998; Hoffmann 1965; Cuenca 1994.

ACCOUNTING AND ‘ACCOUNTING’ FOR THE
INDUSTRIAL REVOLUTION

The national income accounting concept of GDP or GNP growth has
become associated with economic change for good reason. In principle, it
measures what happens to the economy as a whole, not to selected indus-
tries or sectors that seem to be unusually dynamic and that may bias the
picture. It is the very embodiment of the admonition made by Sir John
Clapham, one of the great figures of British economic history of the twen-
tieth century, that any proof by example should face the quantifier’s chal-
lenge: How large? How long? How often? How representative? It seems all
too easy to focus on the dramatic and well-documented inventions in cot-
ton, steam, iron and engineering, and forget the handicraft, construction,
food processing, farming and services sectors, which employed the major-
ity of Britons in 1760 in which changes were far slower or non-existent.

Any kind of macroeconomic analysis of the British economy in this
period is, as already noted, severely limited by the unavailability of data.
Most of what economic historians know about the British economy at
the aggregative level has been pieced together from little fragments of
data usually collected for a totally different purpose, and held together
by a healthy dose of economic analysis. Although the issue still remains
a matter of some dispute, it seems that today’s consensus is that, at a
high level of aggregation, the British economy experienced little growth
during the years typically associated with the Industrial Revolution. Most
of the computations come from the output side of the national income
accounts, and are summarised in Table 1.1.

Compared to Deane and Cole’s national income statistics, Crafts’
figures reveal an aggregate growth that was much slower during the
Industrial Revolution. Industrial production is more ambiguous:
Hoffmann’s data, computed in the 1930s, clearly show a rapid accelera-
tion during the period of the Industrial Revolution, but Deane and Cole’s
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series is much more erratic and, like the revisionist data of Harley and
Crafts, shows that most of the quantitative expansion occurred after
1800.2 The point to be stressed is that in an economy that is under-
going rapid change in one sector but not in another, aggregate change
depends on the relative size of each sector at the initial moment and on
the interaction between the two sectors. Part of the economic logic of
the Crafts-Harley view of slow growth was that productivity growth and
technological progress were confined to a few relatively small sectors
such as cotton, wool, iron and machinery whereas much of the rest of
manufacturing remained more or less stagnant till after 1830. Two-sector
growth models imply that abrupt changes in the economy as a whole
are a mathematical impossibility when the more dynamic sector is ini-
tially small, because the aggregate rate of growth of any composite is a
weighted average of the growth rates of its components, the weights be-
ing the respective shares in output.® The British economy as a whole was
changing much more slowly than its most dynamic parts such as cotton
and machine tools, because growth was ‘diluted’ by slow-growing sectors
(Pollard 1981: 39). It is hardly surprising that it took until 1830 or 1840
for the economy-wide effects of the industrial revolution to be felt.

Berg and Hudson (1992) have argued that sharp dividing lines between
the traditional sector and the modern sector are inappropriate; that even
within cotton, the most dynamic industry, there were large islands of
traditional domestic production which actually grew as a result of mech-
anisation elsewhere. On the other hand, some service industries such as
land transportation before 1830 were experiencing productivity growth
without much dramatic technological progress. Such refinements do not
weaken the arithmetic power of the argument unless the relative sizes
of the two sectors are radically revised. More serious is the critique that
this exercise assumes that the rates of growth are independent. Much as
is true today for today’s high-tech sector, this independence seems un-
likely because of input-output relations between the different sectors. If
the ‘modern sector’ during the Industrial Revolution helped produce, for

2 All the same, Crafts and Harley explicitly deny adhering to a school that would negate the
profound changes that occurred in Britain during the Industrial Revolution and restate that
‘industrial innovations . . . did create a genuine industrial revolution reflected in changes
in Britain’s economic and social structure’, even if their impact on economic growth was
more modest than previously believed (1992: 3).

3 Even if changes in the modern sector itself were discontinuous and its growth rate very
high, its small initial size would limit its impact on the economy-wide growth rate, and its
share in the economy would increase gradually. In the long run, the force of compound
growth rates was such that the modern sector swallowed the entire economy. How long was
the long run? A numerical example is illuminating here. Suppose there are two sectors, a
modern one growing at 4 per cent per year and a traditional one growing at 1 per cent per
year, and suppose that initially the modern sector produces only 10 per cent of GNP. It will
therefore grow relative to the economy as a whole, but it will take seventy-four years for
the two sectors to be of equal size and a full century after the starting point the traditional
sector will have shrunk to about 31 per cent of the economy. These hypothetical numbers
fit the actual record rather well.
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instance, cheaper and better iron, that would have affected the tools used
by farmers and artisans who otherwise would belong to the slow-growth
part of the economy. Devices, materials and ideas from the modern sec-
tor slowly penetrated into the traditional industries, and some of them,
such as steam power, seem in many ways similar to the modern notion
of General Purpose Technology (Helpman 1998).

The exact limits of the ‘modern sector’ remain in dispute, since
industry-specific output and productivity statistics do not exist. Temin
(1997) has maintained that the Crafts-Harley ‘minimalist’ argument is in-
consistent with the patterns of British foreign trade, which clearly show
that Britain maintained a comparative advantage not just in the few
rapidly expanding ‘new industries’ but in a host of small, older indus-
tries such as linen, glass, brewing, pottery, buttons, soap, candles, paper,
and so on. Temin relies on export figures to make a point about compara-
tive advantage and to infer from it indirectly that technological progress
occurred on a variety of fronts or at least that the input-output effects
from the technologically dynamic sectors to the laggards were significant.
Anecdotal evidence and examples of progress in industries other than
the paradigmatic high-flying industries can be culled from specialised
sources.* On the other hand, as critics have pointed out, maintaining
comparative advantage is not the same as attaining rapid productivity
growth. Moreover, the growing reliance on imported food would have im-
plied higher manufacturing exports even in the absence of technological
progress in the industrial sector (Crafts and Harley 2000). Even with the
sectors that Temin believes to be progressive, the modern sector would
still include only a relatively small proportion of GNP and employment
in 1760 or even 1800.

The sense in which technological progress is supposed to have led to
economic growth is through efficiency-increasing innovation. By that it
is understood that a given quantity of output or GNP can be produced
with fewer inputs and thus the economy becomes more productive. A
growth in efficiency is not a necessary condition for economic growth.
Income per capita could increase through a rise in the capital/labour ra-
tio, or through a rise in diligence through longer work-years and higher
participation rates. In a pair of pathbreaking papers Jan de Vries (1993,
1994) has argued for an ‘industrious revolution’ in which more house-
hold members participated in market activities (which get counted as
part of GDP) and replaced goods produced in the household by goods
purchased in the market. Voth (2001) has confirmed this increase in dili-
gence, although it is complicated by changes in the age structure of the

4 On the hardware industry, see Berg (1994: ch. 12). On many of the other industries, classic
industry studies carried out decades ago have not yet been supplanted such as Coleman
(1958) on the paper industry, Mathias (1953, repr. 1979a) on brewing, Clow and Clow (1952)
and Haber (1958) on the chemical industries, Church (1970) on the shoe and boot industry,
McKendrick (1961, 1982b) on potteries, and Barker (1960) on glass.
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population (Britain was, on average, getting younger during the years of
the Industrial Revolution). On the other hand, an economy that experi-
ences persistent total factor productivity growth is likely to experience
per capita income growth.

Economists have remained loyal to total factor productivity (TFP) anal-
ysis, perhaps more than the concept deserves. The idea is to look at the
productivity of all inputs, because a growth in that of one factor, say
labour, could occur simply as the result of a growth in the level of comple-
mentary factors that make it work more efficiently. The literature on the
calculation of the residual is enormous, and this is not the place to sing
its praises or to criticise it. The actual logic is to subtract a weighted sum
of input growth from output growth, and to define the ‘residual’ as pro-
ductivity growth. An equivalent procedure is to use the ‘dual’ approach,
estimating the growth of weighted real returns to factors (McCloskey
1981; Antras and Voth, 2003). In order to identify these numbers as a cor-
rect approximation of total factor productivity, we need to assume perfect
competition, constant returns to scale, the correct identification of the
production function, and Hicks-neutral technological change.> Without
that, the use of factor shares as proxies for the elasticities of output
with respect to inputs would no longer hold.® Any errors, omissions, mis-
measurements and aggregation biases that occur on either the output
or the input sides would, by construction, be contained in the residual.
For instance, we simply do not know much about the flow of capital ser-
vices and their relationship to the stock of capital. If horses or machines
worked longer hours or factory buildings were occupied for more than
one shift, it is unlikely to be registered in our estimates as an increase
in capital inputs. Even if properly measured, the identification of total
factor productivity growth with technological progress requires the sus-
pension of disbelief on a number of fronts, above all as far as the quality
of the data is concerned.

The best-known attempts to compute total factor productivity for
Britain during the Industrial Revolution were made by Crafts and Harley.
Between 1760 and 1800, Crafts and Harley estimate, total factor produc-
tivity ‘explained’ about 10 per cent of total output growth; in the period
1801-31 this went up to about 18 per cent. This seems rather unimpres-
sive, but it should be kept in mind that growth is concerned with output
per worker (or per capita). If we look at output per worker, we observe
that for the period 1760-1830 practically the entire growth of per capita
income - such as it was - is explained by technological change.

5 Hicks-neutral technical change leaves the marginal rate of substitution between any two
inputs unaffected by the technological change, and thus the relative contribution of each
input to the production process is unaltered.

¢ As Antras and Voth (2003), in the most recent contribution to this literature, point out,
whatever weaknesses are embodied in the primal approach will be entirely reflected in the
dual as well.

Cambridge Histories Online © Cambridge University Press, 2008



Joel Mokyr

Table 1.2 Total factor productivity, computed from product accounts

Total factor  Productivity as

Per capita Contrib. of capital/ Contrib. of resources  Total contrib. of productivity % of total per
growth labour ratio per capita ratio non-labour inputs  growth capita growth
1760-1800 0.2 0.2¥0.35 = 0.07 —0.065*0.15 = —0.01 0.06 0.14 70

1800-30

0.5

0.3*0.35 = 0.105 —0.1*0.15 = —0.015 0.09 0.41 82

Source: Computed from Crafts 1985a: 81 and Crafts and Harley 1992: table 5.

The contribution of total productivity towards per capita output are
presented in Table 1.2, where the standard (‘primal’) procedure is used,
and Table 1.3 where the dual procedure is used. Both procedures re-
quire making assumptions about the shares of labour, capital and land
in national income. The shares used are labour 50 per cent, capital
35 per cent, land 15 per cent. These figures were originally proposed
by Crafts based on computation made by Deane and Cole who estimated
the share of labour in national income to be 44 per cent in 1801 and
49 per cent in 1860. Crafts notes that the 44 per cent figure seems low,
and his proposed adjustment seems uncontroversial. While the computa-
tion of the primal is not sensitive to misspecifying the shares of labour
and capital (which grow at similar rates between 1760 and 1830), the
share of land matters since resources were growing at a much slower
rate than labour or capital (and hence if the share of land used is too
low, the estimate of total input growth would be biased upward and that
of total productivity would be biased downward).

To judge from Tables 1.2 and 1.3, British economic growth was slow
in this period, but what little there was seems to be explained by the
residual. The assessment of the importance of TFP in the critical period
1770-1800 is difficult because it relies on the division of one small growth
rate by another, and because a lot depends on the inclusion of the govern-
ment (which extracted a large amount of income in terms of higher taxes).
Until 1830, however, the increase in TFP is about equal to the growth in
product per capita: for the entire period 1770-1860, product per capita
increased at an average rate of 0.6 per cent per year, of which 0.41 (or
almost exactly two thirds) is explained by Antras and Voth’s estimates of
total productivity growth. Because all numbers are small, however, this
result is rather sensitive: a ratio of two numbers very close to zero rarely
produces a robust result. Even a minor revision in computation means
a major difference in the conclusions. By varying their sources for capi-
tal and resource income growth, Antras and Voth show that productivity
growth either could be made negative or could over-explain income per
capita growth. Furthermore, just by varying the assumptions on factor
shares (the most assumption-driven part of the calculation) total factor
productivity growth could be made to vary from 0.18 per cent to 0.38
per cent in 1770-1800, and between 0.24 per cent and 0.46 per cent in
1830-60 (the difference in 1800-30 is smaller).
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Table 1.3 Total factor productivity, computed from income accounts

‘Preferred estimates’:
Total factor productivity growth

Per capita Total private

output growth capital income labour income land income sector Government TFP growth
1770-1801 0.2 —0.40*0.33 = —0.132 0.35*%45 = 0.157 0.26*0.14 = 0.036 0.061 2.60*.08 = .208 0.27
1801-31 0.5 0.71*%0.33 = 0.234 0.25%0.45 = 0.112 0.76*0.14 = 0.106 0.452 1.11*.08 = .088 0.54
1831-60 1.1 —0.21*%0.33 = —0.069 0.68*0.45 = 0.306 0.48*0.14 = 0.067 0.304 0.31*.08 = .025 0.33
Sensitivity analysis:
1770-1801 <lower bound, upper bound>? <—0.09, 0.64>
1801-31 <lower bound, upper bound>? <0.48, 1.26>

<0.31, 1.26>

1831-60 <lower bound, upper bound>*¢

Source: computed from Antras and Voth 2003.

Notes:

@ minimum: using Clark ‘charity returns’; maximum: using Lindert-Williamson price index.
b minimum: using Clark ‘charity returns’; maximum: using wholesale price index.
€ minimum: using Clark ‘real rents’; maximum: using Lindert-Williamson price index.
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Table 1.4 The world according to Clark, all in average percentage change per year

Real per capita Total factor TFP growth attributable ~ TFP attributable
GDP growth productivity growth to cotton and wool alone to other sectors
1760-1800 —0.05 0.04 0.21 —0.17
1800-30 0.58 0.68 0.30 0.38
1830-60 0.13 0.20 0.27 —0.07

Source: Clark 2001b.

The most robust conclusion that the recent literature offers is that,
as far as it can be measured, there was little total factor productivity
growth at the aggregate level during the classical Industrial Revolution.
This conclusion seems unsurprising, since a very slow per capita growth
is irreconcilable with rapid TFP growth unless there is dramatic decumu-
lation of capital or a reduction in natural resources.” Precisely because
growth per capita was so slow and there is little to explain, small dif-
ferences in procedures and estimation will produce radically different
residuals.®

A different approach to the same issues is proposed by Gregory Clark
(2001b). Clark has employed the data he has collected from the charities
commission to revise the growth of real per capita GDP between 1760
and 1800 and finds it to be essentially zero. After 1800 there was some
recovery, but then his data show a sudden and unexpected slow-down
after 1830. Clark’s conclusions are still tentative, but because he uses
new sources they should be noticed. In this line of work, an ounce of
new evidence is worth a pound of theory, but the representativeness
of samples and the calculation of proper price indices remain difficult
questions, especially when they fly in the face of other evidence.

On the basis of the data summarised in Table 1.4, Clark dismisses
the entire Industrial Revolution as a historical phenomenon, and takes
exception to the Berg-Hudson-Temin view of a broad-based set of techno-
logical advances. The very slow growth he observes for the decades after
1830 (much slower than for the 1800-30 period) seems to fly in the face
of much other historical evidence and must be regarded as preliminary.
It is also somewhat odd that in these calculations TFP growth consis-
tently overexplains per capita income growth. This difference is not quite
impossible (for instance, capital/labour ratios could be declining or the

7 In an open economy, there could also be a dramatic decline in the terms of trade that
would be consistent with a possible situation of widespread technological progress without
growth (so that the economy has to produce more for the export sector to pay for ever more
expensive imports). Such a decline would also bias the estimated TFP growth in the dual
procedure downward, and a correction for this after 1800 does increase the estimated value
of TFP growth from 0.49 per cent per year to 0.61 per cent.

8 For instance, Voth (1998, 2001) has radically revised labour inputs and claimed that because
labour input per capita increased in the fifty years before 1800, the residual is extremely
small and possibly negative.
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labour-year might have become shorter), but for this period these expla-
nations seem inapplicable: capital grew slightly faster than labour and,
as we have seen, the labour year grew, if anything, longer. All the same,
Clark’s data confirm the overall picture of slow pace of growth during
the Industrial Revolution, and that what growth occurred is attributable
to total factor productivity.

Moreover, recent attempts to improve our estimates of the inputs that
went into the production function seem to indicate that those estimates
are still too conservative. For instance, if Voth is correct about people
working longer hours and the quantitative importance of the decline of
St Monday (see p. 277), labour inputs estimated from population data
underestimate labour inputs and thus overestimate productivity growth.
Clark (2001b) has re-examined the housing and real estate market, always
one of the weakest links in the computation of the income accounts, and
discovered that the property income estimates based on the property tax
of 1803 seriously underassessed the value of land and houses, and as a
result the rise of this component of income in the following decades is
seriously overstated. Real rental income per capita by this account actu-
ally fell from the late eighteenth century to the middle of the nineteenth.
Given that population almost tripled in this period, that is not an im-
plausible finding, especially in view of the growing dependence on the
importation of land intensive products. If correct, the computations of
income per capita growth are overestimated and so are productivity com-
putations derived from them.

It is not only that income per capita and productivity grew slowly, but
what little growth there was, argues Clark, was due to a set of adven-
titious circumstances.” The advances in textile technology, in his view,
happened to occur in a large sector with an elastic demand, and much of
the rest of the economy was not really affected until the closing third of
the nineteenth century. This ultra-narrow view of the Industrial Revolu-
tion resonates strangely with the ‘energy-interpretation’ that regards the
invention of steam engines and the emergence of the capability to convert
stored-up (fossil) energy into work as the macroinvention that changed all
(Cipolla 1965; Wrigley 2000; Goldstone 2002). Yet the energy interpreta-
tion is too narrow itself. What the aggregative accounting approach con-
ceals is what went on inside people’s minds, which prepared the ground
and planted the seeds of what was to come. The years 1760-1815 witnessed
more than just some lucky breaks in a handful of industries: it was also
the period in which people defied gravity through hot-air balloons, be-
gan the conquest of smallpox, and learned to can food, to use binary
codes for manufacturing purposes, to infer geological strata from fossil

9 The idea that the Industrial Revolution was in some sense a fortunate ‘accident’ or at least
highly contingent was first proposed by Crafts (1977). For a recent argument along those
lines see Goldstone (2003).
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evidence and to burn gas for lighting. They advanced and improved old
and tried techniques as much as they introduced radical new ones. Not
just steam but water power, too, was greatly improved.!° The invention of
stearic candles kept an old technology thriving despite the threats from
new sources of light. In pottery, one of the oldest techniques known to
mankind, Josiah Wedgwood and others introduced new materials, new
moulding techniques and improved oven-firing. It may well have been
inevitable that the time it took for these improvements to filter through
enough barriers to affect national income is longer than was thought in
the past. Indeed, it seems surprising that it could have been thought oth-
erwise. But that does not reduce the achievement. As McCloskey (1981:
p- 118) put it, the Industrial Revolution was not the Age of Cotton, nor
the Age of Steam; it was an age of improvement.

Yet, as noted, improvement was not ubiquitous. Large sectors of the
economy, employing the majority of the labour force and accounting
for at least half of gross national product in 1830 were, for all practi-
cal purposes, only little affected by innovation before the middle of the
nineteenth century. Even in textiles, the finishing industries such as tai-
loring, haberdashery and millinery remained largely manual until the
advent of the sewing machine in the 1860s. Domestic servants, construc-
tion workers, retailers, teachers, sailors and dockworkers, to pick a few
examples, were but little affected. Some industries changed and others
did not, for reasons that in part reflected the demand side of the econ-
omy or the supply of raw materials and energy, but above all had to do
with technological capabilities. Yet we should also recognise that some
of the inventions, especially in energy, engineering and materials, found
applications in many industries, and that general purpose technologies
spread throughout the economy.

What makes the use of national accounts particularly difficult as a
measure of economic progress is that further refinements of the total
factor productivity computation are yielding ambiguous results and re-
quire data that are not available on an aggregate level. On the one hand,
economists have increasingly realised that rapid technological progress
implies both product and process innovation. The appearance of new
products and their growing availability, and improvements in the qual-
ity of existing ones, would not show up in the output statistics. In that
regard, perhaps, the first Industrial Revolution was less problematic than
the second, since most of the major breakthroughs were process innova-
tions. The improvements in cotton quality and variety introduced perhaps
the most significant large-scale bias of this sort (Cuenca 1994: 78), but the

10 In Britain, the greatest names in the improvements in water power were John Smeaton and
John Rennie. They designed the so-called breast wheel that combined the advantages of the
more efficient overshot waterwheels with the flexibility and adaptability of the undershot
waterwheel. The increased use of iron parts and the correct setting of the angle of the
blades also increased efficiency. The great French engineer Poncelet designed the so-called
Poncelet waterwheel using curved blades, and theoretical hydraulics gradually merged
with the practical design of waterwheels.
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possible impact of the mismeasurement implied on changes in economic
performance has not been addressed. In so far as technological advances
increase consumer surplus or some other indicator of utility, all mea-
sures of economic growth during the 1760-1830 years miss the invention
of the smallpox vaccination process. Vaccines became available right at
the midpoint of the ‘classical’ Industrial Revolution period (1796). What
economist would deem that invention ‘insignificant’? In other words, the
computed residual understates the economic significance of technological
change simply because the procedures used miss the introduction of new
products and improvements in quality.!! Economists interested in a true
welfare measure of technological change should try to estimate growth
in social surplus. This counterfactual mental experiment asks how much
of GNP would consumers who enjoyed a certain invention have been
demanding to be paid to do ‘without’. Applied to steam power, as Von
Tunzelmann showed in 1978, this may not have been all that much be-
cause water power provided an alternative. Of course, as we have seen,
water power itself was improving dramatically during the same period,
and hence the social savings calculations understate the gains from steam
power compared to 1750 (as opposed to a hypothetical world of 1830
without steam). Yet even beyond that, the calculation must leave some
pessimists uncomfortable. How much, for example, would someone who
did not have access to anaesthesia (introduced in surgery in the 1850s)
be willing to pay to have it? All the same, using the standard definitions
of national income accounting, it seems unlikely that new product and
quality improvements would radically change the computations reported
above simply because there were few new products by comparison with
the late nineteenth century.

The apparent dominance of invention over abstention suggested by
total factor productivity analysis, once one of the most striking findings
of the New Economic History, seems somehow less secure now than it
did in the 1990s. Most of the payoff to technological creativity occurs in
a more remote future and is spread over a longer period than was pre-
viously believed. Despite the fragile nature of many of the estimates,
the conclusion that seems to emerge is that in the closing decades
of the eighteenth century, the classical period of the Industrial Revo-
lution, the changes in technology and organisation, however pregnant
of future change, were insufficient to affect broad measures of the over-
all economy. After 1800, and especially after 1820, these effects became
more noticeable, but their impact on aggregate variables was inevitably
gradual and slow.

1 There are other examples indicating qualitative improvements in this period. One of those
was recently emphasised by Nordhaus (1997) in a paper arguing that the history of lighting
suggests that product innovation may be the cause of a radical understatement of the
advantages of technological progress. Among the important innovations introduced in
this time was the Argand oil lamp, invented in the 1780s, and of course the introduction
of gas lighting in the first decades of the nineteenth century.
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EXPLAINING THE INDUSTRIAL REVOLUTION
-

None of the above reduces the significance of the Industrial Revolution.
What has come under attack is the view, suggested originally by Deane
and Cole in 1967, that the Industrial Revolution itself was a period of
rapid economic growth. Instead it may be better regarded as a period of
incubation in which the groundwork to future growth was being laid.
Such preparation is historically important because without it we cannot
possibly understand how Europe managed to break out of the negative
feedback cycle of recurring episodic growth followed by retrenchment
that had characterised economies before 1750 both in Europe and else-
where.

Explaining the sudden change from a world of slow growth to one in
which expansion became the norm has remained a central issue in mod-
ern scholarship. Before we can ‘account’ for the Industrial Revolution,
some underbrush needs to be cleared.

The first point is that the industrial revolution in its wider sense was
not really a British affair but a European (or perhaps north Atlantic)
event. One interpretation has suggested that without Britain’s leadership
it might not have happened at all (Wrigley 2000; Goldstone 2003). Eric
Jones (1987) has called this ‘the little Englander’ view of economic his-
tory. It is true, of course, that the first signs that something dramatic was
brewing emerged in Britain, and that by 1820 much of the rest of Europe
in some way felt ‘left behind’. But Britain’s primacy is a different-order
problem and has a different historical explanation than the dramatic ad-
vance of Europe over the rest of the world. Confounding these two issues
could lead to misleading conclusions. For instance, Pomeranz insists that
the reason that the Industrial Revolution occurred in Europe but not in
China was the access to coal and the ‘ghost acreage’ that Europe derived
from its colonies. But coal was as localised in the north Atlantic as it was
in China, and some regions such as Switzerland and New England were
able to substitute around it by choosing low-energy-intensive industries
and using alternative sources such as water power or peat. An indus-
trial revolution led by continental economies would have been delayed
by decades and differed in some important details. It might have relied
less on ‘British’ steam and more on ‘French’ water power technology and
‘Dutch’ wind power, less on cotton and possibly more on wool and linen.
But given the capabilities of French engineers and German chemists and
the removal of many institutions that hampered their effective deploy-
ment before 1789, it would have happened. Even without Britain, by the
twentieth century the gap between Europe and the rest of the world
would have been there (Mokyr 2000).

Technological change is not just a ‘residual’ or a shift in an isoquant.
It is something that takes places inside a human mind and from there is
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mapped successfully onto an object, a substance or an action. The ‘mind’
part is especially crucial. The intellectual foundations of the technology
which made the Industrial Revolution came out of the Enlightenment,
the scientific advances of the seventeenth and eighteenth centuries, the
Renaissance, the Reformation and the printing press. These were all pan-
European phenomena, and while Britain was an active participant and
then became a leader, the reasons for its position were in a different class
from those that explain the deeper historical roots of the phenomenon
altogether.

Second, what made the Industrial Revolution such a watershed phe-
nomenon was not just the dramatic inventions of Watt, Smeaton,
Harrison, Cort and Crompton during the years of Sturm und Drang (approx-
imately 1760-1800). Dramatic inventions before the Industrial Revolution
were not unknown in Europe or elsewhere. Some of these breakthroughs
undeniably had an effect on growth, such as the invention of the spin-
ning wheel and the horizontal loom in the twelfth century, or that of
the blast furnace and navigational and shipbuilding technology in the
fifteenth. The increased industrial use of coal as a source of heat for
industry and improvements in agricultural productivity (in part owing
to investment in land improvements and livestock rather than techno-
logical change) did lead to higher income per capita and the ability to
sustain a larger population on a given resource base (Wrigley 2000). But
none of these ‘episodes’ resulted in sustainable per capita growth, even
if each time they ratcheted living standards up to a higher level. Each
of these episodes created a negative feedback effect that eventually elim-
inated growth. Identifying such feedback effects in earlier periods, and
then checking whether they may have weakened or even turned positive
may provide a better understanding of what happened.

The critical period in which West and East diverged may thus have
been not the classical years of the Industrial Revolution but the decades
that followed. Attention may have been diverted away from post-1815 de-
velopments by the spectacular inventions of the annus mirabilis as Donald
Cardwell (1972) has termed the year 1769. In other words, what made
the Industrial Revolution into the ‘great divergence’ was the persistence
of technological change after the first wave. To see this, we might well
imagine a counterfactual steady state of throstles, wrought iron and sta-
tionary steam engines, in which there would have been a one-off shift
from wool to cotton and from animate power to stationary engines. But
this is not what happened: the true miracle is not that the classical In-
dustrial Revolution happened, but that it did not peter out like so many
earlier waves of innovation. It was followed after 1820 by a secondary
ripple of inventions that may have been less spectacular, but these were
the ones that provided the muscle to the downward trend in production
costs, spread the application to new and more industries and sectors, and
eventually showed up in the productivity statistics.
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Among those we may list the perfection of mechanical weaving; the in-
vention of Roberts’s self-acting mule in spinning (1825); the extension and
adaptation of the techniques first used in cotton to carded wool and linen;
the continuing improvement in the iron industry through Neilson’s hot
blast (1829) and other inventions; the continuing improvement in steam
power that kept raising the efficiency and capabilities of the low-pressure
stationary engines, while introducing the high-pressure engines of Tre-
vithick, Woolf and Stephenson; the breakthroughs in engineering and
high-precision tools by Maudslay, Whitworth, Nasmyth, Rennie, Brunel
and the other great engineers of the ‘second generation’; the growing
interest in electrical technology leading to electroplating and later to the
telegraph; the continuous improvement in crucible steelmaking through
co-ordinated crucibles (as practised for example by Krupp), the work of
Scottish steelmakers such as David Mushet (father of Robert Mushet, cel-
ebrated in one of Samuel Smiles’s Industrial Biographies), and the addition
of manganese to crucible steel known as Heath’s process (1839). These
advances — always excepting the telegraph - were in the nature of mi-
croinventions, but they did not run into diminishing returns nearly as
fast and as early as they had before.

How, then, do we account for the Industrial Revolution? The literature
has identified a number of themes around which the transition can be
explained. But, as noted, it is important to separate out the ‘little’ ques-
tion of why Britain was first from the ‘big’ question of why there was an
Industrial Revolution in the West. The former is no mean question either,
but from the point of view of the global economy it is the lesser one. I
have dealt with the question of ‘why Britain first’ elsewhere (Mokyr 1994,
1998) and for a detailed discussion the interested reader is referred there.
Little has been done in recent years to weaken the view that Britain’s ad-
vantages were real, but it seems now agreed upon that they were to some
extent temporary if not adventitious. Its ability to stay out of military con-
flicts on its own soil, a political system that was capable of reinventing
itself and introducing reforms without violence, a capitalist, productive
and progressive agricultural sector, an institutional agility that allowed
it to adapt to a changing environment, all must be at the top of any such
list. Britain was spared the upheavals of the French Revolution and its
subsequent disruptions, even if it had to bear substantial financial costs
of the Wars. Its closest continental rivals, the Low Countries, France and
the western parts of Germany, were by contrast severely affected.

Furthermore, Britain could rely on a class of trained artisans and
mechanics who were capable of carrying out clever designs and actu-
ally making things that worked and were still affordable. What Britain
had in relative abundance is what Stevens (1995) has called ‘technical
literacy’, which required, in addition to literacy, a familiarity with the
properties of materials, a sense of mechanics, and the understanding of
notation and spatial-graphic representation. Technical competence was a
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major factor in the leadership role that Britain played in the Industrial
Revolution. Explaining this ability harks back in part to economics and in
part to natural endowments: Britain already had a relatively large propor-
tion of people in non-agricultural activities, both full-time artisans and
part-time in cottage industries. It had a shipbuilding industry, a mining
sector and a developed clock- and instrument-making sector. Smeaton,
Watt, Ramsden, Harrison, Murdoch, Trevithick and so many other suc-
cessful inventors of the time possessed the complementary skills needed
for successful invention, including that ultimate umbrella term for tacit
knowledge we call ‘dexterity’. In the little workshop he used as a teenager,
John Smeaton taught himself to work in metals, wood and ivory and
could handle tools with the expertise of a regular blacksmith or joiner
(Smiles 1891). What made the difference between a James Watt and a
Leonardo was that Watt had Wilkinson and Leonardo did not. Britain
by no means monopolised these skills: the millwrights of the Zaan area
in the Netherlands and French engineers and craftsmen such as Jacques
de Vaucanson and Honoré Blanc were obviously as competent as anyone
Britain had to offer, and Smeaton himself travelled extensively to the
continent to study these techniques. Yet Britain had more of them, and
British society channelled their creative energies to those activities that
were most useful to future technological development in the eyes of that
most discerning of all masters: the market.

In Britain, these skills were transmitted through an apprenticeship
system, in which instruction and emulation were intertwined, and thus
codifiable and tacit knowledge were packaged together. Engineers worked
for the private sector, not for the state, and thought mostly in terms of
profit and economic efficiency. As long as the application of the technol-
ogy did not require a great deal of formal knowledge, this system worked
well for Britain. Britain also benefited from a social elite with an unusual
interest in technical improvement, its ability and willingness to absorb
and apply useful ideas generated elsewhere (without the ‘not invented
here’ kind of arrogance), a well-functioning transport system favoured by
nature and improved by investment, and the propitious location of some
resources, especially coal. None of those factors was necessary or wholly
unique to Britain, and while their fortunate conjuncture in Britain helped
Britain secure its leadership, they do not explain the Great Divergence.

THE INTELLECTUAL ORIGINS OF

ECONOMIC GROWTH
e ——

What made modern and sustained growth possible was the weakening
of the negative feedback effects that had restrained economic expansion
before 1750. Some of these feedbacks may even have switched sign and
become positive. To make such an interpretation more than a tautology,
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we need to specify their nature in more detail. Many scholars follow-
ing the work of Douglass North and Mancur Olson have insisted that
modern growth became possible because of institutional changes that
reduced the opportunities for rent-seeking behaviour. The decline of ar-
bitrary taxation and state enforced monopolies (excepting patents), the
gradual emergence of freer trade, the weakening and eventual abolition
of guilds, the streamlining of the legal environment in which economic
activity took place, and the growth of personal safety and contract en-
forcement through courts must have had an effect on the dynamic be-
haviour of the economy. From 1688 to 1848, institutional change in the
western world was trending in these directions, haltingly and hesitantly
perhaps, but the move was unmistakable. In this way the political en-
lightenment and the institutional changes it inspired brought about a
more liberal environment, in which the kind of parasitic and predatory
behaviour that had hamstrung growth before gradually weakened. This
movement over time reached deeper and deeper into the darker institu-
tional corners of eastern and southern Europe, but it started in Britain
and the Low Countries.

The negative feedback from classical demographic response also
changed. E. A. Wrigley (1988, 2000) has pointed out that the transition
from a land-based or ‘organic’ to an ‘inorganic’ (mineral) economy is
key to the understanding of the dissolution of the Malthusian dynamic.
There is no doubt that economic performance at all times depends on
the way the economy deploys energy and materials. The growing role of
fossil fuels and iron was the defining characteristic of the first Indus-
trial Revolution just as the use of steel and electric power characterised
the second industrial revolution. In both cases this rising consumption
of energy and materials clearly implied that the classical relation of di-
minishing returns to the fixed factor no longer held in its old form. It
also seems plausible, as some economists have argued (Galor and Weil
2000; Galor and Moav 2002; Lucas 2002) that profound changes in de-
mographic behaviour were driven by changes in the desired number of
children. The logic here is based on a growth in the return to human
capital, which makes it more attractive to have fewer children but in-
vest more in their education. The eventual result was a sharp decline in
fertility rates, driving up per capita income. Moreover, classical models
inspired by Malthusian thinking implicitly assumed closed economies.
Land was fixed in these models and they were driven by diminishing re-
turns to the fixed factor. The growing access of the industrialising world
to ‘ghost acreage’ (land and mineral resources located at a considerable
distance from the final consumer, whether in the same political unit or
not) obviated the old models. Countries with rapidly growing population
did not starve — they imported food.

All the same, many of these changes were in their turn driven by
changes in knowledge. We cannot possibly understand the transition to
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a mineral economy without realising the extent to which resources and
knowledge were complementary. The coal that Britain dug out of its land
had been there all along, but only in the seventeenth century was it ap-
plied to a wide variety of industrial uses, and only in the eighteenth
century could it convert its natural form of energy (heat) to kinetic en-
ergy and thus do ‘work’. Locating coal seams, digging it out of the ground
and transporting it to its markets are complex activities. The demographic
changes were similarly driven in part by variables that depended on use-
ful knowledge. The rise in the rate of return to human capital and the ris-
ing effectiveness of contraceptive technology both belong to that cate-
gory. If we are to search for a clue as to what really made the difference,
we should look at what people knew, who knew what was known, how
others had access to it, and how knowledge expanded both in terms
of more being known and in terms of making what was known more
accessible.

The Industrial Revolution, then, was driven by an expansion of tech-
nology or ‘useful knowledge’, in the classic sense formulated by Nobel
prize winner, economist Simon Kuznets. Technology, after all, is the ma-
nipulation of natural regularities and phenomena in the service of our
material well-being. To observe and register such regularities does not
require that they be wholly ‘understood’. But something has to be known.
The most obvious example is the steam engine. Much of the physics that
explained why and how steam power worked the way it did was not estab-
lished until the middle of the nineteenth century and was certainly not
available to Newcomen or Watt. But the idea of an atmospheric device
that converts heat into work did require the notion of an atmosphere
and atmospheric pressure, and the realisation that a vacuum creates the
opportunity of moving a piston with force.!? This is not a plea for tech-
nological determinism. On the contrary, the argument is that technology
itself depended on the existence of a minimum amount of knowledge.
Moreover, how much and what kind of knowledge was generated and
what was done with it was a function of institutions. Technology could
open a door, but it could not force a society to walk through it.

The continuation of technological progress at an accelerating pace in
the nineteenth century depended on a phenomenon that pervaded much
of the western world in the seventeenth and eighteenth centuries and
which, failing a better term, I have termed the Industrial Enlightenment
(Mokyr 2002). What I mean by that is a number of related phenomena,
all of them quite novel (in extent, if not entirely in their essence).

First, the scientific developments of the seventeenth century mark
an important foundation of the Industrial Enlightenment, despite the

12 Similarly, the invention of chlorine bleaching required, at the very least, the knowledge
of the existence of chlorine - discovered in 1774 by a Swedish chemist named Scheele. Of
course, there was still a lot to be learned: Scheele and Berthollet still believed chlorine to
be a compound, and its true nature as an element was shown by Humphry Davy in 1812.
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often-repeated truism that before the 1780s there was little in the actual
knowledge of natural philosophers that was of much direct use to peo-
ple in production. This takes too narrow a view of the achievements of
the great minds from Copernicus to Newton. Beyond their specific dis-
coveries, they basically persuaded themselves and growing portions of
the world around them that nature was ‘rational’ and followed knowable
laws and regularities. Such knowledge should be open and made widely
available (as opposed to more narrow technical knowledge which often
remained private). A penchant for secrecy and privacy had characterised
medieval alchemists, astrologers, botanists, geographers, and so on. This
secrecy made room for a knowledge culture in which publicity and fame
were rewarded and priority conveyed prestige (Eamon 1994).

The Industrial Enlightenment sought to understand why techniques
worked by generalising them, trying to connect them to the formal propo-
sitional knowledge of the time. These would lead to extensions, refine-
ments and improvements, as well as speed up and streamline the process
of invention. This idea eventually penetrated the ‘useful arts’. Important
technical books in fields from mining techniques to botany were increas-
ingly written in the vernacular or translated. The arrangement of topics
either alphabetically (in technical dictionaries and encyclopaedias) or by
topic (in technical manuals and descriptions of arts and crafts) created
‘search engines’ that made knowledge more accessible. A great effort was
made to survey and catalogue artisanal practices out of the dusty confines
of workshops, to determine which techniques were superior and to propa-
gate them. The best-known example is Diderot’s justly famous Encyclopédie,
the epitome of Enlightenment literature, with its thousands of very de-
tailed technical essays and plates (Headrick 2000).* Encyclopaedias were
supplemented by a variety of textbooks, manuals and compilations of
techniques and devices that were (or could be) in use somewhere. In ma-
chinery and in dyeing technology, to pick two examples, comprehensive
treatises tried to catalogue and fully describe every technique known at
the time." Graphical representation and a standardisation of notation
and units of measurement made the transfer of knowledge more effi-
cient. Moreover, access to technical knowledge became in part a market

13 In the Encyclopédie, in his article on ‘arts’, Diderot himself made a strong case for the
‘open-ness’ of technological knowledge, condemning secrecy and confusing terminology,
and pleading for easier access to useful knowledge as a key to sustained progress. He called
for a ‘language of [mechanical] arts’ to facilitate communication and to fix the meaning
of such vague terms as ‘light’, ‘large’ and ‘middling’ to enhance the accuracy of informa-
tion in technological descriptions. The Encyclopédie, inevitably perhaps, only fulfilled these
lofty goals very partially and the articles on technology varied immensely in detail and
emphasis. For a recent summary of the work as a set of technological representations, see
Pannabecker (1998).

14 The redoubtable Andrew Ure published his Dictionary of Arts, Manufactures and Mines in 1839
(an earlier edition, dedicated mostly to chemistry, had appeared in 1821), a dense book
full of technical details of crafts and engineering covering over 1,300 pages of fine prints
and illustrations, which by the fourth edition (1853) had expanded to 2,000 pages.
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phenomenon: over-the-counter knowledge became available from experts
such as civil engineers, coal viewers and other consultants.

Moreover, the ideology and rhetoric of natural philosophy changed.
Aristotelian science had set as its main purpose to ‘understand’ nature.
During the scientific revolution and the eighteenth century the idea that
the purpose and the justification of the search for natural regularities was
to harness and exploit them, as Bacon had argued, kept gaining ground.
In the days of Bacon, the notion that useful knowledge was to be exploited
for material improvement was more hopeful than realistic, and even for
the founders of the Royal Society the idea was in large part a self-serving
device for lobbying rather than a sincere objective. Yet, the Industrial
Revolution eventually proved them right: after 1800, useful knowledge
became the dynamic force that Bacon had hoped for.’

The Industrial Enlightenment was characterised by an attempt to
expand what was known and therefore what would work. For decades,
the role of useful knowledge in the Industrial Revolution has been dom-
inated by long debates about the ‘role of science’ in which minimalists
such as David Landes (1969) and Rupert Hall (1974) debated Musson and
Robinson (1969). It is hard to disagree with Shapin (1996: 140-1) that
‘it appears unlikely that the “high theory” of the Scientific Revolution
had any substantial direct effect on economically useful technology ei-
ther in the seventeenth century or in the eighteenth . . . historians have
had great difficulty in establishing that any of these spheres of tech-
nologically or economically inspired science bore substantial fruits’. Yet
the methods of scientific endeavour spilled over into the technological
sphere: concepts of measurement, quantification and accuracy, which
had never been an important part of the study of nature, gradually in-
creased in importance.’® The precision skills of the clockmaker blended
with the scientific and mathematical rigour of the post-Galileo natural
philosopher were personified in key figures such as Christiaan Huygens,
who perfected the pendulum clock and also sketched the first internal
combustion engine. His assistant, Denis Papin, built the first model of
an atmospheric engine. The ‘ideology of precision’ influenced later key
figures such as James Watt, John Smeaton and John Harrison, whose
contributions to economically significant inventions are not in doubt.
Quantification, measurement and a sense for the orderly arrangement
of information into what we today would call ‘data’ constituted one of
the most precious gifts that science gave to technology (Heilbron 1990;
Headrick 2000).

15 The relation between pre-Lavoisier chemistry and the Industrial Revolution is particu-
larly enlightening, since it was widely believed that ‘chemical philosophy’ would help to
advance agriculture, manufacturing and medicine. Yet in the eighteenth century, this re-
mained, in the words of the leading scholar on the topic, ‘more of a promissory note than
a cashed-in achievement’ (Golinski 1992).

16 The noted historian of science Alexandre Koyré (1968) argued that the scientific revolution
implied a move from a world of ‘more or less’ to one of measurement and precision.

Cambridge Histories Online © Cambridge University Press, 2008

21



22

Joel Mokyr

The intellectual background of the Industrial Revolution is thus more
complex than the ability of natural philosophy to provide direct insights
into the natural regularities and phenomena that could be applied in
a straightforward manner. The unintended spillover of the flourishing
of natural philosophy in the seventeenth century was the creation of
a ‘scientific culture’, as Margaret Jacob (1997, 1998) has called it. The
widespread interest in physics, chemistry, mechanics, botany, geology
and so on created a technical literacy she feels was at the root of the
innovations that made the Industrial Revolution. The Industrial Enlight-
enment spawned figures for whom the economic promise of bridging
between natural philosophy and the practical and mechanical arts was
axiomatic. One thinks of Dr John Roebuck, a physician and iron-monger,
early supporter of James Watt’s improvements to the steam engine, and
inventor of the lead process in the manufacture of sulphuric acid, or of
Joseph Black, the Scottish chemist and friend of James Watt. For progres-
sive industrialists such as pottery maker Josiah Wedgwood, reliance on
scientists (such as his close friends Erasmus Darwin and Joseph Priestley)
was essential (McKendrick 1973). Others, such as Leeds woollen manu-
facturer Benjamin Gott, read French chemistry books applicable to his
dyeing business.

The formal institutional manifestations of this culture are well known.
The many scientific and philosophical societies created contact and inter-
action between the people who knew things and those who were hoping
to apply that knowledge. The Society of Arts, a classic example of an
access-cost reducing institution, was founded in 1754, ‘to embolden en-
terprise, to enlarge science, to refine art, to improve manufacture and
to extend our commerce’. Its activities included an active programme of
awards and prizes for successful inventors: over 6,200 prizes were granted
between 1754 and 1784. Perhaps the epitome of this culture of access and
encouragement was the founding of the Royal Institution in London in
1799, which was meant to disseminate useful knowledge to the public at
large. It was associated with three of the greatest names of the period:
Count Rumford was one of its founders, and Humphry Davy and Michael
Faraday were among its earliest public lecturers. All three shared the
ability to look for laws in nature and think of useful technical applica-
tions of what they knew. Davy’s most famous invention was the ‘miner’s
friend’ (a lamp that reduced the danger of fires in coal mines) but he
also wrote a textbook on agricultural chemistry and discovered that a
tropical plant named catechu was a useful additive to tanning. Rumford,
besides his famous refutation of heat being a ‘substance’, invented a bet-
ter stove, improved the oil lamp, and made the first drip percolator coffee
maker.

Scientific (formal, consensual) knowledge was, however, a small part
of what counted. Most of the knowledge on which continued technolog-
ical expansion rested was far more mundane in nature than the body
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of knowledge which we think of today when we talk of ‘science’. The
popular distinction between ‘science-based’ techniques and ‘empirical’
techniques refers to the degree of formalisation and generality of the
knowledge on which they rest, but this dichotomy seems less than help-
ful for the economic historian examining the early nineteenth century.
Natural regularities may be as ‘unscientific’ as the cataloguing of trade
winds and the apprehension of the rhythmic movements of the tides,
which were harnessed for the techniques of transportation and shipping,
or the relation between crop rotations and agricultural productivity. The
line between ‘science’ and ‘informal useful knowledge’ is arbitrary. Our
modern notions of ‘science’ may look as primitive to some future person
as pre-Copernican astronomy and pre-Lavoisier chemistry do to us. In the
eighteenth century the useful knowledge underlying the new techniques
consisted in large part of practical and artisanal knowledge, based on ex-
periments and experience, trial and error, the collection and cataloguing
of facts and the search for patterns and regularities in them.!”

The systematisation and perfection of these methods delivered far
more to the industrial revolution than formal science. In this respect, the
unsung heroes of the period were the engineers such as John Smeaton,
John Rennie and Richard Trevithick. Smeaton’s approach was pragmatic
and empirical, although he was well versed in theoretical work. He lim-
ited himself to ask questions about ‘how much’ and ‘under which con-
ditions’ without bothering too much about the ‘why’. Yet his approach
presupposed an orderliness and regularity in nature exemplifying the
scientific mentality. Vincenti (1990: 138-40) and Cardwell (1994: 195) at-
tribute to him the development of the method of parameter variation
through experimentation, which is a systematic way of cataloguing what
works and how well. By establishing regularities in the relationships be-
tween relevant variables, even without knowing why these relationships
are true, it can extrapolate outside them to establish optimal perfor-
mance. It may well be, as Cardwell notes, that this type of progress did
not lead to new macroinventions, but the essence of progress is the inter-
play between ‘door-opening’ and ‘gap-filling’ inventions. This work, even

17 An example of how such incomplete knowledge could lead to a new technique was the
much hailed Cort puddling and rolling technique. The technique depended a great deal
on prior knowledge about natural phenomena, even if science properly speaking had very
little to do with it. Cort realised full-well the importance of turning pig iron into wrought
or bar iron by removing what contemporaries thought of as ‘plumbago’ (a term taken
from phlogiston theory and equivalent to a substance we would today call carbon). The
problem was to generate enough heat to keep the molten iron liquid and to prevent it
from crystallising before all the carbon had been removed. Cort knew that reverberating
furnaces using coke generated higher temperatures. He also realised that by rolling the hot
metal between grooved rollers, its composition would become more homogeneous. How
and why he mapped this prior knowledge into his famous invention is not exactly known,
but the fact that so many other ironmasters were following similar tracks indicates that
they were all drawing from a common pool. Cort surely was no scientist: Joseph Black
famously referred to him as ‘a plain Englishman, without Science’.
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more than his inventions, stamps Smeaton without question as one of
the ‘Vital Few’ of the industrial revolution.

Pragmatic and experimental knowledge was at the base of many of
the key inventions of the classical Industrial Revolution. The great in-
ventions in cotton spinning in the early years of the Industrial Revolu-
tion were significant mechanical advances, but it is hard to argue that
they depended on any deep scientific insights or even methodology. If
they had been all there was to the Industrial Revolution, the scepticism
about the role of intellectual factors in economic growth would be well
placed. But what needs to be explained is not so much Arkwright’s and
Crompton’s famous ‘gadgets’ but their continuous improvement beyond
their original breakthrough.

To sum up: accounting for the Industrial Revolution involves an under-
standing of the changes in the culture and technology of useful knowl-
edge that had been in the making since at least the era of Bacon and
Galileo. These changes explain the difference between sustained growth
and ‘just another’ episode that would have tapered off to the stationary
state that most political economists of the period still expected.

Two further examples will illustrate this argument. One is the career
of the engineer Richard Roberts (Hills 2002). Roberts was far from a sci-
entist and never had a scientific education. His invention of the self-actor
in 1825 is a famous episode in the history of technology since it was
triggered by a strike of mule-operatives. Roberts, however, was a universal
mechanical genius with an uncanny ability to access what knowledge was
available and turn it into new techniques that worked. His application of
the concept of binary coding of information embodied in the Jacquard
loom was more immediately useful than the analytical engine of Charles
Babbage (which was based on the same principle): he perfected a multiple
spindle machine, which used a Jacquard-type control mechanism for the
drilling of rivet holes in the wrought iron plates used in the Britannia
tubular bridge (Rosenberg and Vincenti 1978). Despite his lack of formal
education, he was well networked, elected to the famous Manchester Lit-
erary and Philosophical Society in 1823, where he rubbed shoulders with
leading natural philosophers such as John Dalton and William Henry. In
1845 he built an electromagnet which won a prize for the most powerful
of its kind and was placed in the Peel Park museum in Manchester. When
first approached, he responded, characteristically, that he knew nothing
of the theory or practice of electromagnetism, but that he would try and
find out. By this time, if someone wanted to ‘find out’ something, one
could do so readily by talking to an expert, consulting a host of scientific
treatises and periodicals, encyclopaedias and engineering textbooks, as
Roberts no doubt did.

The other example is the early applications of chemistry to industry.
Most of what chemistry could do for the economy had to await the devel-
opment of organic chemistry in the 1830s by von Liebig and Wohler, and
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the breakthroughs in the fertiliser and dye industries in the second half
of the nineteenth century. There were a few famous breakthroughs, of
course, such as Leblanc’s soda-making process (1787), yet before Lavoisier
these all rested on slender or confused chemistry, and without further
breakthroughs would have run into diminishing returns.

The insights provided by the new chemistry, coupled to the economic
importance of mordants, dyes and soap for the growing textile industry,
were such that new work on the topic kept appearing. Among those,
the Art de la teinture by Claude Berthollet (Lavoisier’s most illustrious stu-
dent) appeared in 1791, not many years after he had shown how chlorine
could be turned into an industrial bleaching agent (an idea promptly
appropriated by enterprising Britons, among them James Watt, whose
father-in-law was a bleacher). Berthollet’s book explained dyeing in terms
of chemical affinity and summarised the state of the art for a genera-
tion. He served as director of dyeing at the Manufacture des Gobelins, and
his Statique chimique (1803) ‘was not only the summation of the chemical
thought of the entire eighteenth century . . . but also laid out the prob-
lems that the nineteenth century was to solve’ (Keyser 1990: 237). The
knowledge gathered by chemists and manufacturers formed the basis for
William Partridge’s A Practical Treatise on the Dyeing of Woollen, Cotton and
Silk that appeared in New York in 1823 and for thirty years remained the
standard text ‘in which all the most popular dyes were disclosed . . . like
cookery recipes’ (Garfield 2001: 41). Berthollet’s successor at the Gobelins,
Michel Eugene Chevreul, was interested in lipids, discovered the nature
of fatty acids and isolated such substances as cholesterol, glycerol and
stearic acid. He discovered that fats are combinations of glycerol and fatty
acids, easily separated by saponification (hydrolysis) which immediately
improved the manufacture of soap.!® For some reason, the European con-
tinent seemed better at producing advances in chemistry than Britain;
this seems to have bothered the British not one iota. They simply sent
their chemistry students to study across the channel, or imported the
best chemists to teach in Britain. Here as elsewhere during the Industrial
Revolution, the advances were pan-European.

In chemicals, much as was the case in mechanical devices, the bulk of
the inventions between Berthollet’s pathbreaking bleaching process (1785)
and the discovery of Aniline Mauve by Perkin in 1856 (which set into
motion the synthetic dye industry based on organic chemistry) were rela-
tively small microinventions. However, they rested on ever more chemical
knowledge and thus continued to pour forth, instead of slowly petering
out. Much of this knowledge was gathered by empirical experimentation

18 Clow and Clow in their classic account (1952: 126) assess that his work ‘placed soap-making
on a sure quantitative basis and technics was placed under one of its greatest debts to
chemistry’. His better understanding of fatty substances led to the development of stearic
candles, which he patented in 1825 together with another French chemist, Gay-Lussac. His
work on dyes and the optical nature of colours was also of substantial importance.
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rather than based on coherent theory, and thus to some extent a matter
of good luck, but clearly the growth of chemical knowledge prepared the
fortunate minds of the chemical revolution and thus streamlined the
pragmatic and somewhat randomised ‘search’.

Thus, for instance, the adoption of early gas lighting was hampered by
the ghastly smell caused by sulphur compounds. The pioneers of gas light-
ing, William Murdoch and Samuel Clegg discovered that the introduction
of lime in industrial gas removes the sources of bad odour. Access to the
requisite chemical knowledge proved easier than before: Antoine Four-
croy’s magisterial Systéme des connaissances chimiques (1800) which codified
the new Lavoisier chemistry around the concepts of elements, bases, acids
and salts was widely available in Britain. Similarly, the early post-Lavoisier
chemistry of Gay-Lussac informed the Scottish ironmaster James Neilson
in his invention of the famous hot blast technology which is one of the
most pronounced productivity-enhancing invention of the post 1815 era,
reducing fuel requirements in blast furnaces by a factor of three. It is
hard to see those advances happening in a world without accurate mea-
surement and systematic and informed experimentation. It is perhaps too
strong to argue with Clow and Clow (1952: 355) that ‘Neilson the scien-
tist succeeded where the practical ironmasters failed’ - Neilson had taken
some courses in applied chemistry in his twenties, and was a member of
the Glasgow Philosophical Society, but he was hardly a ‘trained scientist’.

The knowledge revolution meant not only that technological progress
could proceed without hitting a conceptual ceiling. The interaction be-
tween the two was bi-directional, creating positive feedback. Indeed, some
scholars, most notably Derek Price (1984), have argued that the ‘loop’ go-
ing from technology to science was possibly more important than the
traditional mechanism in which science informs technology. New instru-
ments and laboratory techniques undoubtedly helped science immensely.
Moreover, new techniques whose mode of operation was poorly under-
stood created a ‘focusing device’ for scientific work by raising the cu-
riosity and possibly financial hopes of scientifically trained people. The
most celebrated example of such a loop is the connection between steam
power and thermodynamics, exemplified in the well-known tale of Sadi
Carnot’s early formulation, in 1824, of the Second Law of Thermodynam-
ics by watching the difference in fuel economy between a high pres-
sure (Woolf) steam engine and a low pressure one of the Watt type.®
Power technology and classical energy physics developed hand-in-hand,
culminating in the career of the Scottish physicist and engineer William

19 1t is interesting to note that Carnot’s now famous Reflexions sur la puissance motrice du
feu (1824) was initially ignored in France and eventually found its way second hand and
through translation into Britain, where there was considerably more interest in his work
because of the growing demand by builders of gigantic steam engines such as William
Fairbairn in Manchester and Robert Napier in Glasgow for theoretical insights that would
help in making better engines.
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Rankine, whose Manual of the Steam Engine (1859) made thermodynam-
ics accessible to engineers and led to a host of improvements. In steam
power, then, the positive feedback can be clearly traced: the first engines
had emerged in the practical world of skilled blacksmiths, mechanics and
instrument makers with only a minimum of theoretical understanding.
These machines then inspired theorists to come to grips with the natural
regularities at work. These insights were in turn fed back to engineers
to construct more efficient engines. This kind of mutually reinforcing
process can be identified, in a growing number of activities, throughout
the nineteenth century.

CONCLUSIONS

Drawing attention to the intellectual sources of the Industrial Revolution
does not invalidate any of the traditional economic arguments about the
causes of the Industrial Revolution. Relative factor prices and demand
played an important role in directing technological progress in partic-
ular directions. Incentives to inventors such as the hope of securing a
pension or patent royalties motivated ingenious and creative individuals.
Secure property rights were essential for continuing investment in the
capital goods that embodied the new technology. British institutions did
what institutions are supposed to do: they reduced uncertainty. Britain’s
markets were well developed; its infrastructure was rapidly improving.
It provided a healthy environment for would-be entrepreneurs who were
willing to take risks and work hard. By 1688 it was already a wealthy and
sophisticated country by many standards. Yet in 1700 there still was no
way to tell that its wealth and sophistication had the capacity to unleash
a force that would change human life on this planet more than any-
thing since the emergence of Christianity. The Industrial Enlightenment
increased useful knowledge not only at a rate that was faster than ever
before, but at a rate that has been accelerating since.

Britain played a crucial role as spearhead in this movement, and the
effects of Britain’s leadership on its economy and polity dominated the
country until at least 1914. But the global significance of the Industrial
Revolution is much deeper, since it had the capacity to raise living stan-
dards in a wide range of societies. This process had barely taken off by
the time the Industrial Revolution was over, but by 1914 it was unmistak-
able. The full implications of this event are still as mind-boggling today
as they were in 1776.
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INTRODUCTION
-

Most accounts of industrialisation stress the rapid rise of the factory,
of powered technologies, and of large-scale plants and firms.! Indeed the
factory more than anything else has come to symbolise the industrial rev-
olution and dominates popular imagery of the period. However, factories
were slow to spread and uneven in their hold over sectors of manufac-
turing. Their development was a notable feature of the industrialising
economy, and requires explanation, but their rise was limited and ac-
companied by a proliferation of small-scale enterprises, workshops, and
domestic and dispersed forms of manufacturing employing a handful
of workers and using hand tools as much as advanced machinery. Most

11 am grateful to Joel Mokyr and Maxine Berg for detailed comments on an earlier draft
and to the other contributors to the volume for their help and advice.
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concerns remained small and family firms predominated. These were not
just lingering pre-industrial forms but an integral part of the modern in-
dustrial economy.

This chapter analyses the causes and consequences of variation in busi-
ness organisation and structure. Consideration is given to the nature of
products, markets and factor supplies and the interplay between tech-
nological change and organisational adaptation. Particular emphasis is
placed upon the economic, social and cultural contexts in which enter-
prises operated, and which shaped their form and success. Communities,
institutions and business networks, embodying knowledge, skills, ex-
perience and reciprocities, were crucially important in the high-risk,
information-poor environment of the later eighteenth and early nine-
teenth centuries. These social and organisational structures did much to
support varied rather than monolithic forms of enterprise.

The chapter is divided into three main sections. The first covers the
spread of household production for distant markets, paying particular at-
tention to regional and local contexts. The second addresses the develop-
ment of the factory. Both of these sections demonstrate that overarching
theories cannot accommodate the great diversity of forms of manufac-
turing: there was certainly no single or linear path of development in
the emergence of modern industry. The third section provides an expla-
nation of diversity in organisation and structure by emphasising the way
in which adaptation to local circumstances produced different outcomes
whilst imperfect competition and various reactions to high transaction
costs prevented a competitive drift towards a unique industrial form. Late
eighteenth- and early nineteenth-century conditions encouraged differ-
ent, often very localised and sector-specific development pathways based
upon various mechanisms for minimising risk.

PROTO-INDUSTRIALISATION
-

Industrialisation in Europe was preceded by a century or more of marked
expansion of regionally concentrated rural domestic industries, serv-
ing distant markets: cotton, woollen and linen textiles, hosiery, lace, a
range of metalwares and many other goods came to be mass-produced in
this way. Frequently artisans ran small businesses, alongside agriculture,
using family labour, buying their own raw materials and completing a
finished or semi-finished product for sale. More commonly, merchants
distributed raw materials to domestic workers who often worked on just
one process such as spinning or weaving. In this, the putting-out system,
the merchant controlled access to raw materials and to markets and ben-
efited from low overhead costs.

Since the 1970s the growth of household industries in this period has
come under considerable scrutiny: it has been argued that this process
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of ‘proto-industrialisation’ was sufficiently pervasive and dynamic, eco-
nomically, socially and culturally, to have impelled regions, if not whole
economies, forward into the urban machine age (Mendels 1972, 1975,
1980; Kriedte, Medick and Schlumbohm 1981; Cerman and Ogilvie 1996;
for notable earlier work on rural industries in England see Heaton
1920; Wadsworth and Mann 1931; Thirsk 1961; Jones 1968; Mann 1971;
Chambers 1972). The build up of capital and manufacturing skills, labour
supply, marketing knowledge and local infrastructures and institutions
during proto-industrialisation is argued to have paved the way for the
specialised manufacturing regions of the later industrialised economy.

The environment of proto-industry

Early studies stressed the association between rural industries and pas-
toral farming. In the Midlands a major shift from arable to grass occurred
in the eighteenth century, accompanied by enclosure. This generated high
levels of unemployment which were partly soaked up by rural industries
including lace making, hosiery and metalwares (Jones 1968; Rowlands
1989; Carpenter 1994). The Pennine upland areas of both Lancashire and
Yorkshire became the home of linen/cotton and wool cloth making re-
spectively in the seventeenth and eighteenth centuries (Heaton 1920;
Wadsworth and Mann 1931; Sigsworth 1959; Hudson 1986; Walton 1989;
Timmins 1993). But proto-industries were also found in areas which were
not primarily pastoral or upland: woollen manufacture in East Anglia;
linen on the Norfolk/Suffolk border; the silk industry of Essex; knitting
in arable parts of Leicestershire; pillow lace and straw plait industries
of Buckinghamshire, Bedfordshire, Hertfordshire and Huntingdonshire;
cloth making in lowland Lancashire and Yorkshire. The importance of
particular rural settings has been attributed to seasonal complementar-
ity in labour demands between agriculture and industry, particularly in
arable contexts (Mendels 1975). But the seasonality of farming often coin-
cided with the seasonality of manufacture and the division of labour be-
tween agriculture and industry was as likely to be determined by gender-
specific demands for labour as by seasonal factors (Snell 1985; Marshall
1989; Whyte 1989; Sharpe 1994). Much domestic manufacture of con-
sumer goods utilised the underemployed labour and indigenous skills of
females and juveniles (Berg 1987, 1994; Hudson 1995)

Cheap labour was not the only determinant of the location of dis-
persed forms of mass manufacture. Institutional factors were also impor-
tant. Rural industries often flourished where there was little co-operative
agriculture, where freeholders and customary tenants had firm prop-
erty rights, and where partible inheritance (division of land between
surviving male children) led to the fragmentation of holdings (Thirsk
1961: 70-2, 86-8; Zell 1994). Unigeniture (inheritance by one child only)
could also support rural industry by encouraging proletarianisation as
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in north-east Lancashire (Swain 1986). Areas of weak manorialism which
allowed in-migration and the division of land among small cultivators
were favoured sites for putting-out industries as in the Vale of Trent
(Chambers 1963: 428-9) whilst access to common rights, which enabled
squatters to settle, was important in attracting rural metal working to
the north-west Midlands (Hey 1972). Similarly in Derbyshire, lead mining
by small independent producers (free miners) continued only on those
manors where they were able to preserve their common law rights (Wood
1999). In west Yorkshire the putting-out system of worsted manufacture
expanded in the eighteenth century where the ownership of land was dis-
persed, where freehold predominated over copyhold land and where the
process of proletarianisation was advanced. The rural artisan structure of
woollen manufacture, by contrast, endured in more fertile areas where
manorialism had been more entrenched, where there was more control
over landholding and where the predominantly copyhold land was rented
out in plots suitable for the dual occupation of clothier/farmer (Hudson
1986: 57-96; 1991). Framework knitting was earliest developed by inde-
pendent yeomen farmers in Midland villages of middling wealth and
relatively egalitarian social structures but the breakdown of landholding
patterns in Nottinghamshire during the eighteenth century resulted in
the rise of larger landholders and growing numbers of landless squatters.
This, coupled with changes in the market for stockings and the introduc-
tion of silk and cotton mixes, led to the growth of large putting-out con-
cerns and impoverished outworkers. Thus prior histories and established
institutions could influence not only the presence of proto-industry but
also its organisational form and, with this, its potential for growth and
change.

As important as the agrarian and institutional context in determining
the location, form and success of manufacturing was the sort of com-
munities they supported and which enabled them to respond to new
developments whether as a reaction to unemployment or to additional
opportunities for profit. In Staffordshire and parts of south and west
Yorkshire the agrarian environment supported smallholders with some
capital who became rural artisans and whose activities created an atmo-
sphere of common purpose and (to an important degree) mutual sup-
port (Hey 1969, 1972; Frost 1981; Hudson 1983). Elsewhere the context
favoured putting-out systems as in the worsted region of west Yorkshire
but here again the success of merchants depended in large part upon
their integration into local middle-class society and its networks of power,
wealth and influence. It was upon this that they relied for trade con-
tacts, information flow and credit and capital supply (Hudson 1986; Smail
1994).

Different trades adapted to, or were encouraged by, a variety of types of
agricultural context, institutional history and cultural milieu. Thus spe-
cialisation of production was often highly localised. In the West Midlands
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many of the varied products and processes of the metalwares trades were
in concentrated enclaves in both towns and the countryside (Rowlands
1975, 1989; Berg 1990). In south Yorkshire, cutlery, saw, scythe and nail
making clustered in very different contexts (Hey 1972). In Lancashire the
cotton, woollen, linen and silk industries were all important in different
parts of the county, each having a different set of relationships with agri-
culture and landholding and each spawning a distinctive set of networks,
relationships, cultures and practices which contributed to their viability
and growth (Wadsworth and Mann 1931; Walton 1989; Timmins 1993;
Rose 2000). The success of proto-industries in the Birmingham area has
been related to lack of institutional regulation, religious toleration, skill
traditions, artisan mutuality and the socio-economic advantages of ag-
glomeration (Sabel and Zeitlin 1985; Rowlands 1989; Berg 1990, 1994). By
contrast, the relative inflexibility and decline of much of the West Coun-
try woollen industry from the later eighteenth century arose from the
staid culture of large putting-out employers, aggravated by craft-conscious
communities of workers who resisted the introduction of new techniques
and machinery (Wilson 1973; Randall 1989).

Local adaptation to national taxation and welfare policies, in line with
the distinctive social structures and patterns of culture and influence in
different regions, may also have had a significant impact upon early in-
dustrialisation. The harsher nature of poor relief in some of the heart-
lands of industrial expansion by the later eighteenth century may indi-
cate that there were strong cultures of self-reliance and family support
networks in many manufacturing parishes (as well as more work avail-
able) (Smith 1998; King 2000; compare Solar 1995). Light local taxation
was in the interests of the rate-paying manufacturing classes and parsi-
monious relief payments would tend to keep the cost of labour low. The
relatively light burden of land tax in the north of England and systems
of excise collection which encouraged the short-term local investment of
such funds in areas of capital shortage may also have had a significant
effect in promoting economic growth by creating further differentials in
factor endowments and costs (Pressnell 1956; Pollard 1981; Turner and
Mills 1986). Central and local government policies regarding industry and
trade directly influenced the location of manufacturing and even the
markets served. Local magistrates in Nottingham were able to prevent
the London Company of Framework Knitters from limiting entry to the
trade in 1728 and this encouraged the migration of the craft from London
to the East Midlands (Daniels 1920: xxviii-xxix, 3-6; Chapman 1967: 18).
A decisive factor in the growth of fustian manufacture in Lancashire in
the sixteenth and seventeenth centuries was that local employers were
able to take advantage of exemption from the Weavers’ Acts of the 1550s
which restricted the number of apprentices to be employed by master
weavers. The county’s later exemption from the Calico Acts, as applied
to fustians, and the stimulus which these same Acts gave to the export
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of printed cotton cloths from Lancashire are further examples of the
regionally differentiated incidence of national policies.

The sorts of products made and the markets served also affected the
organisation of production and its growth. When worsted manufacture
expanded in Yorkshire it had to compete with established manufactur-
ing in East Anglia and to find its way in difficult, predominantly export,
markets. The long turnover time of capital was a further factor neces-
sitating the presence of substantial putting-out merchants as catalysts
of the trade. The same was the case in the Lancashire cotton industry
(Farnie 1979; Hudson 1986; Rose 2000). In the West Country woollen in-
dustry the mass production of high-quality woollen cloths necessitated a
putting-out system there in contrast to the artisan structure in Yorkshire
which mainly produced lower-grade products (Mann 1971; Wilson 1973).
Elsewhere small masters flourished where products included a high de-
gree of batch or individual variation and served niche markets, both do-
mestic and foreign. Their success was often aided by the development of
co-operative forms of production for certain processes best done in bulk
such as in the scribbling, carding and fulling mills of West Yorkshire,
the public grinding wheels of Sheffield and the co-operative ventures in
centralised processing in the Birmingham hardware trades which sup-
plied brass and copper inputs (Pollard 1959: 54-7; Sabel and Zeitlin 1985;
Hudson 1986: 76-81; Berg 1994: 128).

Rural manufacturing took a great variety of forms which adapted
themselves to local cultures and circumstances. It is impossible to match
these to a crude proto-industrialisation model of linear progression from
artisans to putting-out systems to the factory. Different agrarian histories
and institutional legacies within regions and localities were important
in creating the setting for expanding industrial enterprise. They condi-
tioned the availability of capital and labour, receptiveness or resistance
to change, the nature of individualism or co-operation, bonds of family,
kinship and neighbourhood and the impact of central and local govern-
ment. All of these influenced the form and the success of manufacturing:
history mattered.

Only four out of the ten most prominent proto-industrial areas thrived
in the long term to become the foundations of success in the coal-
based, more mechanised and urbanised economy of nineteenth-century
England: west Yorkshire, south Lancashire, south Yorkshire and the West
Midlands (Coleman 1983). The fate of many former proto-industrial re-
gions such as East Anglia and the Weald of Kent was deindustrialisa-
tion (Coleman 1983; Houston and Snell 1984; Short 1989; Zell 1994;
Sharpe 1994; Hudson 1996). Coalfield locations clearly became more
vital in the new age of steam power and mass-production technologies
but other factors were involved to do with the varied potential for
growth and adaptation of different forms of proto-industrial organisation,
with path dependency and with the broader cultural and institutional
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infrastructure of regions which could either promote or retard devel-
opment beyond proto-industry (Ogilvie 1993; Cerman and Ogilvie 1996;
Leboutte 1996; Hudson 1999). Some proto-industrial areas disappeared
but some whole regions and many pockets of dispersed manufacturing
survived and flourished whilst small-scale units arose in new areas, prov-
ing themselves to be viable, successful and necessary, alongside factories,
throughout and beyond the nineteenth century (Samuel 1977; Sabel and
Zeitlin 1986; Rowlands 1989; Berg 1991a, 1993a; Behagg 1998).

The industrial revolution did not displace proto-industry but rather
‘encompassed, integrated and further developed it’ (Deyon 1996). The in-
stitutional environment of proto-industries not only underpinned the
fortunes of proto-industrial areas in the eighteenth century but also
conditioned the nature and extent of factory and mixed forms in the
nineteenth. Although it has not stood up to empirical testing the proto-
industrialisation thesis has stimulated research which highlights organi-
sational variety and the roots of this in different institutional, social and
cultural as well as economic contexts (Eley 1984; Cerman and Ogilvie
1996). This has had the effect of making historians acutely aware of the
difficulty of separating industrial history from the social and cultural cir-
cumstances in which it is embedded. It has encouraged integrated studies
of manufacturing, agriculture, the socio-cultural and institutional envi-
ronment, demography and family life. (This literature is much more de-
veloped on the continent but for English examples see Wrightson and
Levine 1979; Rollison 1992; Hudson 1986; King 1993; Zell 1994; Sharpe
2002).

Households, families, demographic change and
occupational cultures

The proto-industrial literature has highlighted not only the influence of
culture and institutions upon industrial forms but also the impact of dif-
ferent occupational cultures upon many aspects of personal and social
life. Heaton argued that as it took six people to make a piece of broad-
cloth in the eighteenth century, many west Yorkshire households were of
this size, additional adults being taken on as journeymen or apprentices
within a household where men, women and children worked together
as a production unit, buying raw wool from staplers and selling unfin-
ished cloths at weekly cloth markets in Leeds and elsewhere (Heaton
1920). In the Yorkshire worsted sector whole families were sometimes
involved in textile manufacture but individuals were often employed for
separate processes (females mainly on spinning and men, predominantly,
on weaving or combing) by different employers. It was also very common
for proto-industrial workers in Yorkshire, especially women, to live in
households in which other individuals were engaged in entirely differ-
ent sectors such as agriculture or mining. Similarly in the lace making

Cambridge Histories Online © Cambridge University Press, 2008



Industrial organisation and structure

areas of the Midlands and south-west and in areas which became centres
of straw plaiting in the late eighteenth and early nineteenth centuries,
women were engaged in low-wage, labour-intensive domestic industries
in households in which men were often underemployed or seasonally em-
ployed in agriculture (Sharpe 1994). In the making of nails, chains, nuts,
bolts, files and stirrups in the Black Country, expansion depended upon
the use of female workers and children from the age of 5 or 6 upwards
(Berg 1987). Sometimes, here as in other parts of the country, female and
child workers were subcontracted via the male head of household and
were paid only through him. In other cases women received their wages
independently. These very different structures of household employment
have important implications when one comes to consider the impact of
commercial manufacturing upon such crucial social and demographic
variables as the age of leaving home, the ability to set up new house-
holds, family and household size, living standards, and the status and
independence of women and children.

Analysis of the marked acceleration of population growth in the eigh-
teenth century has recently focused upon regional and local variations
in demographic experience, and their relationship to dominant occu-
pational cultures. Family reconstitution results broadly confirm the ex-
pectation that marriage ages fell, and marriage rates and illegitimacy
rose most noticeably in manufacturing areas (Wrigley et al. 1997, and
chapter 3 below). Proto-industrialisation theory emphasises that areas of
rural industry were likely to become the fastest growing in terms of pop-
ulation because earnings of young people allowed them to leave home
and marry earlier and thus to have larger families (Mendels 1972; Levine
1977). It is argued that industrial earnings gave young people more so-
cial and sexual freedom which may be one cause of the notable rise in
illegitimacy and prenuptial pregnancy in the eighteenth century (Levine
1977, 1987; Seccombe 1992). The existence of expanding rural industry in
a region might also encourage in-migration which would further boost
population increase, whilst institutional obstacles to early marriage such
as formal apprenticeships and live-in farm service were not characteris-
tic of proto-industrial regions. Not all studies have found an association
between proto-industry and high rates of demographic growth, not least
because the earnings of young women could delay marriage by keeping
them in the parental home and by taking away the economic necessity
of marriage. Shifts in nuptiality may also have been less characteristic of
artisan than putting-out communities (Hudson and King 2000).

Research on the demographic transition from the later nineteenth
century (the shift to slower rates of population growth, largely through
family limitation) has done even more to underpin our understand-
ing of distinctive and localised occupational cultures, and their socio-
demographic implications. Szreter has shown that the general trend
towards smaller families was very varied in both timing and speed
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from one locality to another and that these variations bore a strong
relationship to economic specialisation and to the family life and cus-
tomary behaviour associated with distinctive occupations and with their
gender- and age-specific labour demands (Szreter 1996; Garrett et al. 2001).
Death rates also varied markedly in relation to regional and local indus-
trial concentrations, further adding to distinctive industrial/demographic
patterns (Woods 2000: 203-381).

The social and agrarian character of regions where commercial indus-
try grew shaped the structure and nature of emergent manufacturing, as
we have seen. But industrial intensification, and the development of fac-
tories and coalfield sites, related urbanisation and migration flows, and
the great geographical concentrations of shipbuilding and iron and steel,
made industrial localities even more distinctive as the nineteenth century
progressed (Pollard 1981; Langton 1984; Langton and Morris 1986; Hudson
1989). The regional and local concentration of particular sectors of indus-
try was accompanied by distinctive patterns of gender- and age-specific
employment, of work culture, and of home and family life which in-
fluenced household structure, demographic experience, living standards
and a host of other social, cultural and political networks and institu-
tions. Such regional differences, which extended from skill transmission
to social and political identity, voting behaviour and trade union mem-
bership, were important in influencing regional industry and commerce,
and they lasted long after the material foundations of such regional pat-
terns began to disappear in the twentieth century (Savage 1987; Southall
1988; Hudson 1989; Massey 1995).

THE RISE OF THE FACTORY

If we define a factory as a place where workers and equipment are concen-
trated, where work is supervised and monitored and where there is usu-
ally some application of powered machinery, we can agree that a growing
proportion of output in many sectors, and especially in textiles, came to
be factory-produced in Britain during the nineteenth century. In addi-
tion, the numbers of workers employed in shipbuilding, blast furnaces
and major building works, none of which was suited to small-scale or
domestic operations, multiplied. Thus a growing proportion of industrial
workers (approaching the majority by the second half of the nineteenth
century) worked alongside masses of their fellows in a hierarchically or-
ganised, closely supervised environment.

By 1835 there were 1,330 woollen mills, 1,245 cotton factories, 345 flax
mills and 238 silk mills at work in the UK (Jenkins 1973: 26—46). Some
of the major textile establishments employed several hundred workers in
the 1840s and 1850s but these were exceptions. In 1851 the average num-
ber of workers in woollen mills was fifty-nine, in worsted mills 170 and in
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cotton mills 167 (Clapham 1926: 196; Fong 1930; Gattrell 1977; Rose 2000).
But in each case the median firm was much smaller - nearer to half these
numbers of employees - suggesting that the majority of firms were small
and that a large range of firm sizes co-existed. Only a tenth of cotton firms
employed more than 100 workers in 1841 and very few employed more
than 150. Many used second-hand plant, shared power and premises and
relied on water rather than steam power (Gattrell 1977: 97; Lloyd Jones
and Le Roux 1980: 75) A similar variety of sizes characterised iron work-
ing. The Scottish Carron works employed 200 as early as 1814 but at this
time the average Scottish foundry had twenty workers and the average
English foundry few more. Overcapacity following the Napoleonic Wars
led to major restructuring and the concentration of almost half of the na-
tional output in South Wales. Here the giant Cyfarthfa and Dowlais iron-
works both employed around 5,000 men by 1830 (John 1950) but there
were also many firms with under fifty workers. In 1851 there were 677
engineering firms but two thirds had under ten employees and only four-
teen had more than 350. However the largest textile engineering firm,
Platts of Oldham, employed 7,000 by 1875, again indicating the coex-
istence of a huge range of very different concerns (Crouzet 1985: 35,
249-50). As late as 1871 the average manufacturing establishment had
fewer than twenty employees and many industrial workers remained self-
employed, working in twos and threes (Mokyr 2002).

Why the large integrated factory did not triumph

The growth of factories in all industrialising countries was accompanied
by an upsurge in the number and variety of smaller-scale units, and
a notable continuation of self-employment. Home working and putting
out (predominantly employing women and juveniles) remained promi-
nent in manufacturing in the second half of the nineteenth century and
beyond, especially in the urban sweated trades of tailoring, stationery
and small (particularly seasonal) fancy goods manufacture (Samuel 1977;
Schmiechen 1984; Schwarz 1992; August 1994). There was certainly a drift
towards placing production under one roof, promoted in many industries
by the adoption of water and steam powered technologies which some-
times required a minimum size of building and/or a particular location.
But the shift to factory production was slow and uneven, and remained
partial. The inexorable benefits of scale and scope, identified by Chandler
as the key to explaining the development of large business plant and firm
size in industrialised economies, were only a small part of the story, more
applicable to the American than to European economies (Chandler 1990;
Casson and Rose 1997: 1). In many contexts there were in fact few advan-
tages of scale and scope, and most sectors, as we have seen, had a vast
range of firm and plant sizes, the majority very small. Factory labour was
often more expensive and more difficult to recruit than underemployed
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outworkers. Thus many manufacturers continued to engage in domestic
alongside factory production: labour and overhead costs were cheaper
and domestic workers could easily be laid off in depressions or multi-
plied quickly if conditions improved. In an era of market volatility and
uncertainty the benefits of scale were not always present and the dangers
of size were great. Circumstances were ever changing and a balance of
investment between different technologies, equipment and labour supply
was often the wisest policy (Gattrell 1977: 107-8; Hudson 1986). Gattrell
has shown that there was no optimal factor composition (labour to capi-
tal ratio) even in the cotton industry (in 1841), a fact which was probably
true of many other sectors (Gattrell 1977: 107). Size-related labour-saving
opportunities in cotton were probably negligible before the innovation
of Roberts’s self-acting mule in the 1830s, whilst in the 1840s and 1850s
weaving technologies improved and many small separate powered weav-
ing factories were established. This kept the average size of plant low in
cotton in the period and the first generations of factory owners continued
to be of very modest means (Gattrell 1977; Honeyman 1982; Crouzet 1985;
Rose 2000: 65). The steep rise in yarn exports in the 1830s and 1840s in
both cotton and worsteds also served to check further vertical integration
between spinning and weaving establishements and the growing average
size of plant which might have resulted.

Early factory entrepreneurs faced the relatively new challenge of
sinking large amounts of capital, including fixed capital, into business
and of making effective accounting calculations about costs and prices
which would allow for depreciation and the phasing of investments.
Entrepreneurs lacked the computational skills and accountancy tools
needed to measure such variables with accuracy and it is therefore
unlikely that large firms took best advantage of scale economies even
where they could be found (Gattrell 1977; Hudson 1986). The challenge
proved too much for many and often ended in bankruptcy. The threat
of bankruptcy was magnified by the large amount of circulating capital
required by bigger concerns, especially if they were involved in vertical
integration which involved marketing or controlling raw material sup-
plies (Sigsworth 1959; Hoppit 1986; Hudson 1986; Chapman 1979a). For
these reasons most sectors and businesses comprised mixes of large and
smaller concerns, factories and various forms of outwork. This spread
risks for entrepreneurs and also made them less vulnerable to threats
from organised labour.

Small-scale workshop forms also proliferated because of the wide-
spread practice of external subcontracting, frequently associated with
factories. In west Yorkshire labour-intensive cloth mending was almost
always subcontracted in the nineteenth century, as were many sorts of
specialised finishing, whilst gun manufacture in the Birmingham area
remained the province of small masters who relied extensively upon out-
work (Timmins 1967: 387-93; Behagg 1998). The subcontracting of work to
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smaller firms also characterised much of the brass, copper and iron trades
(Hamilton 1926: chs. 3, 10, 12; Allen 1929: ch. 5). Subcontracting lowered
the fixed capital requirements and the risks for entrepreneurs. A further
factor encouraging small-scale units was technology. Early steam engines
were expensive and unreliable whilst domestic and workshop industries
often proved remarkably receptive to small but productive technological
innovations and adaptations. The spinning jenny was first introduced in
the 1760s as a hand powered machine that fitted into workers’ homes and
remained in use there for decades. Many forms of intermediate technol-
ogy, such as the stamp and press, used in the Birmingham button and
pin industries, were equally at home in domestic and workshop premises
as in factory environments. Silk weavers worked at home in the 1840s
and 1850s with a steam engine at the end of the street (Jones 1987: 77).
Furthermore, organised labour sometimes blocked or delayed those forms
of technical change which threatened older ways of working and living as-
sociated with smaller-scale concerns. In the late 1770s, riots in Lancashire
slowed the adoption of jennies of more than twenty-four spindles (which
could be accommodated in the home) and machine wrecking in Yorkshire
significantly slowed innovation of the gig mill and shear frame in cloth
finishing which was feared to signal the death knell of the skilled work-
shop trade. The threat to established, more flexible and more independent
working, and the association of factories with the workhouse, were major
reasons why factory employers often found it difficult to recruit workers
(Wadsworth and Mann 1931: 496-502; Thompson 1963; Pollard 1965).

Finally, the factory did not replace other forms of production either
rapidly or completely because factory production just did not suit many
trades, particularly those dependent upon short-batch production, volatil-
ity in fashion, and/or requiring a great deal of specialist workmanship, in-
dividual tailoring or ornamentation (Allen 1929; Sabel and Zeitlin 1985).
This was also true in certain coarse trades where the products were of
low quality and required little supervision. And where there was no ob-
vious technological or organisational advantage of factories over work-
shops, large numbers of small producers could tip the balance in their
own favour by co-operating to create an innovative and dynamic environ-
ment. The small masters of the Sheffield and Birmingham metal trades,
for example, flourished because they were flexible in the face of market
changes and because collectively they encouraged new work methods and
new designs. Regionally based institutions encouraged firms to compete
through product and process innovation rather than through price and
wage cuts (Sabel and Zeitlin 1985; Berg 1991a).

The existence of specialist traders and intermediaries is also impor-
tant in understanding variation in industrial structure, particularly over
time. The industrial revolution was marked by the emergence of sig-
nificant numbers of merchant-manufacturers in the industrial regions.
Manufacturers extended into merchanting and merchants extended their
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finance and entrepreneurial involvement backwards into manufacturing
(Chapman 1979b; Price 1980; Hudson 1986; Rose 2000). Some of the
biggest concerns, like the Drinkwaters, Dales, Gregs, Fosters, Salts and
Gotts in textiles, for example, established integrated concerns with capi-
tal in a combination of factories, transport, banking, mining and estate
development as well as directly importing raw materials and exporting
cloth. But after the commercial crisis of 1826 this began to change as
specialist firms came to control trade and the manufacturers themselves
withdrew. The big acceptance houses of London and Liverpool dominated
overseas trade by the 1830s and 1840s and most of the manufacturers
and merchants of the major industrial centres, Manchester, Birmingham,
Sheffield and west Yorkshire, came to depend upon them and upon the
credit which they advanced (see chapter 6 below). This left most industri-
alists free to concentrate on production and militated against the growth
of giant vertically integrated firms.

The factory debate

There has been much debate about the rise of the factory (well sum-
marised in Jones (1994) and developed much further by Geraghty (2002)).
Traditionally, historians stressed that the ability to employ powered ma-
chinery gave factories superiority over dispersed manufacture and ac-
counted for their proliferation (Ashton 1996; Mantoux 1961; Heaton 1965;
Mathias 1983; Landes 1986; Clark 1994; Langlois 1999). New machine tech-
nologies are argued to have placed a minimum on the efficient scale of
plant, and adoption of the factory became essential in order to benefit
from economies of scale and from indivisible new technologies such as
the steam engine (Landes 1986: 615; von Tunzelmann 1995). Others (espe-
cially Marglin 1974) have argued that factories were introduced primarily
to ensure control over the labour process and thus to secure greater out-
put and profit for capitalists from their workers. In this view the existence
of factories stimulated the adoption of powered machinery not the other
way round.

As dispersed industries spread over wider geographical areas and as
competition intensified in many trades, the costs and penalties of trying
to supervise domestic workers rose. It was difficult for entrepreneurs to
ensure uniform quality of output and hard to work to deadlines without
controlling workers’ time. Embezzlement of raw materials also became a
more important problem in putting-out systems as competition intensi-
fied and profit margins were squeezed. Many establishments of the late
eighteenth century did not employ technologies vastly superior to do-
mestic industry but simply gathered workers under one roof in order
to operate more efficiently. Often this appears to have been associated
with control over the time input and the quality of labour. For example,
following a strike by Macclesfield silk workers in 1815 over a reduction
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in piece rates, manufacturers established hand factories and paid signif-
icantly lower rates of pay (Jones 1987: 78-80). Benjamin Gott’s factory in
Leeds housed only handworkers for twenty-five years in order to bring the
labour under stricter control and Peter Stubs of Warrington gathered file
makers under one roof initially with no change in technology (Crump
1931: 24-5, 31; Ashton 1939). Hand factories had a long history before as
well as during the industrial revolution. Jenny factories and large hand-
loom shops were as common in the late eighteenth century as powered
premises (Crouzet 1985: 32; Clapham 1926: 53-5, 59; Jones 1994: 43). The
large cotton mills of the Peels, the Oldknows and the Gregs all started out
as hand factories. Such establishments have parallels in the information
age. An apocryphal example is the call centre, which has no technological
justification but which enables employers to enforce a highly disciplined
labour regime (Westall 1997).

Recently the idea that factories multiplied because they were organisa-
tionally superior has been examined with greater analytical rigour. Incor-
porating different processes and smooth product flow in a hierarchically
organised plant lowered the transaction costs associated with dispersal
and allowed manufacturers to respond more effectively to changes in de-
mand (O. Williamson 1980, 1985, 1989, following Coase 1937). In a variant
of this, Szostak argued that increases in the efficiency of transport and
reductions in transport costs in the late eighteenth century favoured fac-
tories. Transport improvements stimulated shifts in consumer demand
and marketing policies which made quality and output control in the
workplace more vital (Szostak 1989). But if the costs of transport had
unequivocally favoured factories by the late eighteenth century, it be-
comes difficult to explain why so much scattered workshop and domestic
production expanded alongside the factory long after that date, proving
flexible and receptive to shifts in consumer demand (Jones 1994: 55-6).
This was particularly so with the production of goods with a low value
to weight ratio as these were much less affected by transport costs, for
example ribbons, lace, hosiery, hats and gloves. Williamson’s broader ar-
gument can also be criticised for exaggerating the transaction cost and ef-
ficiency gains of factory organisation over putting-out systems. The eleven
efficiency criteria which he explores concerning product flow, incentive
structures, the better use of skills, co-ordination and leadership are very
difficult to quantify (Jones 1994), and such efficiencies were also possible
in linked but dispersed forms of enterprise. Furthermore, embezzlement
and shirking continued to be a problem in factories, and capital tied up
in stock was often high because factory owners had to produce whatever
the state of the market or see their capital lying idle.

Mokyr has argued that what determines the optimal scale and loca-
tion of production units is the relative costs of moving people, goods and
information (Mokyr 2002). These are in turn influenced by technological
change, product mix and the sort of knowledge needed for production to
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take place most efficiently. During the century or so after the industrial
revolution it became much cheaper and easier to move people and goods,
whilst many production technologies favoured large units of production.
Where raw materials or equipment were expensive or complex, factory
discipline and continuous adaptation of knowledge and skills became
more important to ensure consistent effort and quality of output, to min-
imise pilfering and to ensure that workers took good care of the equip-
ment (Lazear 1986; Mokyr 2002). Only close supervision and time rates
rather than piece rates provided an appropriate incentive structure for
labour in these circumstances, particularly where it was difficult to disen-
tangle individual contributions to output because workers were part of a
team. In many nineteenth-century factories such as the large cotton spin-
ning mills (especially those using water frames), and in some flax spin-
ning, iron manufacturing and glass making establishments, close super-
vision was essential because production could be slowed by any individ-
ual worker who was not pulling her weight (Alchian and Demsetz 1972;
North 1981). Thus in Mokyr’s view the rise of the factory was linked to
changing technology, but only indirectly: ‘organisational and technolog-
ical forces created interaction effects that increased the total advantage
of the factory by more than just the sum of the individual components’
(Mokyr 2002: 134). This may explain why the early centralisation of hand
weaving by the Gregs of Styal in 1784 was phased out after a short time,
not to be reintroduced until mechanisation in the 1830s which proba-
bly raised the gains to supervision. Geraghty has further developed this
‘complementarity thesis’ by stressing that the introduction of machinery
typically increased transaction costs and agency problems associated with
ensuring output quality and volume as well as good asset maintenance.
This increased the need for more intensive supervision and new incentive
structures based largely upon the time rates, fines and bonuses which we
associate with factory regimes (Geraghty 2002).

The variety of factory forms of enterprise

Deterministic accounts of the way in which the transition to time rates
and close supervision within factories was associated with the introduc-
tion of new technologies during the industrial revolution can be over-
played. In practice many variations occurred in hiring arrangements,
payment systems, supervision in the workplace and incentive structures
within and between factories, and these make general arguments diffi-
cult to sustain. One important variant in the transition to factories, which
highlights the weakness of relying solely upon transaction costs reason-
ing, was the provision of shelter, space, light and power to small concerns
in return for a rental income. In these environments, common in wool
textile weaving, machinery was leased to artisans who worked on their
own account (on just one process) and at hours chosen by them. In west
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Yorkshire it remained common for individual weavers and small weaving
concerns to rent room and power in a mill until well into the nineteenth
century whilst Kidderminster carpet weavers worked in this way, on hand-
looms, as late as the 1860s. Similar arrangements often occurred with in-
ternal subcontracting whereby different divisions within a factory were
worked by independent agents who employed and disciplined their own
labour. In the giant Winlaton works of Abraham Crowley, for example,
there was a complex of forges, mills, furnaces, workshops and warehouses
each of which operated as a separate business. The engineering works
of Boulton and Watt in the 1770s was organised in a series of shops
each carrying out one process and separately employing workers on piece
rates. Teams of steam engine fitters were later contracted internally in a
similar way (Roll 1930; Tann 1977). The idiosyncratic power of cotton
mule spinners in England has also been viewed as resulting from inter-
nal subcontracting: a head spinner, on piece rates, in turn employed and
supervised his own assistants, paying time rates. The strength of organ-
ised labour in mule spinning exacted this arrangement (Lazonick 1991:
77-100, 124-8; Huberman 1996: 53-6). Thus, whilst internal subcontract-
ing was rife and the integrated benefits of scale were equivocal, Marshall’s
view that ‘a large factory is only several smaller factories under one roof’
(Marshall 1921: 281) rings substantially true. Such could be argued for
many branches of the textile industry, including cotton, at least before
the 1870s (Gattrell 1977: 108).

Biernacki has recently emphasised that the nature of factory regimes
varied considerably between countries. Woollen weavers in Germany were
paid time rates in a classical way, but in many British textile areas weavers
continued to be paid by the piece on a sliding scale to take account of the
quality and density of the cloth. Workers arriving late were simply locked
out and denied access to ‘their’ looms. German owners and workers had
long viewed employment as involving close command over the person
and capacities of the labourer. British owners and workers in the textile
sector, on the other hand, saw employment rather as the appropriation
of the products of labour: the buying and selling of labour embodied in
commodities. These divergent definitions were reflected in language (the
German Arbeitskrafte compared with English labour) and led to differences
in the definition of wages, the rights of employment, factory discipline
and even the design of factory buildings. Such international contrasts
arose from deep-rooted differences in cultural understandings of labour
(Biernacki 1995). There were also significant differences in conceptions
of work, payment structures, factory discipline and factory architecture
from one industrial sector and region to another within each national
context. The architecture of spinning factories for example, which oper-
ated time rates almost exclusively, involved serried rows of machinery
with observational platforms for overlookers, whilst weaving establish-
ments generally did not. Pottery and glass making factories are easily
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distinguished architecturally from textile plant, not just as a result of
technological determinants but because of the nature of factory labour,
payment systems and product flow. It thus seems wise to incorporate ver-
nacular understandings of labour and labour discipline in analysing the
transition to a variety of factory regimes.

Contemporaries appear to have distinguished between manufactories
which merely brought labour under one roof and mills which contained
power driven machinery (Berg 1994: 144). But in practice hand working in
factories could be accompanied by little supervision or by much hierar-
chical ordering, time and work discipline and division of labour. Likewise
powered plants were not always dominated by standard hierarchical or
sophisticated systems of labour discipline. They often included internal
subcontracting to independent groups or might contain a multitude of
independent small concerns or artisans renting room, power and/or ma-
chinery whilst retaining a large degree of work autonomy. It is also the
case that size could involve managerial diseconomies: a fact which con-
cerned contemporaries. Marshall stressed the importance of small propri-
etorships with little bureaucracy: ‘The master’s eye is everywhere; there
is no shirking by his foremen or workmen, no divided responsibility,
no sending half understood messages backwards and forwards from one
department to another’ (Marshall 1890: 237). Furthermore, the master
and servant legislation could effectively be used by small employers and
putting-out merchants to bolster long contracts and bonds of service. It
was possible to manipulate credit and wage payments to secure subordi-
nation and hard work without bringing labour into a factory (Berg 1985:
280-2; 1994: 147).

These facts caution against a monocausal explanation for the rise of
the factory. The lure of increasing returns to scale, the solution to asym-
metric information difficulties, agency problems and high transaction
costs and, finally, the benefit of the division of knowledge and labour all
probably played a significant part, their relative weights differing between
sectors and over time. Technological imperatives were clearly important
but they were not the sole cause. Once technology is regarded as only
a partial determinant of plant or firm size it becomes easier to explain
the coexistence of a variety of manufacturing structures in terms of rela-
tive organisational demands and efficiencies and of different economic,
social and cultural contexts and legacies. That the latter were important
is illustrated by differences in the character of firms and plant in the
Lancashire cotton industry. Small masters using water frames and later
throstles predominated in Rochdale, a result of the earlier tradition of
woollen manufacture in the town, whilst the persistence of handloom
weaving in north-east Lancashire has been associated with the long tradi-
tion of craft-organised handwork in the area (Swain 1986; Timmins 1993).
The concentrated persistence of small-scale jenny workshops in Wigan
arose partly because there were better opportunities for men in mining
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but there was also a machine making tradition focused on the jenny and
local demand for sail cloths and sacking for which jenny-spun yarns were
suitable (Rose 2000: 36-7). Oldham and Bolton both concentrated upon
spinning in 1811, using the mule, but their products and firm sizes var-
ied. Oldham had generally small firms set up by men who had previously
been involved in hatting or fustian weaving, and produced coarse yarns.
Bolton produced finer yarns in much larger establishments financed by
men who had made some wealth in the town’s pre-factory concentration
on muslin manufacture (Honeyman 1982: 87-114). Similar variations oc-
curred between towns in most industrial regions even though they were
only a few miles apart.

Labour, skills and collective innovation

The factory debate has been accompanied by discussion of the conditions
which favour the most efficient utilisation of skills and knowledge, as well
as labour power, and which support the most innovation in products and
processes. Developing arguments first emphasised by Adam Smith (1776)
and, later, by Charles Babbage (1835), Mokyr has stressed the greater spe-
cialisation and division of labour which the factory allowed compared
with smaller units of production, particularly the household. In a pe-
riod of substantial technological change, more and more knowledge was
necessary to operate best-practice techniques and state of the art tech-
nologies: efficient production came to require more experience than a
single household could possess. The knowledge transmitted from parent
to child and from master to apprentice worked efficiently when technolo-
gies were relatively straightforward and where they did not alter much
between the generations. In the later eighteenth century this changed
so that large firms and factories became the primary locus of such skill
transmission: factories were thus a substitute for incomplete markets in
technical knowledge (Becker and Murphy 1992; Saviotti 1996; Nooteboom
2000; Mokyr 2002). But this argument ignores the complementary role
of occupational cultures and industrial communities in sustaining and
transmitting knowledge between as well as within manufacturing units
of various sizes. Reciprocities and networks based on artisan commu-
nities could provide a similar function to the factory in terms of knowl-
edge, innovation and the transmission of skills. There are many examples
of artisans and small firms working in close collaboration, exchanging
knowledge through informal co-operation and collectively forming insti-
tutions for mutual aid and technical education. Such communities often
had the edge over larger firms and/or factories, particularly where flexi-
ble specialisation was required (Piore and Sabel 1984; Sabel and Zeitlin
1985). It may have been the case that free riders and defectors were more
prevalent in such communities of small firms than with factory organ-
isation. It was virtually impossible to keep technological secrets in an
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artisan or putting-out context. But this could be a strength as much
as a weakness. Rapid innovation often occurred through collective and
co-operative forms of invention in environments where knowledge was
freely available.

Innovations were vital, from the introduction of new production tech-
nologies and ways of organising, employing and paying labour to inno-
vations in design, products, salesmanship and marketing. Continuous
adaptation was very important in both technological and organisation
innovation and this was stimulated by on-the-job responses to problems
and opportunities rather than by managerial training, formal science,
patents or secrecy. Large firms and plants had no necessary advantage in
this process. Such incremental innovations were usually not novel in the
legal sense and therefore not patentable: they were a by-product of day-
to-day operations where the processes of invention and innovation were
fused (see chapter 5 below). Even in sectors like textiles, steam turbines
and civil engineering, characterised by significant and patented macro-
inventions, smaller innovations which turned the major inventions into
workable and efficient machines for use in a variety of regional and
local contexts played a key role. These were often promoted by collective
effort and a culture of sharing between communities of entrepreneurs
or artisans, rather than by secrecy. Technical experts in many fields
often released data to consolidate their reputations and this frequently
developed into a professional ethos of disclosure and the sharing of ex-
periences (MacLeod 1988).

It would have been costly to keep incremental technical changes secret,
and in fact there was often a relatively free exchange of information
between firms during the industrial revolution about everything from
markets and fashion to new techniques and plant design. The frequently
close geographical proximity of firms and of specialised suppliers of tools,
machinery and equipment was conducive to the transfer of knowledge
about mechanical improvements. In west Yorkshire, for example, there
was a continuous circulation of textile manufacturers and engineering
workers: in each others’ premises, at markets, trading, chasing debts,
socialising, all of which provided opportunities to learn and to borrow
ideas (Cookson 1997). Firms could often gain from releasing information
because they would share in the success of the entire sector, community
or region. Larger blast furnaces in Cleveland in the 1870s, for example,
increased the value of local ore deposits, which were owned by the manu-
facturers, as well as giving considerable advantage to iron firms located in
the region. The increasing height of blast furnaces in the mid-nineteenth
century was a response to freely available technical information about
the fuel consumption and performance of different sizes of furnace and
with different sorts of ores. The technology of capping the blast furnace
so that waste gases could be used for fuel was also collectively invented
(Allen 1983). Spreading the costs and risks amongst firms yielded high
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rates of incremental improvements in many industries. The thermody-
namic efficiency of the Cornish pumping engine, for example, occurred
after the expiry of Watt’s patent in 1800 because an environment of com-
petitive firms favoured publication of detailed information of all new
installations suited to local needs. The ‘cost book system’ whereby min-
ing rights were leased to overlapping groups of shareholders meant that
the mine adventurers had most interest in the aggregate profitability of
the district rather than of individual firms. By pooling accumulated expe-
rience and experimenting with a variety of different approaches, techni-
cal change proceeded apace, doubling the efficiency of pumping engines
between 1821 and 1844, without being trapped in just one optimum con-
figuration (Nuvolari 2001). Collective inventions and innovations tended
to be biased in responding to factor prices in the region or locality over
which the collective information and effort was spread. Indeed inter-
regional competitiveness between firms in the same industry was one
of the sparks to collective invention. Significant rates of technological
advance occurred in this way particularly where there was a multitude
of small firms involved (who could not afford independent research and
development facilities) and as long as there was a high rate of capital
formation (which reduced the costs of experimenting) (Allen 1983).
Alfred Marshall emphasised the importance to innovation of such en-
vironments and industrial clustering in the later nineteenth century:

so great are the advantages which people following the same skilled trade get
from near neighbourhood to one another. The mysteries of the trade become
no mysteries; but are as it were in the air, and children learn many of them
unconsciously. Good work is rightly appreciated, inventions and improvements
in machinery, in processes and the general organisation of the business have
their merits promptly discussed: if one man starts a new idea, it is taken up
by others and combined with suggestions of their own; and thus it becomes a
source of further new ideas. (Marshall 1890: 225)

EVOLUTION, ADAPTATION, RISK AND TRUST
-

It is a truism that firms and businesses which are most suited to their
environment generally proliferate compared with those that lack certain
elements, but there is nothing deterministic about the process and no
unique solution emerges. This is partly because there are localised so-
cial and cultural elements in the environment which complicate and
vary the responses to market conditions. But pluralism also exists be-
cause of poor market information and undeveloped skills of manage-
ment and accounting, and also because of lock-in (path dependency) and
conservatism in the face of environmental change. Furthermore, in an
environment which is constantly changing, there are no unique criteria
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for success: survival and success do not depend upon optimal design or
optimal management because the goal posts are constantly moving. This
was particularly the case in our period; thus the optimising characteris-
tics of particular structures were almost always local and myopic (Penrose
1959; Hodgson 1993; Nelson 1995).

The rival strengths of small firms and plants vis-a-vis large are also
determined by the life-cycles of firms and products and by the nature
of innovation. Product innovation and process innovation were both a
marked feature of the eighteenth and nineteenth centuries (Berg 2002).
Process innovation is closely related to firm size; product innovation is
not. The presence of many firms can result in rapid product innovation,
but as profitable firms grow and invest more in process innovation, entry
barriers rise. Shake-out arises from bankruptcies which occur because
of rivalry between firms who increasingly compete on the basis of cost.
At this point, new smaller firms enter to extend and to sophisticate the
product range, keeping the business structure varied. Evolutionary the-
ory, with its stress upon adaptation to varied and changing environments,
helps to explain the creation and maintenance of plurality in business
organisation, especially in a highly volatile business climate. It suggests
that a plural rather than a monolithic structure is one best placed to
accommodate growth and change (Penrose 1959; Hodgson 1993).

The business environment and family firms

To explore the varied paths and patterns of industrial development it is
necessary to consider further the character of the business environment
of the time: it was rapidly changing, unstable, high risk and information
poor. Trust was at a premium and institutions as well as social and cul-
tural relationships and practices which promoted trust, reliability and
predictability were vital. This often gave a premium to evolutionary and
incremental rather than revolutionary and radical changes in technolo-
gies and business forms.

The nature and efficiency of information flows and transport meant
that markets were highly imperfect, especially at interregional and inter-
national levels. In an age which was only starting to appreciate the infor-
mation revolution of print culture, an expanding national and provincial
press and improved transport and postal services, tapping into the sorts
of networks and contacts through which reliable business knowledge
was acquired, filtered and processed was of vital importance. Business
operators were always dependent upon their networks and contacts in
order to use as well as to acquire commercially important knowledge.
The boundaries of the firm were necessarily fluid, and transaction costs
and informational asymmetries could be reduced by activity as much
outside the firm as within it (Casson 1991: 169-70; 1993: 30-54).

Given the problems of information flow, delays caused by transport
difficulties, bankruptcies of trading partners and the constant threat
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of uninsurable losses, almost all business activity was uncertain and
few risks were measurable. Uncertainty abounded in business dealings
between investors and industrialists, between trading partners, and be-
tween principals and agents in various management and subcontracting
arrangements. Public controls against fraud were weak and it was dif-
ficult to use the law to enforce accountability in business dealings. In
a climate of unlimited liability and ubiquitous credit, confidence and
trust were pivotal: the vital ingredients in business success. In large
measure these were secured by a predominance of face-to-face and per-
sonalised transactions through networks of families and friends, and by
trade and information centred upon clearly defined, often localised, and
self-conscious business communities. Such networks were also important
in long-distance trade. Use of a trusted partner or family connection in
the metropolis or in an overseas port was frequently vital in securing
commercial intelligence and in reducing risks and costs (Heaton 1920;
Hudson 1986; Chapman 1992; Farnie 1997; Smail 1999; Rose 2000).

In the eighteenth century, with some notable exceptions in foreign
trade, mining and ship owning (all of which needed large investments),
the typical concern was small and individual entrepreneurs or small
common law partnerships predominated. Family firms proliferated be-
cause manufacturers and traders preferred the lower risks of family,
kinship and community connections to those with outsiders. Amongst
other things, this allowed a great deal of scope for female entrepreneur-
ship. After several decades in which historians have assumed that busi-
ness women generally withdrew to the household and domesticity in the
Victorian age (if not earlier) the key role of women in a large number
of capacities and trades and in the networks which surrounded them is
starting to be recognised (Berg 1993c; Barker 1997; compare Pinchbeck
1969 [1930]; Davidoff and Hall 1987). Family networks reduced the costs
of commercial transactions, helped to minimise the risk of free riding
and cheating and provided access to finance, and commercial and tech-
nological knowledge (Casson 1997). Thus family firms, once argued to
have been symptomatic of Britain’s incomplete industrialisation and rel-
ative failure in the later nineteenth century, can be seen to have been a
dynamic, flexible and rational response to the needs of Britain, the pio-
neer industrialiser, in the economic circumstances of the time (compare
Chandler 1990; Lazonick 1991 with Jones and Rose 1993: 1-16; Church
1993: 17-43).

Business networks and industrial agglomeration

The family was a major foundation of business networks during the indus-
trial revolution and beyond, but other networks operated alongside the
family to cement the trust and personal loyalty essential to commercial
success. Religion was often very important, and is one reason why noncon-
formists, Quakers in particular, were very prominent amongst successful
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business families. They had a common moral outlook and set of beliefs,
cemented by friendships and intermarriage, centred around the social
life of the chapel or meeting house (Briggs 1963: 204; Seed 1982, 1986;
Prior and Kirby 1993; Ashton 1996: 14-15). This provided the foundation
for business dealings and the extension of credit and loans within the
group. Such networks made it easier to raise capital and to reduce in-
ternal borrowing costs. Commercial news and technological information
were, in the same way, often shared across a web of friends and acquain-
tances. Other networks which transcended religion and family can be
seen operating in the growing industrial towns of the period. From the
1830s and 1840s the new entrepreneurial classes came to dominate the
municipal administrations, charities, and social and cultural lives of most
industrial cities (Briggs 1963; Hennock 1973; Morris 1990). Participation
in local government or charities and civic duties raised the profile and
respectability of businessmen whilst creating opportunities for regular
meetings and ceremonies which enhanced the integration and legitimacy
of local commercial elites (Trainor 1993: 246-7). Good character, reliabil-
ity and personal integrity were demonstrated through cultural patronage
and membership of clubs and societies. These eroded internal differences
and created a radius of trust cemented by appropriate displays of hospital-
ity, sober personal behaviour, dress sense, self-presentation and language,
and by fitting combinations of restraint and innovation in domestic con-
sumption (Hudson 1986; Seed 1986; Morris 1993; Trainor 1993; Fukuyama
1995: 154).

Shared values and attitudes, and shared knowledge as well as skills,
were reinforced by an array of institutions and informal arrangements.
Churches and chapels were joined by literary and philosophical societies,
chambers of commerce, employers’ associations, friendly societies, char-
ities, the governing bodies of schools and hospitals. Whether the main
function of an institution was religious, economic or social, it fulfilled
similar functions in relation to business networks and information flows
amongst established business families. The Lunar Society in Birmingham
provided a vital meeting point for men of business and science (Uglow
2002a), whilst the Manchester Royal Exchange acted as ‘a coffee house,
a news room and a trading floor’ (Seed 1982: 4, 85-6) centralising the
supply of information both private and public and providing a conge-
nial place for the conduct of business (Farnie 1979: 97-8). Here, and in
the Manchester Literary and Philosophical Society, the dominant circle
of Unitarian businessmen, the Phillipses, Potters and Gregs, conducted
their social and commercial lives as one (Gattrell 1982: 25; Seed 1986:
25-46). The leading business families throughout the Lancashire cotton
area came primarily from nonconformist groups, their families bonded
through intermarriage. The regular social interaction which family rela-
tionships and a common religion spawned increased the levels of trust in
business dealings and formed the basis for an array of interlocking family
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partnerships, reduced transaction costs and improved information flows
without the need for formal integration. The Lees and the Armitages of
Salford and the Boltons and Kershaws of Stockport and Manchester were
linked by marriage in the second half of the nineteenth century. Similar
family ties can be traced in Bolton and in Blackburn and Darwen, where
family networks spread across cotton, engineering and iron-making over
several generations (Joyce 1980: 12-19; Howe 1984: 6-15, 77; Rose 2000:
74-5). In west Yorkshire, family connections in the textile manufacturing
districts were similarly active and underpinned the personal knowledge
of creditworthiness, respectability and reputation which were the key
to acceptability and to gaining the most from the local business envi-
ronment (Hudson 1986; Morris 1990; Caunce 1997a). The Birmingham
business elites also operated in cliques in which religious affiliation, in-
termarriage and involvement in municipal enterprise were key elements
(Briggs 1963) endorsed by rivalries with their counterparts in family net-
works of the nearby Black Country (Trainor 1993).

The role of such networks in stimulating collective diversification and
hence local and regional economic development across a broad front was
also important. Close links between businessmen across a range of inter-
locking partnerships have been identified in Leeds, Liverpool, Manchester
and the West of England between 1776 and 1824 (Pearson and Richardson
2001). These relationships bridged political and religious divisions, being
cemented by residential stability over generations, and by intermarriage.
On the basis of relationships initiated in the fire insurance sector, busi-
nessmen collectively shifted into joint-stock canal investment and banks,
dock, water, gas, retail and property companies. They created institutions
and conventions to increase mutual trust and co-operation. These were
embodied in deeds of partnership and in the constitutions of joint-stock
companies, which received no formal recognition at law and needed such
conventions and mutual trust to operate. In Liverpool groups of business-
men drew bills on each other, sold shares in ships, bought each others’
property and invested together in cloth mills, sugar refineries, theatres
and turnpikes. They invested money in ventures only where fellow in-
vestors were known personally, where they were deemed respectable and
reliable and where there was additional security provided by the formal
and informal codes of their associations (Pearson 1991: 413; 1993;
Pearson and Richardson 2001: 669). The source of such knowledge, in-
stitutions and mutual trust lay in the clearly defined regional business
community.

Industrialisation was accompanied by increasing regional specialisa-
tion and the concentration of whole sectors of manufacturing into one
or a small number of key locations (Langton 1984; Hudson 1989). In con-
sidering the variety of forms of business enterprise, technological change
and the role of business networks in the eighteenth and early nineteenth
centuries, recognition of the regional context is vital. Industrialisation
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endorsed existing spatial differences in economy and society by making
regions more functionally distinct. Dominant specialised sectors spawned
regional transport, finance and service infrastructures, concentrations of
specialist suppliers, traders, bankers, insurers and other services as well
as institutional forms and overlapping familial, social, religious politi-
cal and economic networks which did much to create the character and
energy of the industrialisation process. The critical mass of interacting
families and firms created significant external economies, and local re-
serves of knowledge, skills and commercial intelligence from which in-
dividual entrepreneurs could benefit (Pollard 1981; Hudson 1986, 1989;
Rose 2000: 58-98). Specialised, regionally concentrated mercantile institu-
tions could significantly reduce transaction costs in the purchase of raw
materials and the sale of finished or semi-finished goods, facilitating the
finance and operation of a range of types and sizes of business (Hudson
1986).

The advantage of geographical concentration of industry has tradi-
tionally been associated with the way in which certain locations gener-
ated physical and economic benefits via product specialisation, and ver-
tical or horizontal integration, but the processes of institution building
amongst employers, workers and families are now seen as the key ele-
ment in understanding the vitality of industrial agglomerations. Employ-
ers, for example, depended upon regional co-operation to control such
matters as unreasonable credit practices and embezzlement by workers
and to curtail the role of labour activists. Collective activities and col-
lusive arrangements of all kinds were widespread. There were regional
and trans-regional trade associations and pricing agreements in a broad
range of industries including tobacco, insurance, brewing, pins and pa-
per. Interfirm co-operation and collective action aimed at reducing risks
and cutting information and labour costs made industry more work-
able and more profitable without the need for formal business integra-
tion. Meanwhile, workers developed strong occupational cultures from
regional organisations, trade unions, friendly societies and social net-
works, whilst family links at all levels could generate the reciprocities
and mutual aid vital to stability in an uncertain and volatile business
climate. One must not exaggerate the degree of harmony in industrial
districts. Co-operation often existed alongside cut-throat competition, in-
dustrial espionage and bitter law suits. There was friction, jealousy and
secrecy. Wedgwood, for example, did not co-operate with the commu-
nity of Staffordshire potters and jealously guarded his designs against
ubiquitous copiers (McKendrick 1961). However, industrial regions in the
eighteenth and early nineteenth centuries, as today, did provide extensive
institutional support which could encourage innovation and risk taking,
stability and efficient management; social consensus, common purpose
and high levels of interfirm collaboration; local skill transmission, the
circulation of ideas, trust, reciprocities and the presence of a common
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discourse (Grabher 1993; Granovetter 1985; Hirst and Zeitlin 1991; Storper
1993).

Capital and credit

The ‘market’ for capital and credit in the period illustrates the practical
operation and importance of institutions and networks, particularly in
regional settings. This was a social market based largely upon face-to-
face relationships, personal knowledge, reputation, esteem and trust, all
of which were aided by conventions and common understandings and
by accepted, often ritualised, modes of self-presentation, hospitality and
communication. Manufacturing and commerce were expanding amongst
individuals who were often distanced (geographically and socially) from
the old concentrations of landed, rentier and mercantile wealth. Firms
thus had to rely upon the formal and informal networks which arose
in the expanding industrial regions. Attorneys were key figures in the
eighteenth century, able to put borrowers in touch with lenders through
the personal contacts and information that they acquired in their re-
gional legal work (Anderson 1969a). Private banks in industrial areas in
the later eighteenth century were developed as an adjunct to manufac-
turing or commerce, and their activities in bill discounting and lending
were underpinned by the social and business networks from which they
had grown. The levels of trust which these networks encouraged signifi-
cantly reduced the transaction costs of bill discounting but the close ties
between local industry, commerce and banking also increased financial
interdependency and the danger of local collapse (Hudson 1986; Hoppit
1987).

Joint stock banks which developed in the industrial regions after 1826
similarly reflected and served the business groups from which they arose.
There was some ‘blind’ investment, but more typically access to both at-
torneys and bankers throughout the period depended upon being known
and respected in the social and business circles in which industrialists
moved. The formal and informal elements of the capital market over-
lapped. The lending activity of both private and early joint-stock banks
was highly dependent upon personal recommendation. Indeed, the part-
ners and shareholders themselves, their families and their immediate
business clients were frequently the most favoured borrowers (Collins and
Hudson 1979; Hudson 1986; Collins 1991; Newton 1996). Banks in prin-
ciple avoided long-term commitments to industrialists but many short-
term loans became longer term by default and banks often held title
deeds to industrial premises as collateral for such investments (Hudson
1986). Start-up and longer-term investment funds generally came from
taking on extra partners in family firms, from loans from close friends
or kin and from the mortgage of land. In west Yorkshire dense, often re-
ciprocal, patterns of land mortgage were common, suggesting that these
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were determined by social as well as by economic considerations (Hudson
1986: 96-104).

Credit was vital and ubiquitous. Manufacturers were caught in a web
of credit in which their personal contacts and reputation played a key
role. They could fall victim to its pressures or they could manipulate it
to their advantage. Sometimes they were able to buy raw materials, and
pay labour, on long credits whilst selling final products for immediate
returns. This could mean that much of the turnover time of the produc-
tion process was effectively financed by merchants, banks and discount
houses. West Yorkshire clothiers bought wool on long credits and sold for
cash or short bills in the cloth halls. This made it easier for small firms to
operate alongside the giants who were involved with direct trade. There
was always a trade-off between credit and costs or prices, so a juggling act
was necessary, but in general the long open credits which characterised
the period to the 1830s and 1840s worked to keep entry thresholds for
manufacturers low and created a credit matrix generally favourable to
small concerns who were well integrated in the local business commu-
nity (Hudson 1986; Rose 2000).

Most buying and selling was done on trust involving credit, without
legally binding instruments or money changing hands. Debts arising from
commerce were handled as book debts and were unsecured either by
mortgage or by a bond with a third party. If debts were bad enough,
suing for bankruptcy was possible, but it was difficult, expensive and
rarely yielded enough to justify the risks (Hoppit 1986; Marriner 1986).
Similarly the system of credit using bills of exchange (in which several
parties endorsed a paper instrument) depended upon regional and na-
tional networks of trust and commercial knowledge because there was no
legally enforceable way of guaranteeing payment. In eighteenth-century
Lancashire this network underpinned the growth of the fustian and cot-
ton trades (Ashton 1954; Hoppit 1986: 91-2) and it was just as vital in west
Yorkshire. Such structures could not have worked without widespread
recognition that the firms and institutions of the regional financial and
business community were highly interdependent. A chain of bankrupt-
cies could occur from just one weak link, and banks and businesses of-
ten bailed each other out in the short term to avoid greater region-wide
calamities (Hudson 1986; Hunt 1996). Credit systems were volatile and it
only took a few to be demanding repayment or drawing in their credit
for the whole structure to come under immense strain (Hoppit 1986b;
Johnson 1993; Muldrew 1998).

There long remained a tension between economic rationality in credit
dealings and the use of credit as an instrument of friendship or mutual
support within communities (Fontaine 2001). Credit created bonds of mu-
tual dependence vertically and horizontally and acted as a force binding
localities and regions together (Hudson and King 1996; Muldrew 1998).
People were involved in tangled webs of economic dependency based only
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on each other’s word, or the word of third parties. The high degree of trust
required by such a system was both acquired and maintained through
neighbourly relations. These took many forms, including participation
in church or chapel, and being active within local government, charities
and civic good works. It also meant observing certain habits and rituals
of manner and conversation, keeping a well-ordered domestic environ-
ment, being able to entertain clients in appropriate ways (Hudson 1986;
Hunt 1996). The first to be hit in a crisis were often those latest estab-
lished in the business community, even though they were not in deepest
debt. Being able to tap into the bonds of credit and mutuality involved
not just familial and social contacts but also local knowledge of how
things were done in business and in social life. This came from familiar-
ity, habit and routine, and assimilation for new entrants could be slow
and difficult. Old hands were protected by their creditors because they
were more deeply embedded in the mutuality of their business environ-
ment (Hudson 1986; Muldrew 1998). Merchants often waited a year or
more for payment for goods and services. This was the price of retaining
the goodwill of clients and maintaining good working relationships with
other local traders (Mackelworth 1999).

The growing anonymity of longer-distance trade created institutional
responses to the additional uncertainties generated where face-to-face
trading was impracticable and where principal agent problems could be
costly. Trust between anonymous trading partners was aided by symbolic
and ritualistic forms of communication. The phraseology and polite con-
ventions of commercial correspondence and the increasing use of the
ideal of honour and personal reputation in business correspondence illus-
trate the importance of a common language of reputation and morality
in bolstering trading confidence (Smail 2001). Creditworthiness gradually
came to depend more upon formal commercial intelligence, estimates of
future profitability, the capital of an enterprise or the collateral involved.
But such a shift did not occur overnight, and personal contacts, habit,
trust, reputation and reciprocity remained the keys to success in the later
nineteenth century and beyond.

CONCLUSION

Social and familial networks were engaged to underpin economic ex-
change in the uncertain, high-risk, information-poor business environ-
ment of the industrial revolution. Institutions evolved to promote trust,
to reduce risks and to minimise transactions costs and agency problems.
The rise of larger centralised concerns had technological and organisa-
tional imperatives but these were varied and seldom overriding. Factories
were only one way of reducing transaction costs and agency problems
and of ensuring the efficient production of goods for a variety of market
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needs. Technologies and institutions encouraging small-scale undertak-
ings also proliferated. A pluralistic business structure, the prevalence of
private family firms of generally very modest size and a complex variety
of plant size, created considerable flexibility and adaptiveness in the face
of changes in the market and business climate. It was the workshop as
much as the factory, and families and communities as much as heroic
entrepreneurs and inventors, that created the dynamism of industriali-
sation in Britain.
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THE SETTING

Although large for an island, Britain does not rank among the bigger
countries of western Europe. The land surface of the island is 230,000
square kilometres: that of France, the largest west European country, is
552,000 square kilometres; Spain is almost as large as France (505,000
square kilometres), while Germany (357,000 square kilometres) and Italy
(301,000 square kilometres) are also substantially larger than Britain. If,
for purposes of comparison, western Europe is taken to consist of the area
now comprising the Scandinavian countries, Poland, Slovakia, Hungary,
the Czech Republic, Austria, Switzerland, Italy, Germany, the Nether-
lands, Belgium, France, Britain, Ireland and the Iberian peninsula, then
Britain occupies only 5.7 per cent of the land surface of western Europe.
In the early modern period the British population did not greatly exceed
the total to be expected from its proportionate share of the land surface of
western Europe. For example, in 1680 the population of Britain was about
6.5 million, or 7.6 per cent of the west European total of about 86 million.!

! There are comparatively good data on the size of the English population from 1541 on-
wards. In 1681 the total was 5.1 million (Wrigley et al. 1997: tab. A9.1, 614-15). The Welsh
population, was assumed to bear the same relationship to that of England as was the case
when the 1801 census was taken: Wales, including Monmouth, was then 6.6 per cent of
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Yet in 1840 the British share had risen to 10.5 per cent (18.5 million out
of a total of 177 million). By 1860 the comparable totals were 23.1 and
197 million and the British percentage had reached 11.7, an increase of al-
most 60 per cent compared with the situation 180 years earlier. Since 1860
there has been a further rise in the British share of the west European
total, but it has been much slower and more modest. In 1990 the popu-
lation of Britain was 56 million, 13.1 per cent of the west European total
of 429 million.? The ‘long’ eighteenth century, therefore, was a period of
striking change in the relative demographic size of Britain within Europe.

In the later seventeenth century the population of Britain was static
in number; fertility and mortality were in balance. In the early decades
of the nineteenth century the population was increasing more rapidly
than at any earlier or later period. Before considering the changes which
brought about this dramatic acceleration in the growth rate, however,
it is of interest to take note of a possibility which would place the long
eighteenth century in a different perspective.

Although the impact of the Black Death was both massive and
widespread, it appears to have been universally the case that by the later
sixteenth century populations had more than recovered their medieval
peaks to judge from the estimates presented by McEvedy and Jones (1978).
This remained true a century later, even in countries, like Germany,
which suffered huge losses in the middle decades of the seventeenth
century. According to McEvedy and Jones, Britain conformed to the same
pattern: they suggest a pre-Black Death maximum of between 3.75 and
4.00 million for England and Wales and 0.5 million for Scotland, totals
which in both cases were matched by 1550 and exceeded by 1600 (McEvedy
and Jones 1978: 43, 47). But more recent work suggests a different picture,
at least as far as England is concerned. After a critical survey both of the
available empirical data and of the views of leading scholars, Smith con-
cluded ‘that the English population total prior to 1310 is very unlikely to
have been less than 5.0 million and most probably exceeded 6.0 million’
(R. M. Smith 1991: 49; but see also Campbell 2000: 399-410 for the view
that 4.25 million was the probable maximum).

the total for England and Wales. The Scottish population total was taken as 1.1 million
(Flinn 1977: 241-2). Houston suggests a figure of 1.23 million in 1691 (Houston 1996: 119).
The west European total was arrived at by combining the estimates for each of the con-
stituent countries given by McEvedy and Jones (1978: 53, 57, 63, 65, 69, 75, 85, 87, 89, 93,
101, 103, 107).

2 For the data relating to 1840 and 1860 see Mitchell 1981: tab. B1, 29-37. In order to estimate
totals for Hungary, Austria and Czechoslovakia (i.e. the Czech Republic and Slovakia com-
bined) in 1840 and 1860, it was assumed that the rate of growth in each of these countries
was the same as the overall rate of growth in Cisleithenia and Transleithenia. The totals
for each of the three countries in 1910 were reduced in the ratio of the 1840 and 1860
combined totals for Cis- and Transleithenia to their combined total in 1910. For Poland it
was assumed that the country as a whole grew at the same rate as Russian Poland, for
which an estimate can be derived by a similar exercise (Mitchell 1981: 36, nn. 46 and 47).
For the 1990 calculation see Maddison 2001: tab. Ala, 183; the population of Northern
Ireland was taken as 1.6 m. at that date.
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As Smith pointed out, a figure as high as 6 million for England would
imply that the medieval peak was not exceeded until the middle of the
eighteenth century. It is therefore possible that England was unusual,
even unique, in having failed to recover the population level of the early
fourteenth century before the long eighteenth century. If this was the
case, at least a part of the exceptional spurt which followed might be
regarded as the restoring of an earlier position rather than a novel phe-
nomenon, and the key explicandum would be the failure of the British
population to recover the losses experienced during the Black Death and
its aftermath for more than a quarter of a millennium (R. M. Smith 2002).
If, for argument’s sake, the population of Britain is taken to have been
6 million in the early fourteenth century, and the estimates for other west
European countries made by McEvedy and Jones are taken as broadly ac-
curate, then the British share of the west European total in c. 1310 was
9.0 per cent, a much higher figure than in 1680 and only modestly smaller
than in 1840.2 Of course, it may be that further reassessment of medieval
peak populations in other countries will produce upward revisions else-
where and so restore the pattern to be found in the estimates of McEvedy
and Jones.

Two other preliminary remarks are needed. First, the system of
Anglican registration of baptisms, burials and marriages instituted in
England in 1538 has made it possible to reconstruct English demographic
history from the mid-sixteenth century in fair detail. Neither Wales nor
Scotland possesses sources which permit their demographic history to
be reconstructed with comparable precision. The discussion which fol-
lows, therefore, will be based almost exclusively on English history. It
is possible, though not demonstrable, that events in Wales and Scotland
followed a broadly similar course to that in England. Scottish population,
for example, probably grew at much the same pace as the English in the
later eighteenth century, but when good data are first available regional
differences were pronounced in Scotland and it may well be true that in
earlier periods also regional contrasts were more pronounced north of
the border than south of it.* Second, a number of topics of much inter-
est and importance will be touched on only briefly or obliquely, notably
migration, both internal and external. Such topics are neglected solely
because constraints of space impose selection; they are no less worthy of
attention than the topics which are treated at length.

During the second half of the seventeenth century the intrinsic growth
rate (IGR) in England was very close to zero (—0.023 per cent per annum:
Wrigley et al. 1997: tab. A9.1, 614-15). It reached a peak of 1.75 per cent
per annum in the quinquennium 1821-6, and during the first quarter

3 The west European total in the early fourteenth century calculated in this fashion is 67
million (McEvedy and Jones 1978: 53, 57, 63, 65, 69, 75, 85, 87, 89, 93, 101, 103, 107).

4 The county data on nuptiality and marital fertility in the nineteenth century illustrate
this point (Teitelbaum 1984: tab. 5A.2, 113 and tab. 6.4b, 129); or for regional contrasts in
illegitimacy (Leneman and Mitchison 1987).
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of the nineteenth century averaged 1.62. The IGR measures the rate at
which a population will rise or fall, given the persistence of current fertil-
ity and mortality rates long enough to ensure that any transient features
related to initial age structure have disappeared. The IGR may therefore
be regarded as a truer measure of the rate of increase than a rate ex-
pressed, say, as the difference between the crude birth and death rates,
or derived from successive census counts. The extent of the contrast be-
tween the demography of the English population in the late seventeenth
century and in the early nineteenth century is striking. A stable popula-
tion® experiencing the IGR of the period 1651-1700 would fall by about
2 per cent in the course of a century: a stable population experiencing
the IGR of the period 1801-25 would grow fivefold in a century. Far higher
IGRs became common in Third World countries in the second half of the
twentieth century, but the level attained in England towards the end of
the long eighteenth century was most exceptional in the pre-industrial
world, except in countries of new settlement with abundant supplies of
fertile land, such as the settlers in colonial North America enjoyed. Such
a rapid rate of growth would normally soon have produced widespread
misery, given the constraints upon productive capacity experienced by
all organic economies. It is a vivid testimony to the remarkable gains in
productive capacity taking place in parallel with the population increase
in England that, rather than falling, living standards rose substantially.

THE COMPONENTS OF POPULATION GROWTH

In conducting the 1801 census Rickman made the enterprising decision to
require each parish minister to make returns of the totals of baptisms,
burials and marriages in his parish for selected years throughout the
whole period of Anglican parochial registration. This provided for the
first time a basis for estimating population totals over the preceding
quarter millennium, though for a long time it proved impossible to avoid
circularity of reasoning in attempting to convert these data into author-
itative estimates of population size or measures of fertility and mortal-
ity. Hence Flinn’s dismissal of work based on parish register material
(Flinn 1970: 20). Nevertheless, from Rickman’s own first estimates until
the present day there has been unanimity that there was rapid growth
in the eighteenth century. Nor have estimates of the absolute size of the
population in this period changed greatly. Rickman himself, Finlaison,

5 A stable population is one which is closed to migration and in which the prevailing levels
of fertility and mortality have been maintained sufficiently long for any transient features
to have disappeared. As a result, although the population may be increasing or decreasing
in size, its age structure will be unchanging and the age patterns of fertility and mortality
will be constant (the special case in which fertility and mortality are equal is termed a
stationary population). A stable population is never encountered in reality, of course, but
is a most helpful analytical concept.
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Farr, Brownlee, Griffith and Ohlin, writing at intervals over a period of
150 years from 1801 to 1955, differed only modestly in their estimates
(Wrigley and Schofield 1989: app. 5, 563-87).

Recent decades have seen both the development of new techniques of
analysis and the construction of new data series. Figure 3.1 shows the
estimates of total population for the period 1681to 1841 produced by the
application of the technique of generalised inverse projection to national
totals of births and deaths derived until 1837 from aggregated baptism
and burial totals taken from the registers of 404 Anglican parishes, and
thereafter from the Registrar-General’s returns of births and deaths. The
raw totals drawn from Anglican registers were extensively modified to
take account of deficiencies in the original data; of the problems associ-
ated with the unrepresentative character of the sample of parishes; and of
the presence of rising numbers of nonconformists. Further modifications
were made to take advantage of the information contained in the early
censuses and of the findings of family reconstitution studies, before the
resulting totals were inflated by a multiple intended to produce national
estimates from the sample data (Wrigley and Schofield 1989: chs. 3-5).6
The figure plots the data both naturally and logarithmically: the latter
enables changes in the rate of growth to be appreciated more easily.

6 These totals were in turn modified slightly after the analysis of data from a total of twenty-
six family reconstitution exercises had suggested that some of the assumptions made earlier
could be improved (Wrigley et al. 1997: 520-31).
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Agreement among those working on English population history in
the eighteenth century did not extend beyond population totals and the
phasing of population growth. There was no lasting consensus over the
related question of the relative importance of changes in mortality and
fertility in bringing about the growth which occurred. The dominant
view until the later decades of the twentieth century was that falling
mortality accounted for the bulk of the change. Griffith, for example,
wrote in 1926: ‘As the primary cause of the increase in the population in
this period, therefore, we are confronted by a remarkable decrease in the
death rate, which must be the main cause, backed up by a birth rate at a
level distinctly above the death rate and rising steadily, except for 1760,
from 1710 to 1790’ (Griffith 1926: 42). A belief that mortality change was
the key variable was sustained also by the example of Sweden. Sundbérg’s
work had made available detailed and authoritative information about
Swedish population characteristics from the mid-eighteenth century on-
wards (Sundbdrg 1907). The acceleration in the rate of growth of the
Swedish population in the nineteenth century was almost exclusively a
function of reduced mortality: fertility remained relatively high and in-
variant for many decades after death rates had begun to decline. In the
absence of equally secure data for other countries, it was natural to sup-
pose that this was the normal pattern. The prevailing view began to be
questioned in the 1950s, initially by Habakkuk, but then in quick succes-
sion also by Ohlin and Krause, but the issue was impossible to resolve
with certainty for lack of an appropriate technique for deriving detailed
and dependable estimates of fertility and mortality from parish register
data (Habakkuk 1953; Ohlin 1955; Krause 1958).

The basic difficulty is easily described but proved hard to overcome.
Most standard measures of fertility and mortality require knowledge of
the size of the population at risk and of the incidence of a particular type
of event. To gain insight into marital fertility by constructing age-specific
marital fertility rates, for example, it is necessary to obtain information
about, say, the number of married women aged 25-9 and the number of
children born to women in this age group in a defined period of time,
and to secure similar data for all the other child-bearing age groups.
The census normally provides information of the first type, vital registra-
tion information of the second. In England parish registers, since they
record baptisms, marriages and burials, are capable of providing the close
equivalent of vital registration from their inception in 1538, but the first
census was not taken until 1801. Although the church, because of its
interest in establishing the number of Anglican communicants and the
scale of dissent, and the state, in order to raise taxes more efficiently or to
assess the number of men capable of bearing arms, sometimes collected
information which can be exploited to provide approximate estimates of
population totals, there is no data source before the nineteenth-century
censuses which routinely yields tolerably accurate estimates of numbers
at risk to complement the information which the parish registers can
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provide about totals of events. This is true of estimates of overall popu-
lation totals, and true a fortiori of subdivisions of the population, such
as totals by five-year age groups. This appeared to represent an impasse
which was beyond resolution. It seemed impossible to determine such
questions as the relative importance of fertility and mortality in causing
the surge in population growth in the long eighteenth century, except
by making assumptions which, in effect, preordained the answers.

The situation was transformed by two advances in technique, each of
which makes it possible to secure detailed demographic measures from
vital registration alone. These were family reconstitution and generalised
inverse projection (GIP). The first was deployed to great effect by French
scholars in the 1950s and 1960s, though it had been foreshadowed ear-
lier in Scandinavia, and has subsequently been widely employed wher-
ever suitable parish registers exist (Edin 1915; Hyrenius 1942; Henry 1956;
Gautier and Henry 1958; see also Terrisse 1975). The second stemmed from
the pioneering work of Lee in 1974 but was greatly extended, refined and
generalised by Oeppen (Lee 1974; Oeppen 1993a, 1993b). Family reconsti-
tution, as the name suggests, is genealogical in nature but focuses on a
whole community rather than on a lineage. It produces reliable results
only when the nominal record linkage procedures employed are rigor-
ous, and when the periods of time during which a family can be taken
to be ‘in observation’ for a given type of demographic measurement are
defined in such a way as to eliminate bias from the result. It was Henry’s
achievement in providing appropriate rules for defining periods of ob-
servation which transformed family reconstitution into a major research
tool (Fleury and Henry 1956).

Whereas family reconstitution is based on linking records, GIP de-
pends on counting them. The heavy labour still involved in the former,
even though many of the operations involved have been computerised,
has meant that only small populations can be tackled, characteristically
consisting of a single parish or small group of parishes. GIP, in contrast,
needs only annual totals of births and deaths preceding an accurate cen-
sus, and it is no more onerous to process annual totals numbering hun-
dreds of thousands than totals numbering hundreds only. Space does not
permit a detailed description of either technique, nor of the tests needed
to establish the suitability of a given data source. Both techniques may, in
certain circumstances, give rise to bias or distortion in the hands of the
unwary, but since the issues involved are complex and have been discus-
sed extensively elsewhere, it is otiose to rehearse them in this chapter.”

Table 3.1 and Figure 3.2 provide an overview of population change
during the long eighteenth century. They display the results produced
by the application of GIP to annual totals of births and deaths. Table 3.1
provides population totals at five-year intervals and estimates of crude

7 In relation to aggregative methods see Wrigley and Schofield 1989: xiii-xxx; Goldstone 1986;

Henry and Blanchet 1983; Lee 1985; Mokyr 1983. In relation to family reconstitution see
Razzell 1993 and 1994; Ruggles 1992; Wrigley 1994 and 1997; Rogers 1988; Desjardins 1995.
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Table 3.1 Quinquennial demographic data: population totals, fertility and mortality data, intrinsic

growth rates and dependency ratio

Year Pop. (000s) CBR CDR CMR GRR € IGR DR

1681 5109 30.32 32.14 7.91 2.03 31.27 —0.26 642
1686 5036 31.87 28.56 717 2.23 35.93 0.47 644
1691 5094 30.05 28.06 6.61 2.16 36.35 0.42 678
1696 5118 31.25 26.67 7.70 2.27 38.06 0.71 711
1701 5211 32.06 26.39 7.72 2.34 38.47 0.83 740
1706 5334 28.48 25.67 7.05 2.07 38.50 0.45 754
1711 5382 29.47 26.77 8.03 2.09 36.89 0.34 741
1716 5428 31.65 2791 8.21 2.19 35.75 0.38 716
1721 5503 32.80 28.21 9.01 2.22 35.49 0.39 676
1726 5602 31.16 36.99 9.00 2.05 25.34 —0.95 689
1731 5414 35.13 27.46 9.16 2.30 36.34 0.58 647
1736 5599 33.79 28.47 7.99 2.28 35.26 0.46 671
1741 5723 31.71 28.78 8.15 2.18 34.27 0.24 689
1746 5782 32.68 27.02 8.11 2.30 36.47 0.62 723
1751 5922 32.97 24.61 8.05 2.37 39.77 0.99 714
1756 6149 31.87 25.82 8.50 2.27 38.12 0.75 727
1761 6310 33.48 28.29 8.88 2.34 35.37 0.61 749
1766 6449 33.88 27.69 8.79 2.33 36.19 0.68 754
1771 6623 34.90 25.47 8.48 2.38 39.09 1.01 736
1776 6913 35.76 26.57 8.67 2.44 37.74 0.99 756
1781 7206 34.86 27.81 8.57 2.40 35.81 0.76 776
1786 7434 36.89 25.23 8.56 2.56 38.97 1.25 767
1791 7846 3717 26.07 8.38 2.60 3792 1.22 762
1796 8256 35.51 24.82 8.19 2.49 38.93 1.15 782
1801 8671 37.60 24.08 8.90 2.64 40.02 1.43 798
1806 9232 37.90 23.68 8.08 2.67 40.58 1.52 800
1811 9864 39.18 23.25 8.42 2.77 41.25 1.69 810
1816 10,628 39.48 23.54 7.91 2.81 40.84 1.70 844
1821 11,457 40.22 23.73 8.35 2.88 40.47 1.75 850
1826 12,374 37.30 22.40 7.70 2.66 41.43 1.56 857
1831 13,254 36.03 22.43 8.12 2.53 40.89 1.36 836
1836 14,100 35.27 22.47 7.96 2.43 40.56 1.19 808

1841 14,937

Notes: The population totals refer to the year shown in col. 1. All other data refer to a five-year period beginning at
the date shown: thus the CMR for 1681-5 is 7.91 per 1,000. Key to table headings: CBR, CDR, CMR, crude birth,
death and marriage rates per 1,000; GRR, gross reproduction rate; eq, expectation of life at birth in years; IGR,
intrinsic growth rate (per cent per annum); DR, dependency ratio (1,000 x ((0 — 14 + 60 and over)/15-59)).

Source: Wrigley et al. 1997: tab. A9.1, 614-15.

birth, marriage and death rates, the gross reproduction rate,® expectation
of life at birth, the intrinsic growth rate, and the dependency ratio for

8 This rate measures the average number of children who would be born to a woman during
her lifetime if she survived to the end of the childbearing period and experienced the aver-
age age-specific rates prevailing in a given period of time (or in the case of the equivalent
cohort measure, the average age-specific rates experienced by a given cohort).
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five-year periods between 1681 and 1841. Figure 3.2 plots the same data
in graphical form, except for the population totals (see Figure 3.1).

During the 160 years from 1681 to 1841 the English population almost
trebled in size from 5.1 to 14.9 million. Overall, this represents a moderate
rate of growth of 0.67 per cent a year, but over the last 100 years of the
period, from 1741 to 1841, the pace was much brisker, at 1.01 per cent (in
the first 60 years, 1681 to 1741, the rate of growth was almost glacial, at
only 0.2 per cent a year). It increased to a crescendo between 1791 and
1831, when the annual rate stood at 1.32 per cent.

That fertility increased and mortality declined is evident both from
the crude birth and death rates and from changes in the gross re-
production rate (GRR) and in expectation of life at birth (eg), mea-
sures which are more reliable and informative because free from the
potentially distorting effects of changing age structure which can af
fect crude rates.® Expectation of life at birth was exceptionally low in
the first five-year period, 1681-5, lower indeed than in any compara-
ble five-year period in the entire parish register period, other than in
the late 1550s and the late 1720s, both periods when widespread epi-
demic mortality produced individual years in which the crude death
rate rose above 40 per 1,000 (Wrigley and Schofield 1989: tab. A3.3, 531-5).
There was no individual year in the early 1680s in which such a high level
was reached but all five years 1681-5 were very sickly. Thereafter the sec-
ular trend in mortality was generally favourable, in spite of occasional
relapses, of which that in the late 1720s was the most pronounced. This
was the last peacetime quinquennium in which there were more deaths
than births. Over the period as a whole the IGR rose dramatically from
zero to a peak of 1.75 in 1821-6. In round figures the GRR increased from
2.0 to 2.9 from trough to peak, while ¢, increased by nine years from 31
to 40 years between the first quinquennium and the early 1820s.

It is clear from Table 3.1 that both fertility and mortality were chang-
ing in a manner to increase the growth rate but their relative importance
in engendering accelerated growth is not immediately clear. Figure 3.3
serves to elucidate this issue. The grid of diagonal lines represent intrin-
sic growth rates. Any one line represents the locus of all combinations of
fertility and mortality which result in a particular growth rate; 0.0 per
cent per annum, 0.5 per cent, and so on. Any vertical movement on the
graph represents a change in fertility (GRR); any horizontal movement a

9 Symbols are widely used in the representation and analysis of mortality for the sake of
economy and precision. The symbol e which refers to expectation of life and the symbol g
which refers to the life table death rate are used in this chapter. Other such symbols are
common in relation to the construction of life tables. Examples will illustrate the meaning
and use of the symbols. Thus e, refers to expectation of life at birth; e,s refers to expectation
of life at age 25; ypey5 refers to the expectation of life in the twenty years between age 25
and 45 (that is the average number of years lived between these two ages). Similarly, 1qo
refers to mortality between age 0 and age 1; sq;5 refers to mortality between the ages of
15 and 20; and so on. If 1qo = 236 per 1,000, this means that of every 1,000 children born,
236 will die before reaching their first birthday.
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Figure 3.2 Changes in English demographic rates, 1681-1841

Notes: CBR, CDR, CMR: crude birth, death and marriage rates per 1,000 population. GRR:
gross reproduction rate. eq: expectation of life at birth (years). IGR: intrinsic growth rate
(per cent per annum). DR: dependency ratio (1,000 x ((0 — 14 + 60 and over) /15-59)).

Source: Wrigley et al. 1997: tab. A9.1, 614—15.

change in mortality (eg). Since the two axes are isometric with respect to
the IGR, the relative scale of movement in the two directions will show
the relative importance of the contributions made by changes in fertility
and mortality to any change in the IGR taking place over time. Fuller
details of the mode of construction and characteristics of graphs of this
type may be found elsewhere (Wrigley and Schofield 1989: 236-48). It
should be noted that the key mortality variable which is captured indi-
rectly by plotting e, is the proportion of women surviving to the mean
age at maternity.

In general, vertical movement is more pronounced than horizontal
in Figure 3.3, though the savagery of the mortality setback in the late
1720s shows through vividly. This may best be appreciated from the heavy
black line which begins in a black square on the zero growth diagonal,
rises vertically, and then makes a rectangular turn to the right to join
the second black square just beyond the diagonal representing an IGR of
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Figure 3.3 The combined effect of fertility and mortality in determining intrinsic growth rates,
1666-1841 (quinquennial data: growth contours at 0.5 per cent intervals)

Notes: The heavy diagonal line represents the locus of all combinations of fertility and
mortality resulting in an intrinsic growth rate of zero. Each successive diagonal line to the
‘north-east’ of the zero line represents positive growth rates of 0.5 per cent per annum,

1.0 per cent per annum, and so on, while each successive line to the ‘south-west' represents
similar but negative growth rates. See text for an explanation of the heavy black line joining
the two black squares.

Source: Wrigley et al. 1997: tab. A9.1, 614—15.

1.5 per cent per annum. The vertical section of the line captures the
change in fertility: the horizontal section the change in mortality be-
tween the two black squares. The two squares plot the combinations of
fertility and mortality prevailing in the two quarter centuries 1666—-90
and 1816-40, at the beginning and the end of the great acceleration. In
the former period e, averaged 33.9 years while the GRR averaged 1.95:
in the latter period the comparable figures were 40.8 years and 2.66.1°
The ratio of the vertical section of the heavy black line to the horizon-
tal section is 1.8:1.0. By this measure, therefore, fertility accounted for
about 64 per cent of the increase in the IGR between the two periods.
Griffith’s conviction, it seems, was not well founded. The course of popu-
lation change in England had a principally ‘vertical’ character in marked
contrast to that of Sweden where it was strongly ‘horizontal’, and both

10 It may be noticed that the first black square is plotted at an e, of slightly more than
35 years rather than at the 33.9 years quoted in the text. This is because a measure of
female mortality rather than overall mortality is appropriate since it is the mean age at
maternity which is relevant, and female expectation of life exceeded male expectation.
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countries were at odds with the French experience, which, in terms
of Figure 3.3, slid slowly down the zero growth diagonal in the later
eighteenth and early nineteenth centuries (Wrigley and Schofield 1989:
fig. 7.13, 246).

The age structure of a population is largely determined by its fertility.
It comes as no surprise, therefore, to see the marked change in the de-
pendency ratio which occurred over the long eighteenth century. In the
last twenty years of the seventeenth century the ratio averaged 669; in
1821-40 it averaged 838. In the same two periods the population aged
0-14 rose from an average of 303 per 1,000 total population to 387 per
1,000; the large rise in this component of the dependent population be-
ing somewhat offset by a decline in the proportion of the population over
60 from 97 to 69 per 1,000. Ceteris paribus the living standards both of the
working population and of its dependants must tend to be significantly
reduced by such a big rise in the dependency ratio.

FERTILITY AND NUPTIALITY

The results presented in the last section were chiefly based on aggregative
data and were derived from generalised inverse projection. Those to be
presented in this section and the next were chiefly based on nominal data,
structured by record linkage using the technique of family reconstitution.
It is natural to wonder whether the results obtained by these two different
methods, which are logically independent of each other and based on
data sets with little overlap, reinforce one another or are at odds. This
question has been considered elsewhere (Wrigley et al. 1997: ch. 8; Oeppen
2000). The results are reassuring. There is close agreement in all the main
demographic series derived by the two methods.

Aggregative methods may establish the outlines of population change
and the relative importance of fertility and mortality in bringing about
the striking acceleration in the rate of population growth, but recon-
stitution produces in addition a wealth of more detailed information,
turning the sketch into a portrait, and at the same time suggesting ques-
tions which can only be resolved by entering the areas in which social,
economic and demographic terrains overlap.

That fertility increased considerably during the long eighteenth cen-
tury is sufficiently evident from the rise in the GRR which took place.
But fertility may rise for many different reasons, either singly or in com-
bination: because the fertility rates of married women increase; because
women marry earlier in life; because the proportion of women who re-
main single throughout life falls; even because there is a marked rise in
the fertility rates of unmarried women. An increase in the GRR as great
as that which occurred is, of course, most unlikely to be due exclusively
to one of these four factors, especially as they are closely interlinked. It
is rather the relative importance of changes in the four factors which
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Table 3.2 Age-specific marital fertility rates per 1,000 woman-years lived; and total marital

fertility rates

15-19 20-4 25-9 30-4 35-9 40-4 45-9 TMFR20-49 TMFR 15-49

1680-1729 315 410 366 315 240 111 22 7.32 8.90
1730-79 430 418 364 314 254 134 22 7.53 9.68
1780-1829 532 429 390 312 255 148 23 779 10.45

Source: Wrigley et al. 1997: tab. 7.37, 450.

needs to be established. All four changed in England in the long eigh-
teenth century.

Table 3.2 summarises English age-specific marital fertility rates in three
fifty-year periods. Both the dramatic rise in the rate in the 15-19 age
group and the more modest rise in the next age group, 20-4, are at-
tributable to the marked rise in the proportion of women who were
pregnant on marriage. In the early nineteenth century about a quarter
of all first births were prenuptially conceived and a further quarter were
illegitimate, whereas in the later seventeenth century the comparable
proportions were about 7 per cent in each case (Wrigley 1981: 162 and
more generally 155-63). Since the early months of marriage represent
a far higher proportion of the total of woman-years lived in marriage
among teenagers than among older women, this change in behaviour
has a much greater impact on the fertility rate in the age group 15-19
than in older age groups. Fertility also rose in the age groups 25-9, 35-9
and 40—-4 but was stable in the remaining age groups. The total marital
fertility rate summarises the individual rates, showing the number of
children who would be born to an average woman living in marriage ei-
ther between the ages of 15 and 49 or 20 and 49. Both rates rose steadily
during the period as a whole, but the former much more than the latter
because of the massive rise in the rate for the age group 15-19.

The marked increase in illegitimacy and in prenuptial conceptions in
the course of the eighteenth century is a notable phenomenon in itself. At
first sight it might be thought strange that in a period when marriage age
fell substantially, and when therefore the proportion of sexually mature
women who were single was greatly reduced, illegitimacy should have
risen sharply. Viewed in a different light, however, it is less surprising. If
entry into marriage is restricted, the average age at marriage advanced,
and overall fertility consequently held to a modest level, normative forces
may also restrain fertility before marriage and outside marriage; whereas
in an era when marriage is early and universal both intercourse before
marriage and illegitimacy may be more readily countenanced. One of the
more intriguing features of this aspect of English fertility history is the
contrast it affords with contemporary France. In France in this period
both age at marriage and the proportion never marrying were rising
but illegitimacy rose significantly, rather than declining, conforming to

Cambridge Histories Online © Cambridge University Press, 2008



British population during the ‘long’ eighteenth century 71

what might be thought ‘natural” expec- Table 3.3 Long-term trends in birth intervals (months): thirty-year
tation. The contrasts between the two [EIEIELEIIIELEIEES

countries extend further, since prenup- 1670-99 32.11 1740-69 31.33
tial pregnancy became commoner in 1680-1709 31.84 1750-79 30.85
England among young brides than in 1690-1719 31.61 1760-89 30.72
older ones in the course of the long eigh- 170029 31.69 1770-99 30.62
teenth century, though in earlier peri- 1710-39 31.65 1780-1809 30.85
ods the reverse was true, but in France 1720-49 31.93 1790-1819 30.54
prenuptial pregnancy was always more 1730-59 31.44 1800-37 30.57

widespread among older brides, though Notes: The number of birth intervals on which the averages shown in the table
brides at all ages in France were less et nmusabeiees ofond 15000 el o it
lll(ely to be pregnant on marriage thanin  old were excluded. Extensive tests showed that using all other classes of birth
England. Space prevents further discus- interval produced no detectable bias in the results.

sion of this aspect of fertility behaviour,
which is both intriguing and potentially
illuminating (data and some further analysis may be found in Wrigley
1981: 174-82).

The age-specific rates shown in Table 3.2 suggest rising marital fertility.
However, a firmer indication of marital fertility trends can be gained from
the birth interval data set out in Table 3.3 and Figure 3.4. Birth intervals
provide a more reliable indication of fertility trends because they are
based on a far larger number of events than age-specific rates. Family
reconstitution forms which lack the date of birth of the wife and/or the
date of marriage can still yield useful data on birth intervals, whereas
both types of information are essential if marital fertility rates are to
be derived from them. Between 1670-99 and 1800-37 the mean birth
interval fell by 5 per cent, enough to have accounted for about a seventh
of the rise in the GRR over the period.

There is good reason to suppose that the reduction in the mean birth
interval is attributable to a major decline in the stillbirth rate. By the
mid-nineteenth century the stillbirth rate in England was probably in
the range 40-50 per 1,000 total births whereas in the later seventeenth
century it was probably between 100 and 125 per 1,000 (Wrigley 1998:
447-52). Stillbirths were very rarely recorded in a systematic fashion in
English parish registers so that evidence of their prevalence is inevitably
largely indirect. However, deaths in the later stages of pregnancy and
deaths soon after birth are largely determined by the same factors, and
trends in the two mortality rates are usually closely similar. Indeed, the
widespread use of the perinatal mortality rate!’ as a measure of mor-
tality close to birth reflects this fact (the perinatal mortality rate mea-
sures the combined impact of stillbirths and neonatal mortality). The

Source: Wrigley et al. 1997: tab. 7.36, 447.

11 Perinatal mortality is a measure of the combined impact of foetal mortality in the later
stages of pregnancy, or stillbirths, and of neonatal mortality. Stillbirths are commonly
defined as mortality after twenty-eight weeks of pregnancy. Neonatal mortality is defined
as the mortality of live-born children during the first four weeks of life.
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stillbirth rate is also closely correlated with the endogenous infant mor-
tality rate.'? Since both neonatal mortality and endogenous infant mor-
tality can be measured using family reconstitution data, indirect esti-
mates of the level and the trend of stillbirth mortality are possible for
the early modern period. If the stillbirth rate fell from 100 to 50 per 1,000
total births between the late seventeenth century and the early nine-
teenth century, the live birth rate would have risen by 5.6 per cent. The
change in the mean birth interval corresponds closely with this figure.
There are also other indications that a fall in the stillbirth rate under-
lies the rise in marital fertility, notably the disproportionate rise in age-
specific rates among older women. Since the incidence of stillbirth rises
markedly with age, a major fall in the incidence of stillbirths, other
things being equal, will cause fertility rates in the older age groups to

12 All infant mortality can in principle be divided under two heads, endogenous and exoge-
nous. The latter refers to deaths caused by the invasion of the body by external agents, for
example infections such as smallpox or scarlet fever. The former refers to the effects of
prematurity, the birth trauma itself, and inherited genetic defects. Almost all endogenous
deaths occur within the first month of life. The distinction is valuable in historical stud-
ies because estimates of the level of endogenous and exogenous mortality can be made
from any data source which enables the age distribution of deaths within the first year of
life to be determined, even in the absence of any information about cause of death. The
technique for making this estimation was devised by Bourgeois-Pichat (1951).
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rise more than those among younger Table 3.4 Mean age at marriage in bachelor/spinster marriages

women. A more refined analysis of the

A K . Male Female Male Female

changes in age-specific rates shows this
. 1680-9 277 25.8 1760-9 25.9 24.5

pattern clearly (Wrigley 1998: tab. 7, 455).
. . 1690-9 27.1 25.9 1770-9 26.1 24.3

Analyses of the proximate determi-
. . 1700-9 27.4 26.0 1780-9 25.9 24.0

nants of stillbirth rates consistently show
hat by far the most important single fac- o0 2> 263 179079 253 240
t a' y. I weigh p th ’gh 1720-9 27.0 25.9 1800-9 253 24.0
tor is birth weight. Low birth weight ba- — e e TSR] ETE

bies, especially at full term, are subject .4, SETE g 1630=9 555 SEE
to very much higher perinatal mortality ;50 ¢ 26.1 250 1830-7 249 231
rates than those close to the optimum .

R . Source: Wrigley et al. 1997: tab. 5.3, 134.
weight, usually taken to be in the range
3,500-3,900 grams. The stillbirth rate at an average birth weight of 2,500
grams (the conventional point for defining low birth weight) is between
ten and thirty times higher than the rate at an average of 3,500 grams
(Wrigley 1998: 442). Since low birth weight in turn is strongly conditioned
by maternal nutrition, the marked fall in the stillbirth rate during the
long eighteenth century is strong evidence against the supposition that
levels of nutrition deteriorated during this period. It is noteworthy that
endogenous infant mortality, which is subject to similar influences, fell
roughly in parallel with the fall in stillbirths, from almost 90 per 1,000
live births in the late seventeenth century to less than 40 per 1,000 in
the early nineteenth century (Wrigley 1998: tab. 6).

Changes in nuptiality can exercise a powerful influence in raising
or lowering total fertility rates. In most societies in the past the scope
for such changes was limited because convention required women to
be married at or soon after reaching sexual maturity, but marriage in
early modern England was strongly influenced by economic circumstance
as well as physiological maturation. Marriage was not mandatory for
either sex and a significant proportion of both sexes in each rising
generation remained single. Selfevidently if, say, the percentage never
marrying were to rise from 10 to 20 per cent, overall fertility, other
things being equal, would fall proportionately. But changes in the mean
age at marriage could be equally influential in altering fertility levels.
For example, at the age-specific fertility rates prevailing in 1730-79, a
mean age at marriage of 26 would result in the average woman who
survived in marriage to age 50 giving birth to a total of 5.08 children
(Table 3.2). If the mean age of marriage were to fall by one year to 25
the comparable figure would rise to 5.44 children, an increase of 7 per
cent, a substantial change. But this calculation understates the full im-
pact of such a change, since there would also be a slight fall in the
mean age at childbirth, and, with unchanged mortality, a higher propor-
tion of each cohort of women would reach the mean age at maternity,
thereby ensuring a small further increase in effective fertility.

Table 3.4 and Figures 3.5 and 3.6 show the trend in the mean age at
marriage in bachelor/spinster marriages between the 1680s and the 1830s.
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This category of marriage comprised about 75 per cent of all marriages
at the beginning of the period, rising to about 82 per cent towards its
end, but bachelor/spinster marriages accounted for a far higher propor-
tion of all births, so that the trend in average age of such marriages is a
telling statistic in relation to marital fertility (Wrigley et al. 1997: 164-5).
Between the first and last decades of the period, male marriage age
dropped by 2.8 years from 27.7 to 24.9, while female marriage age fell by
an almost identical amount, by 2.7 years from 25.8 to 23.1. Since the totals
of marriages from which the average ages for each decade were derived
are relatively modest (in the range 400-1,100 for women, increasing over
time, and about 80 per cent of these totals for men), it is perhaps safer to
measure change from thirty-year rather than ten-year periods. Between
1670-99 and 1810-37 the male average fell from 27.6 to 25.1, and the fe-
male average from 26.0 to 23.5, in both cases a fall of 2.5 years. Using the
method of estimation just described, the fall in marriage age for women
would produce a rise of 20 per cent in completed marital fertility. This is a
minimum figure since the associated fall in mean age at maternity would
increase the pure fertility effect slightly. The three-dimensional represen-
tation of the change in marriage age shown in Figure 3.6 emphasises the
increasing degree to which marriage was becoming the preserve of the

Cambridge Histories Online © Cambridge University Press, 2008



British population during the ‘long’ eighteenth century

300
250 1600-1724
200
150
100

50

Frequency

300
1775-1837

Frequency
N n
o o a S O
© & © & o

o

young. Marriages in which the groom was aged 20-4 and the bride was
either in the same age group or in her teens constituted 41 per cent of
all marriages in the period 1775-1837, whereas in 1600-1724 the corre-
sponding figure was only 22 per cent.

The combined effect of changes in stillbirth rates and of the fall in
the mean age of marriage for women would have served to raise fertility
by 27 or 28 per cent. Since the GRR rose by 36 per cent in the course
of the long eighteenth century, these two changes alone account for at
least three-quarters of the rise in the GRR.

A further change which boosted fertility lay not in fertility within
marriage but in extra-marital fertility. In the last quarter of the seven-
teenth century 1.8 per cent of all births were illegitimate; in the first
quarter of the nineteenth century the comparable figure had risen to
6.2 per cent. Since the proportion of young women who were unmar-
ried fell sharply over this period as marriage age declined, the rise in
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the age-specific illegitimate fertility rate was, of course, far greater than
might appear from the rise in the illegitimacy ratio (Wrigley 1981: 155-63;
Wrigley and Schofield 1989: tab. 6.2, 219). The increase in illegitimate fer-
tility would have increased overall fertility by about 4.7 per cent ((100 x
(100/93.8)/(100/98.2)) = 104.7). Adding this rise to the rises attributable
to changes in marriage age and the stillbirth rate would have raised the
GRR by 33 or 34 per cent, thus accounting for the great bulk of its rise.

There remains the question of the proportion of each generation of
young men and women who never married. Before 1851, when the cen-
sus first provides reliable information about this topic, only indirect es-
timation of this variable is possible. It is essentially a residual derived
from other variables which can be estimated directly. The work of Weir
and Schofield has suggested that there were major changes in the pro-
portion never marrying in the sixteenth and seventeenth centuries, but
that, beginning with the birth cohort which married chiefly in the 1690s,
there was little subsequent change in this variable in the course of the
long eighteenth century. Throughout this period the proportion of each
cohort never marrying probably lay in the range between 10 and 15
per cent (Weir 1984; Schofield 1985; Schofield 1989: fig. 8.8, 297). It has
not proved possible to estimate the percentage separately for men and
women, though it is unlikely that they diverged widely. At the time of
the 1851 census the proportion of men above the age to marry who had
never married was 11.4 per cent, and of women 12.3 per cent.!® That
there was little change in the proportion never marrying is, of course,
also an implication of the combined effect of changing marriage age, a
decreasing stillbirth rate and the sharp increase in illegitimate fertility in
accounting in full for the rise which took place in the GRR. The level and
trend of abstention from marriage, however, remains subject to greater
uncertainty than other aspects of marriage behaviour.

That economic circumstances exercised a powerful influence on mar-
riage decisions became clear when The Population History of England was
first published in 1981. It was difficult to resist the view that secular
economic and nuptiality trends were closely related, though the parallel
movement in the two series also appeared to pose a difficulty, since there
was a time lag between the turning points in the two series (Wrigley and
Schofield 1989: fig. 10.9, 425). The question proved controversial (Wrigley
and Schofield 1989: xx-xxx and fig. 3.1, xxii). The accuracy of the real
wage series was questionable. Even if it were demonstrably accurate, be-
cause of its nature, changes in the proportion of family income provided
by women and children, or in the number of days worked during the
year, could play no part in influencing its level or trend (de Vries 1994;
Voth 2000). And there were other problems with both data series. But

13 The proportion never marrying was taken as the average of those single in the age groups
45-9 and 50-4. For the relevant statistics see Mitchell 1988: tab. 1.5, 20-2.
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the big issue proved to be the apparent time lag. In principle, at one ex-
treme, it might be argued that there should be no time lag: at the other
extreme, that, for example, random fluctuations in the real wage tied
to the fortunes of the annual harvest were so substantial that turning
points in the secular trend of the real wage could not be detected with
confidence until some time after they had occurred; that, in other words,
the ‘signal’ was difficult to interpret since there was so much ‘noise’ in
the system.

Figure 3.7 puts a different complexion on this question. There are a
number of differences between this and previous graphs of the variables.
The assumptions made in deriving the series totals are enumerated in
the notes to the figure. They produce significant changes in some data
points in both series compared with earlier graphs. A further change,
however, also makes a substantial difference to the appearance of the
graph. The data are plotted as decennial averages rather than as twenty-
five-year moving averages as in earlier exercises. As a result it is clear
that mid-seventeenth-century lag in the turning points of the two series,
apparent when moving averages are employed, is absent if the 1660s and
1670s are ignored. Whether they should be ignored is debatable. The regis-
tration of marriages during the Civil War and the Commonwealth period
suffered very severely and remained poor following the Restoration until
the Marriage Duty Act of 1695. It is inherently easier to identify a period
when there is an abrupt or wide departure from a preceding pattern
than to do the same if the change is less marked or is gradual. Thus,
paradoxically, the radical disruptions of the 1640s and 1650s posed fewer
problems to the programme used to detect underregistration and intro-
duce replacement values than those associated with the prevalence of
clandestine marriage in the period following the Restoration. In this pe-
riod the replacement estimates suggested that 10.9 per cent of marriages
were not recorded, a figure which dropped to 3.3 per cent following the
passage of the Marriage Duty Act, but the true figure for the Restoration
period was probably higher, especially in the 1660s and 1670s (Wrigley
and Schofield 1989: tab. 1.5, 32 and app. 12, 687-704). It is possible, there-
fore, that the agreement between the trends in the real wage index and
the crude first marriage rate would be still closer if this problem did
not exist. In that case the two series might be said to follow very sim-
ilar paths during the first two and a half centuries of the period. Only
in the early decades of the nineteenth century was the relationship less
close.

It has long been known that in organic economies there was normally
a strong relationship between the fortunes of harvest, which had a ma-
jor impact on the economic well-being of a community, and fluctuations
in the marriage rate. The relationship was positive: years of bad harvest
severely reduced the number of marriages; good harvests brought many
more couples to the church porch. This was true of England in common
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Figure 3.7 Crude first marriage rates and real wage trends

Notes: The crude first marriage rate was calculated by relating the decennial totals of first
marriages to the population aged 15—34 at the midpoint of the ten-year period. The
population totals for the four five-year age groups 15—-19 to 30—4 were weighted 1:5:3:1 to
reflect approximately the distribution of marriages between the four age groups (previously
the simple total of population aged 15-34 had been used). First marriages were calculated
from the totals of all marriages using the assumptions set out in Wrigley and Schofield (1989:
426-7). The real wage index was calculated using the decadal real wage estimates of
Goldstone (1986) for the period down to 1691-1700; the Phelps Brown and Hopkins index
modified to include a ‘northern” component as described in ibid.: 4323 for the period
1701-10 to 1771-80; and Feinstein’s (1998a) estimates thereafter. The Goldstone and PBH
series were joined by treating the decadal value for 1691-1700 as 50 in both cases. The PBH
and Feinstein series were joined by indexing the Feinstein series to the value of the PBH
series for 1771-80.

Sources: Wrigley and Schofield 1989: tab. A9.2, 642—4; Wrigley et al. 1997: tab. A9.1,
614-15, and the related and more detailed Cambridge Group tabulations of the age structure
of the population at quinquennial intervals: Goldstone 1986: tab. A1, 32; Feinstein 1998a:
app. tab. 1, 652-3.

with other European countries (Galloway 1988; Wrigley and Schofield
1989: 348-53, 368-77). The foregoing shows that there was also a strong
link between economic circumstances and marriage trends in the longer
term. In the absence of any major change in age-specific marital fertility
rates, wide variations in nuptiality are certain to produce parallel move-
ments in overall fertility. The existence of a link between economic cir-
cumstances and marriage decisions, and the absence of any comparable
link with mortality, sustain the presumption that what Malthus termed
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the preventive check was much more influential than the positive check
in early modern England (Wrigley and Schofield 1989: ch. 10). The is-
sue was much more doubtful in Scotland. The 1690s showed vividly how
vulnerable large tracts of the country remained to harvest failure. Ab-
erdeenshire was as cruelly affected as, say, the Beauvaisis in that decade.
In England, in contrast, even in the sixteenth century, crises de subsis-
tances had a greater impact on nuptiality and fertility than on mortality
(Goubert 1960; Tyson 1986; Wrigley and Schofield 1989: 320-42; Schofield
1994: 81-4; Houston 1996).

MORTALITY

Figure 3.3 showed that the fall in mortality was less influential than
the rise in fertility in increasing the intrinsic growth rate during the
long eighteenth century, but the mortality history of the period is none
the less remarkably interesting. Perhaps the point of widest significance
which is brought to light is that the assumption that age-specific mor-
tality rates tend to move roughly in parallel with each other, which is
fundamental to the construction of model life tables, should not be ac-
cepted uncritically when considering populations in the past. Model life
tables are widely employed to extrapolate from the known to the un-
known, as, for example, when there is information about mortality in
the childhood age groups but none for the higher age groups. It may be
true in general that a major improvement or deterioration in childhood
mortality is likely to be paralleled by similar changes in adult mortal-
ity, and vice versa, but this rule is not universally valid. It did not hold
true for England in the long eighteenth century, when adult mortality
improved sharply while child mortality changed little. The mortality his-
tory of early modern England, therefore, suggests that it is unsafe to
make use of a knowledge of mortality rates in a particular age range to
infer rates in other age groups using model life tables. For example, it is
possible to calculate male ey for the monks living in Canterbury in the
fifteenth century when it was about 27.6 years. Using the model North
Princeton life tables this implies an ey of only about 18 years, yet if the
relationship between adult and child rates in the fifteenth century were
the same as in the seventeenth century e, would be much higher, prob-
ably more than 30 years (Wrigley et al. 1997: 349; the Canterbury data
are from Hatcher 1986: tab. 2, 28). Family reconstitution data show that
in Stuart England adult mortality rates were radically higher relative to
those earlier in life than would be expected from the Princeton life tables,
yet that in the course of the eighteenth century age-specific rates came
to conform quite closely to the model North pattern across their whole
range, a feature which remained apparent when William Farr produced
the influential third English life table, reflecting the mortality recorded
under the new civil registration system during the first seventeen years
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Table 3.5 Adult mortality, sexes combined (1,000 gy) of its existence, 1838-54. For this reason

Third English life model North would appear to be a nat-

1640-89 1750-1809 table modified  ural choice for use in making inferences
25_9 75.9 53.6 478 from partial data for an earlier period,
30-4 82.0 54.1 52.6 but doing so can demonstrably lead to
35-9 97.4 62.3 58.4 dubious results.
40-4 92.8 68.1 66.2 Table 3.5 shows adult mortality rates
45-9 115.0 89.0 76.8 at the beginning and the end of the
50-4 142.5 101.1 94.3 long eighteenth century. The periods are
55-9 204.9 124.1 123.3 relatively long to minimise the random
60-4 226.1 172.1 170.7 variability to be found in decennial es-
65-9 295.5 2377 242.8 timates based on limited numbers of
o= EBIL e o events. Rates from the third English life
e SN2 Rl 480.9 table are also shown to illustrate the
80-4 6274 M) ks similarity between mortality towards the
R 304 354 363 end of the parish register era and that
20€25 170 178 180 revealed by national statistics for the
20645 149 162 163 middle years of the nineteenth century.
20865 > 102 102 In contrast, mortality rates in the late
Note: The original ratef'in the thir}i English life table above the age of 50 seventeenth century were at a far higher
understated the prevailing mortality rates because there was a marked
overstatement of age by the elderly in the censuses of 1841 and 1851. The level. In the period 1640-89 e,5 was 30.4

rates shown in the table have been corrected to offset this source of inaccuracy.
Wrigley and Schofield 1989: 709-12, esp. tab. A14.3, 711.

Source: Wrigley et al. 1997: tab. 6.20, 291.

years, roughly equivalent to level 5 of
model North. At this level, expectation of
life at birth for the two sexes combined
is only 28.5 years. When mortality was at its worst in the 1680s e;s was
less than 28 years, which in model North terms is equivalent to an e,
of less than 20 years. In contrast by the period 1750-1809 e;s was 35.4
years, equivalent to level 9 in model North (Wrigley et al. 1997: tab. 6.19,
290; the technicalities of deriving accurate estimates of adult mortality
preclude the estimation of rates based on parish register data later than
the decade 1800-9: ibid., app. 6, 581-600). Level 9 has a combined sex ey
of 38.4 years. If, therefore, adult mortality data were the sole guide to
mortality change during the long eighteenth century, there would appear
to have been a pronounced rise in ey of at least ten years, and possibly ap-
proaching twenty years, depending on whether the estimate were based
on lengthy periods, or from the trough in the 1680s to the plateau in
the late eighteenth century. If this line of argument had been valid, the
increase in life expectancy between the two periods would have been as
great, measured in years of life gained, as over the equivalent period of
time separating the mid-nineteenth and early twentieth centuries. Mea-
sured as a percentage rise in life expectancy, the earlier period would
have the more impressive record.

Matters appear very different, however, when infant and child mortal-
ity is also taken into account. Here the picture is turned on its head, for
if estimates of e, were to based on mortality rates in the first fifteen years
of life, the conclusion would be virtual stasis rather than rapid change.
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Table 3.6 Mortality within the first year of life in England, 1650-1837 (1,000 gx)

Days within the first year of life

0-29 30-59 60-89 90-179 180-273 274-365 190 Endogenous Exogenous

1650-99 107 17 1 22 15 15 176 88 88
1700-49 104 20 14 26 22 19 191 82 109
1750-99 75 17 1 26 23 18 160 57 103
1800-37 54 15 11 25 23 19 139 38 100

Notes: The rates shown are averages of two quarter-century periods (e.g. 1650-99 is the average of 1650-74 and
1675-99; the final period 1800-37 is the weighted average of 1800-24 and 1825-37, where the later period is
given half the weight of the earlier period). Rounding may give rise to apparent error, as in the endogenous/
exogenous split of ;gg in 1800-37.

Source: Wrigley et al. 1997: tab. 6.4, 226.

Overall childhood mortality (15q0) was 323 per 1,000 in 1650-99 and had
declined only modestly to 303 per 1,000 in 1750-99 (Wrigley et al. 1997:
tab. 6.12, 256). In terms of model North the two are closely equivalent to
level 10 and level 11 with combined sex ey’s of 40.9 and 43.4 years respec-
tively. If childhood mortality were representative of mortality as a whole,
therefore, and were used to estimate overall life expectancy, there would
appear to have been only very limited improvement between the later
seventeenth and later eighteenth centuries, a very different conclusion
from that suggested by adult mortality. This comparison may be thought
misleading in that the phasing of change in childhood and adult mor-
tality was different. Childhood mortality was at its height in the quarter
century 1725-49 and declined further between the later eighteenth cen-
tury and the final parish register period 1800-37, but even between these
two periods the implied decline in overall mortality would only be that
from level 9 to level 12, or about seven years, perhaps half the peak to
trough fall implied by adult mortality.

Differential movement was not confined to the contrast between adult
and childhood mortality, for the pattern in childhood itself was far from
uniform. Table 3.6 shows how vivid was the contrast between the trend
in mortality during the first month of life and that in the remainder of
the first year. The former halved in the course of the long eighteenth cen-
tury; the latter rose somewhat at first but stabilised thereafter. Since the
distinction between endogenous and exogenous mortality is capturing a
similar phenomenon, the same pattern is visible in the trends in these
two measures (Wrigley et al. 1997: 223-7).

Childhood mortality rates, shown in Table 3.7, display similar charac-
teristics to those within the first year of life, other than the first month.
Mortality in each of the three age groups either rose slightly or was un-
changed between the first and second periods but then declined between
the first and second halves of the eighteenth century, quite sharply in
the case of the age group 5-9. This age group also experienced a further
decline between the penultimate and last periods, but in early and late
childhood any further change was slight, a small fall in 4q;, a modest rise
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Table 3.7 Childhood mortality in England and the Princeton in sq10. The table also shows the equiv-
alent model North mortality levels for

model North life tables

Equivalent levels in model North each age group and period. For the

491 sGs  sqio 190 4G 5Gs sqio  childhood age groups the model North
1650-99 109 48 27 85 113 110 106 levels show a substantial internal consis-
1700-49 114 48 28 75 109 110 103 tency, except that sgs drifts apart some-
1750-99 108 38 24 9.2 115 130 11.6 what during the two final periods. Space
1800-37 98 29 25 105 122 149 114 does not permit a fuller discussion of

Notes: The rates shown are averages of two quarter-century periods (e.g.

this apparently aberrant development

1650-99 is the average of 1650-74 and 1675-99; the final period 1800-37is  here, nor the consideration of a com-
the weighted average of 1800-24 and 1825-37, where the later period is given . . . .
half the weight of the earlier period). The rates for ;qg are set out in Table 3.6. parison with the childhood rates in the

Source: Wrigley et al. 1997: tab. 6.14, 262.

third English life table but both issues
are discussed at some length elsewhere
(Wrigley et al. 1997: 255-61). In contrast, infant mortality was substantially
more severe than childhood mortality in model North terms but the gap
closed rapidly towards the end of the period as infant rates fell more
markedly than childhood rates.

Another way of characterising the changes shown in this section of
Table 3.7 would be to describe the move towards conformity with the
model North pattern as the result of the drastic fall in mortality in the
first month of life. As evidence of the fundamentally different fortunes
of children and adults, consider the following. At the mortality rates pre-
vailing in 1650-99, of 1,000 infants surviving the first month of life 761
would still be living on their fifteenth birthday, a figure which had im-
proved only marginally, to 778, in 1800-37. In contrast, at the mortality
rates which obtained in 1640-89, of 1,000 adults living on their 25th
birthday, only 419 would still be living at age 60, whereas in 1750-1809
the comparable figure had jumped to 561, a rise of more than one third.
During the long eighteenth century the striking fall in adult mortality,
combined with a significant decline in infant mortality, over a period
in which childhood rates changed very little, was gradually producing
a ‘modern’ pattern in age-specific mortality which had been conspicu-
ously absent at the start of the period. Overall expectation of life at birth
was improving but the increase was modest because of the contrasting
fortunes of adults and children.

There are many other aspects of the mortality history of early modern
England which are of great interest. The seasonality of death in relation
to age, for example, can be explored effectively with family reconstitu-
tion data and is most instructive (Wrigley et al. 1997: 322-43). Again,
there was a notable improvement in mortality in London during the
later eighteenth century (Landers 1993; Laxton and Williams 1989). Nor
was London alone in this regard. Many other English cities, like London,
had ceased to be demographic ‘sinks’ by the end of the century; birth
surpluses replaced the previous excess of deaths. The improvement was
not continuous, however, since the second quarter of the nineteenth
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century saw widespread deterioration Table 3.8 Maternal mortality rates (per 1,000 birth events)

in urban mortality as urban author-

.- . . . 1650-99 16.3
ities failed to cope with the public

. . 1700-49 12.9
health problems associated with urban 1750-99 93
life (Szreter and Mooney 1998). The fail- .~ s

ure of national expectation of life to :

improve significantly over the first thTee-  \ezo oo i the aerage of 165078 and 1675-09:te e prid 100-57

quarters of the nineteenth century, how- the weighted average of 1800-24 and'1825—37, where the later period is
. . L. . given half the weight of the earlier period).

ever, is easily misinterpreted: it was due

in part to migratory movements which

resulted in a steadily rising fraction of the population living in the least

salubrious environments. Villages and small towns housed a steadily de-

clining share of the population, while the rapidly growing industrial and

commercial centres bulked larger and larger within the national whole.

It was therefore quite possible for expectation of life to improve in each

category of settlement and yet for there to be little change nationally

(Woods 1985, 2000: ch. 9).

Though space prevents a fuller consideration of these and many other
aspects of mortality in the long eighteenth century, one other set of
related topics demands consideration, sex differential mortality.

Perhaps the most dramatic development in any aspect of mortality dur-
ing the long eighteenth century was the fall in maternal mortality. Table
3.8 shows that maternal mortality fell by two thirds between 1650-99 and
1800-37, from 16.3 to 5.8 per 1,000 birth events. The remarkable nature of
the change is underlined by the fact that maternal mortality thereafter
stabilised throughout the balance of the nineteenth century, and indeed
had declined only very slightly by the outbreak of the Second World War.
In the five decades 1850-9 to 1890-9 the rate averaged 4.8 per 1,000; in
1910-19 it was 4.0, and as late as 1930-9 still 3.7 (Loudon 1992: app. 6,
tab. 1, 542-4). The proportionate fall in maternal mortality in the long
eighteenth century was similar to that in endogenous infant mortality
(from 88 to 38 per 1,000 birth events), and parallels the presumptive de-
cline in the stillbirth rate described above, a set of linked changes which
accord with expectation. The period immediately before birth, birth itself
and the period immediately after birth became radically less dangerous
to both mother and child during the long eighteenth century.

A satisfactory explanation for the remarkable fall in maternal mortal-
ity is still to seek, but it is clear that it was not a phenomenon peculiar
to England. There is a striking similarity in both the level and trend
of maternal mortality in England and Sweden from the middle of the
eighteenth century onwards (Swedish data are available only from 1751
onwards). The same is true of rural France. In London maternal mortality
was substantially higher than in the country as a whole, but the trend
was almost identical (Schofield 1986: tab. 9.1, 238; Wrigley et al. 1997:
fig. 6.22, 314).

Source: Wrigley et al. 1997: tab. 6.29, 313.
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The close interrelationship between maternal mortality, the stillbirth
rate and endogenous infant mortality illustrates another point worthy of
emphasis. Fertility, mortality and nuptiality are often treated as separate
topics, but they are always necessarily closely interlinked. It is entirely
arbitrary to treat life as beginning with parturition, for example. If con-
ception were regarded as the start of life, what appears as an increase
in fertility in the course of the eighteenth century would be treated as
a fall in mortality, with fertility rates in all probability unchanged. Or
again, a rise in infant mortality, by causing the average length of birth
intervals to fall, will provoke a rise in marital fertility as conventionally
measured, yet the ‘true’ level of fertility may not have altered.!* Such
examples could be multiplied almost indefinitely.

Maternal mortality was a major element in female mortality generally
during the peak years of childbearing in early modern England. With an
average birth interval of thirty months, for example, maternal mortality
as high as in the second half of the seventeenth century is equivalent
to annual death rate of 6-7 per 1,000, or over a five-year period to a
life table death rate of 30-5 per 1,000 (that is, of 1,000 married women
entering the period 30-5 would die from childbirth and its associated
hazards before its end). This was equivalent to roughly a third of all
deaths among married women in the age groups 25-39 in 1640-89, and
largely explains the excess of female deaths in these age groups visible
in Table 3.9. Although adult mortality in general declined substantially
during the long eighteenth century, the much sharper proportionate fall
in maternal mortality meant that it was a smaller element in female
mortality towards the end of the period than at its beginning.

The third English life table mortality rates in Table 3.9 show a far
smaller female disadvantage in the childbearing age groups than in the
reconstitution data for 1750-1809, but any direct comparison is mislead-
ing. The reconstitution data refer to married women only, given the na-
ture of the rules of observation which govern the derivation of such data,
whereas the third English life table refers to the whole female population.
The younger the age group, the higher the proportion of single women,
and single women experienced lower mortality since their exposure to
the risks of childbirth was far less than for married women. Appropri-
ately adjusted to take this point into account, the reconstitution death
rates in the age groups 25-39 and those in the third English life table are
closely similar. In the age groups above the age of 40, when childbirth
was a rapidly diminishing hazard, there is a good agreement between the

% An infant death caused the cessation of breast feeding and brought about an early return
of ovulatory cycles. The average birth interval following an infant death was about eight
months shorter than the average following a child who survived. Where the mean interval
in the latter case was, say, thirty-two months and in the latter only twenty-four months,
therefore, a rise in infant mortality from 150 per 1,000 to 200 per 1,000 would reduce the
overall average birth interval from 30.8 to 30.4 months, ceteris paribus (Wrigley et al. 1997:
tab. 7.35, 438-9).
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Table 3.9 Male and female adult mortality (1,000 gx)

Third English
1640-1809 1640-89 1750-1809 life table

M @ 3) Q) ®) ) @) ®) ©) (10)

M F M F M F M F 1)/ (7)/(8)
25-9 39.1 74.8 50.9 99.1 25.8 73.4 46.7 49.0
30-4 55.3 79.0 60.3 92.6 372 70.5 51.5 53.6
35-9 71.6 89.0 85.5 111.3 57.8 67.1 58.1 58.7
40-4 84.1 83.8 90.9 95.6 68.5 68.0 67.5 64.9
45-9 106.1 95.7 114.8 114.8 99.0 715 80.8 72.8 111 111
50-4 1275 110.6 154.4 126.6 116.3 83.3 101.0 87.1 115 116
55-9 182.6 139.7 216.3 189.0 133.1 113.0 130.1 116.6 131 112
60-4 203.3 189.3 221.8 232.6 182.8 160.0 176.9 165.7 107 107
65-9 259.0 267.7 286.3 310.3 222.1 254.5 246.8 240.9 97 102
70-4 387.1 374.4 454.9 406.5 372.7 380.0 355.7 348.7 103 102
75-9 469.3 476.0 492.7 555.3 423.9 451.8 489.3 4713 929 103
80-4 609.7 596.4 537.2 766.0 643.5 556.2 626.2 615.9 102 102

Note: The original rates in the third English life table above the age of 50 understated the prevailing mortality rates because there was a marked
overstatement of age by the elderly in the censuses of 1841 and 1851. The rates shown in the table have been corrected to offset this source of
inaccuracy. Wrigley and Schofield 1989: 709-12, esp. tab. A14.3, 711.

Source: Wrigley et al. 1997: tab. 6.26, 303.

reconstitution data for 1750-1809 and the third English life table. Outside
the years of childbearing the normal tendency for male mortality rates to
exceed female rates is clearly evident in the reconstitution data, as may
be seen in the ratios in columns 9 and 10 of Table 3.9. The pattern is more
regular in the third English life table since it was based on millions of
deaths in the period 1838-54, whereas the comparatively small number of
events in the parishes which provided data for the reconstitution exercise
was insufficient to suppress random variation. Nevertheless the general
similarity between the relative levels of male and female adult mortality
in the early modern period and in the mid-nineteenth century is clear.

Finally, it is instructive to consider sex differences in infant and child
as well as adult mortality. Table 3.10 shows that the ratio of male to
female rates for infants was stable over time and very close to the ratios to
be found in the model North and model West tables of Coale and Demeny
(which are extrapolated respectively from the mortality experience of
Scandinavian countries principally in the nineteenth century on the one
hand and advanced countries chiefly in the twentieth century on the
other: Coale and Demeny 1966: 12-14). There were many infant deaths
in the reconstitution parishes and these ratios are stable partly because
they are subject to little random variation. The same was not so true
of mortality later in childhood, when the absolute number of deaths
on which the rates were based was substantially smaller. Nevertheless
a tendency for female mortality to worsen relative to male mortality
seems probable in the age group 1-4 and clear-cut for the age group
5-14, though it should be noted that the average pattern over the whole
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Table 3.10 Male and female infant and child mortality (1,000 gy)

190 aqi 1095
M F M F M F

1650-99 178.0 151.3 111.1 107.0 71.6 76.1
1700-49 201.2 177.5 115.8 113.1 76.2 73.0
1750-99 169.4 148.9 103.3 111.4 60.3 63.5
1800-37 148.0 128.4 975 99.8 48.5 57.2
Male/female ratios

1650-99 1.177 1.038 0.941
1700-49 1.134 1.024 1.044
1750-99 1.138 0.927 0.950
1800-37 1.153 0.977 0.848
Level 8 North 1.168 1.045 1.003
Level 8 West 1.163 1.001 0.916

Notes: The rates shown refer to legitimate births only. The rates shown for each half century are averages of the
two quarter centuries which comprise it (e.g. 1650-99 is the average of 1650-74 and 1675-99), except that the
rates shown for 1800-37 are derived by averaging 1800-24 and 1825-37 after giving double weight to 1800-24
relative to 1825-37.

Source: Wrigley et al. 1997: tab. 6.22, 296 and tab. 6.23, 299.

period 1650-1837 is not dissimilar from the ratios to be found in the
model life tables. What might have caused the relative deterioration in
female childhood mortality?

Cause of death is very rarely mentioned in parish registers but was
a main concern of William Farr during the long period during which
he was Statistical Superintendant at the General Register Office. In 1861
respiratory tuberculosis claimed a steadily rising proportion of all deaths
in each successive age group from birth to adolescence in England and
Wales. The absolute rate for girls was higher than that for boys through-
out, and the disproportion rose with age so that in the age group 10-14
the rate was almost twice as high for girls as for boys. In that age group
respiratory tuberculosis caused 30 per cent of all female deaths, a pro-
portion which rose still higher to more than 50 per cent in the age group
15-19. Excluding deaths from respiratory tuberculosis, male rates in each
age group from 1 to 15 years of age were higher than female rates in
1861 (Preston et al. 1972: 224-7). Since the incidence of tuberculosis was
already declining sharply in 1861, it is likely that rates were even higher
early in the nineteenth century. Assuming that the rates were rising dur-
ing the eighteenth century, it may well be that the proximate cause of
the increasing sex differential in childhood mortality visible in Table 3.10
was the differentially severe impact of respiratory tuberculosis upon the
health of young girls. As with most such issues, of course, establishing
the proximate cause of a particular feature may be only a first step to-
wards providing a fuller explanation. Further work on this issue might
prove illuminating.
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LOPSIDED GROWTH

Although fertility, mortality and nuptiality necessarily form the core of
a description of the population history of Britain in the long eighteenth
century, to regard the story as consisting solely of the development of
these three variables and their interrelationships would be to overlook
some of the most interesting and thought-provoking aspects of the pop-
ulation history of the period. The rapid increase of population which
occurred was not the result of proportionate growth in all types of eco-
nomic activity or categories of settlement.

Proportionate growth may take either an extensive or an intensive
form. When, as may happen in lands of new settlement, population
growth is rapid because new areas are taken into cultivation, the re-
sulting expansion consists essentially of replicating an existing pattern
over a larger and larger area; in short, extensive growth. In a long-settled
territory proportionate growth may also be possible for a time, perhaps
following the pattern which Geertz described as agricultural involution,
a more and more intensive use of an unchanging area of farming land
without significant structural change, though growth of this kind is apt
to be accompanied by increasing immiseration (Geertz 1963a: 33). Geertz
had in mind wet rice cultivation but his model is also applicable, for ex-
ample, to the cultivation of the potato in Ireland in the century preceding
the famine. Ricardo identified the implications of this type of intensive
growth when developing the concept of decreasing marginal returns to
land and labour (Ricardo 1951 [1817]: 120-7, esp. 125-6). This type of inten-
sive growth might also be termed balanced. Much the same percentage
of the labour force is engaged in each major type of economic activity
at the end of a period of intensive growth of this kind as was involved
at its beginning. But intensive growth can also be unbalanced, or lop-
sided, as in early modern England: and such growth may long escape the
drawbacks of balanced growth, even within the constraints imposed by
an organic economy. (Wrigley (1988) develops the concept of an organic
economy.)

The long eighteenth century saw, towards its end, the early stages of
a fundamental change in the economic constitution of society, a change
which has come to be termed the industrial revolution; but the bulk
of the growth and change during the long eighteenth century is bet-
ter characterised as ‘Smithian’ growth than as a foretaste of the indus-
trial revolution; growth, that is, arising from the interrelated benefits
associated with growing market size, improved transport, better com-
mercial facilities, increasing working capital and the division of labour.
Such growth caused profound change in many aspects of economic life in
England, as it had done previously in the Netherlands, and the change is
readily visible in the secondary population characteristics of the period.
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Table 3.11 Percentage of total population living in towns with Two such changes in particular deserve
5,000 or more inhabitants attention: those in occupational struc-
England France The Netherlands ture and in the urban share of total
1600 8 9 29 population.
1700 17 1 39 It is a major handicap to tracing the
1750 21 10 35 course of development in the long eigh-
1800 28 11 33 teenth century that information about
1850 45 19 39 the changing occupational structure of
Sources: Wrigley 1987c: tab. 7.2, 162; tab. 7.8, 182; tab. 7.9, 184-5: Bairoch the country is as yet so sparse. It is there-
1988: tab. 13.4, 221. fore hazardous to provide a sketch of

such change, yet impossible to resist the
temptation to attempt it. We are better served with information about
urban development. These two aspects of population structure are neces-
sarily closely connected and may conveniently be treated together.

In Elizabethan times it is clear that England was less urbanised than
continental Europe as a whole, and substantially less urbanised than
those parts of Europe which were economically the most advanced: north-
ern Italy, the Rhine corridor and the Low Countries. It is highly likely that
agriculture dominated the occupational structure of the country at least
as completely as was the case beyond the Channel, though this asser-
tion is less easy to substantiate with reliable data than the comparable
point about urbanisation. It is probable that at least three-quarters of
the labour force was engaged in agriculture. Early in the nineteenth cen-
tury England became the most urbanised country in western Europe. A
far smaller proportion of its labour force worked on the land than on
the continent, even though the country remained largely self-sufficient
in food (Jones 1981; Thomas 1985: tab. 2, 743). Much of this profound
transformation took place in the long eighteenth century.

Before considering the implications of urban growth and a changing
occupational structure, an attempt to quantify the scale of the changes in
question is appropriate. Table 3.11 and Figure 3.8 show the percentage of
the population which was urban in England, France and the Netherlands
from 1600 to 1850.!> The Netherlands was the most advanced economy
in Europe from the mid-sixteenth century until the early eighteenth cen-
tury. The pattern of urban growth in France was typical of that of con-
tinental Europe as a whole throughout this period (Wrigley 1987c: tabs.
7.5 and 7.9, 176, 184-5). These two countries, therefore, form suitable
comparitors for England during the long eighteenth century. The con-
trasts between the three countries are striking. The Netherlands was far

15 Urban populations are defined as those living in towns with 5,000 or more inhabitants. Any
division between urban and rural is bound to be arbitrary and will prove unsatisfactory
for some purposes. In many contexts setting the dividing line at 5,000 inhabitants would
appear inconveniently high. Its advantage in this context is that there were few towns of
this size in which agricultural employment was other than trivially small as a fraction of
the labour force.
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Figure 3.8 Urban growth in England, France and the Netherlands

Notes: The urban proportion was taken as the percentage of the total population living in
towns with 5,000 or more inhabitants.

Sources: Wrigley 1987c: tab. 7.2, 162; tab. 7.8, 182; tab. 7.9, 184-5: Bairoch 1988: tab. 13.4,
221.

more urbanised than England or France in 1600, the two latter being
roughly on a par with each other at that date. Urbanisation continued
in the Netherlands during the seventeenth century and was gathering
momentum in England, but in the following century declined in the for-
mer while continuing strongly in the latter. By 1850 the position in the
Netherlands was little different from that in 1700, whereas growth had
continued unabated in England. Meanwhile in France there was no signif-
icant change from the initial level of urbanisation until after 1800, and
in 1850 France was still much less urbanised than the Netherlands had
been in 1600, having reached a level similar to that reached in England
a century earlier.

The truly exceptional character of the surge of urbanisation in England
in the eighteenth century is only partially apparent from Figure 3.8.
Urban growth became widespread throughout western Europe in the
first half of the nineteenth century, but in the preceding century it was
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concentrated to an astonishing degree in England alone. If the ‘net’ gain
in urban population between any two dates is defined as the number by
which the urban population exceeded that which would have obtained
if the urban percentage had not changed in the interim, then England
alone accounted for 57 per cent of the net gain in urban population in
western Europe as a whole in the first half of the eighteenth century
and as much as 70 per cent in the second half (Wrigley 1987c: 177-80,
esp. tab. 7.7, 179). Since even in 1800 England contained such a small
fraction of the population of Europe, this degree of concentration is ex-
traordinary. Urban growth in England was not only radically different in
scale from urban growth elsewhere in the long eighteenth century, it was
also very different in character. In England only four of the ten largest
towns in 1670 were still in the top ten in 1801. London was, of course, al-
ways the largest city. In 1670 it was followed by Norwich, Bristol, York and
Newcastle. Of these four, only Bristol, Newcastle and Norwich survived in
the top ten in 1801, when they were respectively fifth, ninth and tenth. All
the others in the list were newcomers. Manchester, Liverpool and Birming-
ham were second, third and fourth, with Leeds, Sheffield and Plymouth
occupying the other places. The equally meteoric rise of Glasgow ensured
that the Scottish experience paralleled that of England in the eighteenth
century. In France, in contrast, eight of the ten cities which formed the
top ten in 1650 were still there in 1800, and the two which had disap-
peared in 1800 had been eighth and tenth in 1650 (Wrigley 1987c: tab. 7.1,
160-1; de Vries 1984: app. 1, 273-5). The French experience was common
throughout the continent. The urban hierarchy was radically revised in
England far earlier than in other European countries. It is also notewor-
thy that, although London was always by far the biggest city in England,
during the long eighteenth century it grew little faster than the pop-
ulation of the country as a whole. London held about 9.5 per cent of
the national total in 1670 and 11 per cent in 1801, whereas other urban
centres expanded spectacularly from 4.0 to 16.5 per cent of the national
total over the same period (Wrigley 1987c: tab. 7.2, 162).

Given the scale of urban growth, it is hardly surprising that there were
also major changes in occupational structure in early modern England.
Until the nineteenth century the available information about this aspect
of economic life is limited and frequently either difficult to interpret with
confidence or subject to wide margins of error. Some things, however, are
clear. In 1800 a much lower percentage of the labour force was working on
the land in England than anywhere else in Europe, with the exception of
the Low Countries. It is probable that the absolute size of the agricultural
labour force changed very little between 1600 and 1800. Since population
was rising fast, this implies a major fall in the proportion of the workforce
on the land, from perhaps 70 per cent in 1600 to about 55 per cent in
1700 and close to 40 per cent in 1800. By 1851 agriculture employed less
than 25 per cent of the male labour force (Wrigley 1987c: tab. 7.4, 170;
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1986: tab. 11.12, 332: the figures for 1800 and 1851 refer to the male
labour force; those for 1600 and 1700 relate to the proportion of the
population dependent on agriculture for a living). The change appears to
have been progressive throughout the period 1600-1800. King and Massie,
who each made estimates of the social and economic composition of the
national population, divided the population into categories which do
not readily equate with the divisions which are now conventional. As a
result, assumptions must be made about the allocation to occupational
groupings of categories which represented status rather than occupation:
the allocation, for example, of cottars between agriculture and other
employments. In my view, however, their estimates support the figures
just quoted. My interpretation of their data yields a figure of about 60 per
cent of families working in agriculture for King (1688) and 50 per cent for
Massie (1760). If the assumptions made in arriving at this interpretation
of their work are justified, they support the picture just outlined (Wrigley
1987c: 171-2; see also Mathias 1979b).

Urban growth accounts for only part of the rapid rise in the proportion
of the population finding a living from non-agricultural occupations. By
1800 about half of the population of rural England was no longer de-
pendent on agriculture for employment. Indeed, between 1600 and 1800
rural non-agricultural employment may well have accounted for a slightly
larger share of the overall growth in employment outside agriculture
than is attributable to the growth of urban employment (Wrigley 1987c:
tab. 7.4, 170). This was the fruit of Smithian growth, of the successful
exploitation of the opportunities for growth afforded by an organic econ-
omy. Its momentum dominated the growth process throughout the long
eighteenth century. It remained powerful until well into the nineteenth
century. When Rickman made provision for more extensive occupational
returns in the 1831 census than he had in the three earlier censuses,
the distinction which he drew between manufacturing on the one hand,
and retail trade and handicraft on the other, though not very clearly
defined in the instructions sent to the overseers of the poor, proved in
practice to correspond closely to the distinction between the production
of goods for large, dispersed, national or international markets and the
production of goods and services for a local market. The former, in other
words, embraced both factory-based production and forms of employ-
ment, such as framework knitting, where production was still domestic
but the market was large and remote. Both such forms of employment
were heavily concentrated in limited areas. The retail trades and handi-
crafts, in contrast, were widely spread throughout the country, forming
a stable fraction of local employment and serving the immediate locality
almost exclusively (Wrigley 2002).

Manufacturing employment in England in 1831 was dwarfed by em-
ployment in retail trade and handicraft. The former employed 314,000
males aged 20 and over compared with a total of 964,000 engaged in
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the latter, 10.4 per cent and 32.0 per cent respectively of the total of
males aged 20 and over; and while 55 per cent of all manufacturing
employment was to be found in Lancashire and the West Riding of York-
shire alone, retail trade and handicraft employment was distributed in
a notably even fashion throughout the kingdom (Wrigley 1986: 297 n. 8
and tab. 11.2, 300-1). The largest individual occupations in the latter in
declining order of size in 1831 were: shoemaker, carpenter, tailor, publi-
can, shopkeeper, blacksmith, mason, butcher, bricklayer and baker. The
first four of these occupations alone between them employed almost as
many men as the whole of manufacturing. Furthermore, employment
in the ten trades collectively grew by 39.3 per cent between 1831 and
1851, a period during which the national population increased by only
26.2 per cent (Wrigley 1986: tab. 11.2, 300-1; Wrigley et al. 1997: tab. A9.1,
614-15). Any account of the early nineteenth century which focuses exclu-
sively on those industries which were ultimately to dominate the national
economy will overlook some of the most substantial growth areas of the
time.

The dominant feature of the English economy in the long eighteenth
century was the transformation in agricultural productivity which took
place between the end of Elizabeth’s reign and the beginning of Victo-
ria’s. The striking increase in output per acre has long been remarked;
that in output per head less so, but the latter underwrote success else-
where in the economy. Although the scale of the change may be diffi-
cult to pinpoint accurately, and both the timing and the causes of the
change remain controversial, it was certainly substantial. Overton offers
two calculations of its size, based on ‘population’ and on ‘output’. The
two methods produce a contrasting picture of the phasing of the in-
crease between 1700 and 1850, but are in agreement that productivity
per head roughly doubled over the period as a whole (Overton 1996a:
tabs 3.8(b) and 3.8(c), 82). Nor should it be overlooked that, since agri-
cultural labourers earned less than workers in most other employments,
the parallel rise in non-agricultural employment implies a rise in average
incomes through compositional change independent of any additional
benefits gained from rising wages in particular employments.

The great majority of those no longer working on the land were em-
ployed, as we have seen, in local service and handicraft industries. To
many of these industries the parable of the pinmakers, which Adam
Smith told to illustrate the vast possibilities for rising output per head
where the scale of the market allowed division of function, hardly ap-
plied. Shoemakers, carpenters, tailors, publicans, butchers and the like, if
they continued to serve only a local market, possessed neither the means
nor the opportunity to achieve large gains in productivity, yet such occu-
pations remained the source of livelihood for a very substantial fraction of
all non-agricultural employment until well into the nineteenth century.
The significance of the increase in production per head in agriculture is
underlined by this consideration.
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CONCLUSION

The long eighteenth century was a period in which the demographic his-
tory of Britain presented a great contrast with that of the continent. Pop-
ulation growth was far faster than across the Channel, though not swifter
than in much of Scandinavia. Demographic growth, however, though no-
table, was outstripped by economic growth. The British economy in the
long eighteenth century achieved a degree of aggregate growth unrivalled
elsewhere in Europe. In 1820 it appears from Maddison’s estimates that
gross domestic product per head in Britain was about 36 per cent higher
than in the Netherlands and 44 per cent higher than in France (Maddison
1982: tab. 1.4, 8 and 167). For England alone the gap would be still wider
(Wrigley 2000: 118-19). The British advantage compared with Germany,
Italy or Spain must have been substantially greater. If, for argument’s
sake, it is assumed conservatively that GDP per head was 50 per cent
higher than in France, the Netherlands, Germany, Spain and Italy com-
bined in 1820, and noting that whereas population in these five countries
combined rose by about 50 per cent between 1680 and 1820, the British
population rose by 140 per cent, the scale of the contrast in overall growth
is evident (Wrigley 1987c: tab. 9.1, 216; the Scottish population was as-
sumed to have been 1.0 million in 1680, 2.1 million in 1820). How large
the gap between British and continental levels of GDP per head had been
at the start of the long eighteenth century is uncertain, indeed essen-
tially guesswork. Suppose, however, that the difference in 1680 was 25
per cent rather than 50 per cent, and suppose further that GDP per head
on the continent rose on average by 20 per cent during the period. On
these assumptions, the GDP of the continental countries would have in-
creased by 80 per cent (100 x 1.5 x 1.2): over the same period the British
GDP would have risen by 246 per cent (100 x 2.4 x (180/125)), a massive
relative gain.

During the period 1680-1820, the great bulk of the expansion taking
place was attributable to the ‘old’ rather than the ‘new’ economy, to the
remarkably successful exploitation of the possibilities of an advanced
organic economy rather than to the prospects opened up by the new
mineral-based energy economy. Contemporaries were doubtful about the
future and their forebodings were not without foundation (Wrigley
1987b). Adam Smith feared that no country would prove able to avoid the
fate which was overtaking the Dutch Republic (A. Smith 1961 [1776]: I,
101-10). The work of de Vries and van der Woude in describing and
analysing the dynamic rise and subsequent stagnation of the Dutch econ-
omy shows that ‘modernity’, the advent of a capitalist economy, is not a
guarantee of indefinite growth (de Vries and van der Woude 1997: 711;
Wrigley 2000: 133-7).

All pre-industrial economies experience a tension between produc-
tion and reproduction, the tension which Malthus, as a young man,
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attempted to capture by contrasting arithmetical and geometric growth
rates (Malthus 1986a [1798]: 8-10). Ultimately, Britain might well have
found it impossible to avoid crippling difficulties if it had not succeeded
in gradually ceasing to be an organic economy. In areas of ancient set-
tlement the mass of the population in organic economies usually paid
a bitter price for rapid population growth. As the eighteenth century
drew towards its close there were signs that the familiar pattern was
about to be repeated in Britain. That the signs faded over the next half
century, to be replaced by harbingers of a new age, was made possible
inter alia by the transformation of the energy base of the economy and
the concomitant escape from the constraints imposed on the output of
secondary industry as long as its raw materials were almost exclusively
derived from plants and animals, and therefore limited by the produc-
tivity of the land (Wrigley 1988: chs. 2 and 3). Yet the advent of the new
should not obscure what was achieved within the older, organic economy.
Britain experienced its greatest growth relative to its neighbours during
the long eighteenth century while still dominantly an organic economy,
managing to cope successfully, if not without strain, with a prolonged
period of population growth which, at its peak, was faster than at any
other time in British history.

Despite the rapidity of the population growth which took place, there
was nothing remarkable about the strictly demographic attributes of the
English population in the long eighteenth century. Marital fertility was
not exceptionally high. In much of France and Germany it was higher. Nor
was mortality notably low. Throughout the period there was a close simi-
larity in both level and trend between mortality in England and in Scan-
dinavia, especially so in the case of Denmark. Moderate levels of marital
fertility and unremarkable levels of mortality, however, proved sufficient
to produce a surge in population unmatched elsewhere in Europe.

More unusual perhaps were the constraints and feedback mechanisms,
the economic structures and cultural conventions which influenced the
attitudes and behaviour of individual men and women. The tendency for
nuptiality trends to mirror secular changes in the real wage, for example,
was potentially of major importance in preserving or enhancing living
standards and so creating an aggregate demand structure favourable to
innovation and investment. Though the nature of the link between the
two trends and its explication remain controversial, it is none the less
clear that its possibility turned on the existence of a particular set of
conventions and a distinctive social milieu. A combination of the general
rule that there should be no more than one married couple per household
with the fact that a majority of young people of both sexes spent a part of
their adolescence and early adulthood in service away from the parental
household meant that on marriage a young couple needed to command
the resources to establish a new household and further that their ability
to do so was often dependent principally on their prior earnings rather
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than a decision made by the older generation (Hajnal 1965, 1983; Laslett
1972a, 1977; Anderson 1980, 1990; Kussmaul 1981; R. M. Smith 1981).

But there were many other features of early modern English society
which may have played an important role in helping to maintain an
easy balance between production and reproduction. It seems probable,
for example, that the nature of the poor law was important in enabling
the victims of life-cycle difficulties - the elderly, the crippled, the sick,
the widowed, the orphaned - to survive with a degree of dignity. The
poor law must have tended to lessen the importance of kinship ties and
obligations, and it may also have encouraged freer movement between
parishes. Or again, as Malthus in his maturity pointed out, the nature
of an increasingly capitalist agriculture may have had highly important
implications both for living standards and for mobility. He sketched a
distinction widely employed at times by development economists when
analysing the weaknesses of traditional, ‘peasant’ society. If, as he re-
marked, a capitalist farmer has no reason to retain in his employment
any man whose product does not at least equal the value of the wage
paid to him, the failure of the marginal producer to be a net contributor
to income will provoke movement off the land.!® In contrast the peasant
family’s system of values may be such that no one leaves the family hold-
ing until the average product has fallen to the level of subsistence. The
two contrasting cases are extreme and artificially simple, but a structural
difference in this regard may help to explain why in the nineteenth cen-
tury the percentage of total income contributed by the agricultural sector
in England was roughly equal to its share of the labour force, whereas in
many continental countries the former was far smaller than the latter
(Crafts 1985: tab. 3.4, 57).

A very long list of comparable topics might be compiled. The inter-
weaving of production and reproduction is fundamental to the life of
any society in any age. Elucidating the relationship presents a host of op-
portunities, balanced by as many challenging difficulties. In one respect,
however, matters have advanced substantially in recent decades. The mar-
gin of uncertainty relating to changes in the main demographic variables
determining reproduction, which in this sense, of course, includes mor-
tality and nuptiality no less than fertility, has narrowed to the point
where it seems reasonable to assert that it is little if any greater for the
long eighteenth century than for the century which succeeded it.

16 ‘Upon the principle of private property . . . it could never happen [a situation in which
population growth was pushed to a limiting extreme]. With a view to the individual
interest, either of a landlord or farmer, no labourer can ever be employed on the soil,
who does not produce more than the value of his wages; and if these wages be not on
an average sufficient to maintain a wife, and rear two children to the age of marriage, it
is evident that both the population and produce must come to a stand’ (Malthus 1986b
[1826]: 405).
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British agriculture developed in a distinctive manner that made impor-
tant contributions to economic growth. By the early nineteenth century,
agricultural labour productivity was one third higher in England than
in France, and each British farm worker produced over twice as much as
his Russian counterpart (Bairoch 1965; O’Brien and Keyder 1978; Wrigley
1985; Allen 1988, 2000). Although the yield per acre of grains was no
higher in Britain than in other parts of north-western Europe, the region
as a whole reaped yields twice those in most other parts of the world
(Allen and O’Grdada 1988; Allen 1992.)

Most accounts of British farming link the high level of efficiency to
Britain’s peculiar agrarian institutions. In many parts of the continent,
farms were small, operated by families without hired labour and often
owned by their cultivators. Farms often consisted of strips scattered in
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open fields, and animals were often grazed on commons. Peasant farming
of this sort was consolidated by the French Revolution. In contrast, in
Britain, the open fields were enclosed, farm size increased and tenancy
became general. While this transformation had been underway since the
middle ages, it reached its culmination during the industrial revolution.
Furthermore, it is often claimed that the agrarian transformation made
important contributions to industrialisation by increasing output and
supplying the industrial economy with labour and capital.

One of the most basic questions is the timing and nature of the agri-
cultural revolution. Toynbee (1969 [1884]), Mantoux (1905), Ernle (1961)
and mostly recently Overton (1996a, 1996b) located the agricultural rev-
olution in the eighteenth century, and their revolution comprised both
institutional change and the modernisation of farm methods. In con-
trast, most twentieth-century historians have emphasised that much pro-
ductivity growth occurred before 1700 and have tended to decouple
improvements in farming from enclosure and farm size increases. Cer-
tainly by 1700 crop yields were higher than in the middle ages, labour
productivity had increased, and output per worker in English farming
was already 55 per cent higher than in France. The first half of the nine-
teenth century was also a time of sustained improvement, but a question
mark hangs over the eighteenth century: some scholars see it as a pe-
riod of stasis; others as a century of steady progress. The importance of
enclosure and large-scale farming as bases for productivity growth is not
independent of this issue since enclosure and farm amalgamation pro-
gressed so substantially during the eighteenth century. The relationships
between productivity growth, rural social structure and agriculture’s role
in economic development remain fundamental questions of historical
research.

A broad chronological and geographical perspective is needed for an
assessment of British agriculture during the industrial revolution. Histo-
rians of farming concentrate on biological indicators like the yield of an
acre or the weight of a fleece, but from an economic perspective the pro-
ductivity of labour is a more critical variable since a larger fraction of the
population can be employed off the farm if each cultivator produces more
food. Figure 4.1 shows output per worker in six European countries from
1300 to 1800, and this helps put the achievements of British farming into
perspective. In Italy, France and Germany agricultural labour productivity
declined slowly after 1400, although France shows slight improvement in
the eighteenth century. The renowned husbandry of medieval Flanders
meant that productivity was exceptionally high in present-day Belgium.
Population pressure in later centuries meant that output per worker
slumped, but it still remained above the level on most of the continent.
The well-known agricultural revolutions of the early modern period -
those of the Dutch and the English - stand out in the figure. Output per
worker in English farming leapt from the continental norm in 1600 to a
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Figure 4.1 Output per
worker in agriculture,
1300-1800

Source: Allen 2000:
21.

Robert C. Allen
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leading position in 1750. It is important that this advance occurred before
the industrial revolution, and, indeed, that there was no further advance
between 1750 and 1800. It is also important that England’s advances did
not push her efficiency above that of the Low Countries.

The modernisation of agriculture took place in the context of fluctu-
ating farm prices. They fell during the second quarter of the eighteenth
century - the so called agricultural depression — and then increased er-
ratically until the 1790s. Corn prices doubled and tripled during the har-
vest years of 1795, 1799 and 1800, and the price level remained high and
volatile until the end of the Napoleonic Wars. Then began a slide of prices
that lasted until the middle of the nineteenth century. The pace of im-
provement of farm methods may have been a determinant of the price
history through its impact on agricultural supply, but tariff policy and
increased market integration also played a role. The fluctuations in the
price level certainly affected the evolution of farming and rural society
in general. Rising prices after 1750 and especially during the Napoleonic
Wars accelerated enclosure; the high prices of the 1790s threatened the
standard of living of the rural poor, gave rise to radicalism, and brought
on changes in poor relief like the Speenhamland system; landowners who
had gained from the high prices of 1795-1815 sought to preserve their
rent rolls in the succeeding deflation through the corn laws, which im-
posed substantial duties on imported grain (Hueckel 1981).

THE RISE OF THE GREAT ESTATE
- = - - -

Eighty per cent of Britain’s farm land lay in England and Wales, which
produced 89 per cent of Britain’s farm output in the mid-nineteenth cen-
tury (Feinstein 1978: 635, n. 55; cf. Solar 1983 and Table 4.1). While the
agriculture of the Scottish Highlands was revolutionised by the clear-
ances, the changes that affected the largest share of British agricul-
ture occurred mainly in England and comprised the enclosure of the
open fields, the growth in farm size and the consolidation of the great
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estate. Hence, discussion will focus on the English story. Many of the
changes in farm methods and management affected Scottish agriculture
as well.

Over half of the farm land in medieval England was organised in open
fields and commons. Under this system, the land of the village was di-
vided rigidly between arable and pasture. Holdings of arable consisted of
strips scattered around the village. The strips were grouped into several
large fields, which were also often units in a crop rotation. Three fields
were common, in which case one was planted with wheat or rye, the sec-
ond with barley, oats, beans or peas, and the third was fallow. Each year
the fields shifted to the next phase in the sequence. Every farmer had
to follow this communally agreed plan. The grass of the village included
the meadow on which hay was cut, and the common where the sheep
and cattle were pastured in a village herd. In densely settled regions,
the commons were small, but in many parts of the kingdom there were
great tracts of waste used as common pasture for sheep. The herd was
also turned onto the fallow field, as well as the other fields after they
were harvested, in order to eat weeds and manure the land.

Enclosed farming was the antithesis of the open field system. When
land was enclosed, the owners usually exchanged strips and divided com-
mons, so that each proprietor had large, consolidated blocks of property.
Communal rotations and grazing were abolished. Each owner acquired
exclusive control over his property, so every farmer could cultivate as he
pleased without reference to the rest of the community. In 1500, about
45 per cent of the farm land in England was already enclosed, and most
of that had probably never been open. The open fields in 1500 included
much of the grain growing land in the country. In 1700, 29 per cent
of England remained open or common, and the proportion shrank to
5 per cent in 1914, where it remains today (Wordie 1983: 502). This phase
of the enclosure movement was particularly intense in the Midlands,
where over half of the farmland was enclosed in the eighteenth and nine-
teenth centuries (Wordie 1983: 500). Most of the remaining open land was
common pasture.

In the eighteenth century, much of the enclosing was accomplished by
parliamentary act. In such an enclosure the principal landowners of the
village petitioned parliament for a bill to enclose their village. Unanimity
of the owners was not required: in general the owners of 75 per cent to
80 per cent of the land had to be in favour in order for the bill to proceed.
Since landownership was highly concentrated, an enclosure could - and
often did - proceed with a majority of small proprietors opposed. In the
memorable phrase of the Hammonds (1924: 25), ‘the suffrages were not
counted but weighed’. The bill named commissioners, who carried out the
enclosure, and endorsed their award in advance. The commissioners held
hearings in the village, identified the proprietors, appointed a surveyor
who mapped the village and valued each holding, and finally reallocated
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the land so that each proprietor (including those who opposed the en-
closure) received a grant of land in proportion to the value of his or her
holdings in the open fields. A total of 3,093 acts enclosed 4,487,079 acres
of open field and common pasture in this manner. A further 2,172 acts
were concerned exclusively with the enclosure of an additional 2,307,350
acres of common pasture and waste (Turner 1980: 26, 178).

A second major change was an increase in farm size. In the middle
ages demesnes were already several hundred acres, but the farms of serfs
were usually 30 acres or less (Kosminski 1956; Allen 1992). During the
population decline in the fourteenth and fifteenth centuries, farm size in-
creased. Estate surveys show that the average farm - including demesnes,
copyholds and leased land - in northern England and in open field vil-
lages in southern England was 65 acres in c. 1700. Enclosed farms in
the south were already larger, however. In the eighteenth century, small
farms were amalgamated into large ones in open field villages in the
south, and throughout the north. By 1800, 150 acres was the average
across all types of farms in the south, and 100 acres was the average in
the north (Wordie 1974; Allen 1988).

The growth in farm size was accompanied by a revolution in land
tenure. Many small farms in 1700 either were owned outright by their oc-
cupiers or were held on very long term agreements like copyholds for lives
or beneficial leases. During the eighteenth century, small freeholds were
bought up by great estates and manorial lords stopped renewing copy-
holds for lives and beneficial leases. The formerly yeomen lands passed
into the hands of the gentry and aristocracy. The small farms were amal-
gamated into large and were then leased to large-scale farmers. The re-
sult was the consolidation of the great estate and the emergence of the
three-tiered social structure of rich landlord, substantial tenant farmer
and poor landless labourer.

Eighteenth-century agricultural improvers regarded enclosure and the
creation of large farms as prerequisites for the modernisation of agricul-
ture, and this view has become widespread among historians. Since en-
closing began on a large scale in the late fifteenth century, the defenders
have argued that it led to the adoption of modern methods. Quesnay, the
French physiocrat, advanced the view that higher farm output required
more investment, and that only large-scale farmers had access to the req-
uisite capital. Arthur Young adopted this view and merged it with the
claim that enclosure also led to modernisation. For Young (1774: 287-8),
the large ‘farmer, with a greater proportional wealth than the small oc-
cupier, is able to work great improvements in his business . . . He also
employs better cattle and uses better implements; he purchases more ma-
nures, and adopts more improvements.’ Open fields inhibited this style of
farming since they gave the small, backward farmers the power to check
the initiative of the large-scale entrepreneur. Enclosure was essential to
set free the process of investment and modernisation.
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In the eighteenth century, there was a consensus that enclosure and
large-scale farming raised output. There was, however, a deep difference
of opinion about the impact of these changes on employment. One group,
whose origins ran back to the earliest critics of enclosure, argued that
enclosures and large farms reduced employment in agriculture. By the
seventeenth century, in an ironic twist, some advocates of this view
were defending enclosures on the grounds that the expulsion of people
from farming created a manufacturing workforce (Fortrey 1663). This,
of course, became Marx’s view on the subject. The other group argued
that enclosures and large farms increased agricultural employment since
they led to more intensive cultivation. Young endorsed this position, and
argued that, none the less, large farms and enclosures stimulated man-
ufacturing since they increased food production, which led to a larger
population, most of whom were employed off the farm. The claims that
enclosure raised employment and that the industrial workforce was the
result of population growth (rather than the release of labour from agri-
culture) have become standard views since their restatement by Chambers
(1953).

The role of enclosure and large farms in raising output, the impact of
these changes on employment, the contribution that agricultural change
made to manufacturing development - these issues remain central ques-
tions of English history. A first step in analysing them is to consider broad
trends in agricultural outputs and inputs.

OUTPUTS

Despite its importance, the rate of output growth remains a contro-
versial issue. In the absence of agricultural censuses, estimates must
be constructed from diverse data using indirect methods and strong
assumptions. Alternative approaches point to different periods as those
of fastest growth. Moreover, agriculture has recapitulated the experience
of industry as more recent estimates of the growth rate are lower than
earlier ones. There are four important approaches.

Direct aggregation is the most straightforward. In this approach, out-
put is measured by valuing the production of the various farm products
with a set of constant prices. Chartres (1985) and Holderness (1989) es-
timated the output of the main farm products in 1700, 1800 and 1850.
Valuing them with 1815 prices implies that output grew at 0.8 per cent
from 1700 to 1800 and at 0.9 per cent per year in the next half century.
The similarity of the growth rate in the two periods is unique.

Income deflation is the second approach. It relies on the accounting
identity that the value of agricultural output equals value added (on the
assumption of no purchased inputs), which, in turn, equals the sum of
agricultural incomes (wages plus rents plus profits). For 1800-50, Deane
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timates of the latter with an index of

1700-1800 1800-50 . . .
e agricultural prices to compute real agri-
Deane and Cole 0.4% 1.5% .
° °  cultural production. Crafts followed the
Crafts 0.5% 1.2% . .
- same procedure for this period. The out-
Aggregation of farm products 0.8% 0.9% . .
. put index, of course, is no better than
Population 0.5% 1.1% th G d . i £ 1ab
e quantity and price series abour,
Demand curve | 0.3% - 1 dq d ty 1 I‘F . lf ) 01
Demand curve Ii 0.2% 1.1% and and capital that go into the calcula-

tion. All of these are uncertain. Deflation

Notes and sources: Deane and Cole (1969: 78, 170) used a population-based

extrapolation for 1700-1800 and deflated income for 1800-50. The figure 1s ParthUIarly difficult in the eaﬂy nine-
shown here for 1800-50 is their estimate for 1811/21-1841/51. teenth century when the price level was
Crafts (1985: 42) used a demand curve for 1700-1800 and deflated income .

for the nineteenth century. The estimate for 1800-50 shown here applies to so volatile.

1801-31.

Aggregation of farm products —

Population is the basis of the third
Allen 1994: 102.

Population — Overton 1996a: 86 approach. It assumes that per capita

Demand curve | — Jackson 1985.

Demand curve Il - Allen 1999.

consumption of agricultural goods was
constant, and then uses population as an
index of agricultural output, making an allowance for imports and ex-
ports. Deane and Cole used this procedure for the eighteenth century,
and Overton applied it to the whole period 1500-1850. These calculations
show little output growth in the first half of the eighteenth century but
rapid growth thereafter in line with the increase in the population.

A demand curve is posited in the fourth approach. Crafts (1976, 1985a:
38-44) effectively debunked the population method by pointing out that
constant per capita consumption was inconsistent with the high income
and price elasticities of demand found for developing countries as well
as for eighteenth-century England. Clark, Huberman and Lindert (1995)
forcefully pressed the point for the first half of the nineteenth century.
Crafts specified a demand curve for farm goods in which quantity de-
manded depended on population, per capita income, and the price of
agricultural and manufactured goods. Jackson (1985), Clark (1993), Clark
et al. (1995) and Allen (1999) have proposed variants of this approach. All
indicate slow growth in the second half of the eighteenth century: the
rise in farm prices from 1750 to 1800 implies that output was growing
less rapidly than population and demand.

Table 4.1 summarises the output growth rates implied by the var-
ious methods. For the eighteenth century, the aggregation of the
Chartres-Holderness production figures gives distinctly the fastest
growth. In all likelihood, however, farm output is underestimated in 1700.
Wheat has been studied intensively by other scholars. Holderness put the
yield at 16 bushels per acre c. 1700, and Overton (1996a: 77) concurred,
although his own work on probate inventories for Norfolk, Suffolk and
Lincolnshire implied an average yield of about 18.5 for the early eigh-
teenth century (Overton 1991: 302-3). More recent scholarship points to
higher values. Turner, Beckett and Afton (2001: 129), who have compiled
information from farmers’ account books, put the yield of wheat in excess
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of 20 bushels early in the eighteenth century. Brunt (1999) arrived at a
similar figure using econometric models of weather and farming meth-
ods. Turner et al.’s (2001: 163-4) yields for barley and beans are also con-
siderably in excess of the yields assumed by Holderness-Chartres. The
upward revisions in the yield estimates for the early eighteenth century
cast considerable doubt on the production aggregation approach espe-
cially c. 1700.

The population-based estimates of Deane and Cole and Overton imply
slower growth, but their maintained assumption of constant per capita
consumption is hard to credit. Crafts’s estimate based on a demand curve
is superior methodologically. It implies faster output growth than the cal-
culations of Jackson and Allen, which are also based on demand curves.
The difference arises since Crafts used GDP to measure income, whereas
Jackson and Allen used wages, which grew less rapidly. The latter is prob-
ably more pertinent to the food market than GDP, which also includes
profits and rents. These considerations suggest that agricultural output
grew at 0.2-0.3 per cent per year in the eighteenth century.

In the first half of the nineteenth century, Deane and Cole’s deflation
of agricultural income gives distinctly the highest estimate of output
growth. There is remarkable agreement among the other procedures. The
consensus is that agricultural production grew at about 1.1 per cent per
year in the first half of the nineteenth century. This was markedly faster
than in the eighteenth century.

INPUTS

Farm output went up for two reasons: the land, labour and capital used by
agriculture increased, and those inputs generated more output owing to
improvements in farm methods and organisation. As with output, there
is considerable uncertainty as to the exact magnitudes of the inputs. The
figures discussed here relate to England and Wales rather than Great
Britain.

Land

The main sources that describe land use are contemporary estimates. As
part of his social accounts for 1688, Gregory King estimated the acreage of
arable, pasture, etc. W. T. Comber did the same in 1808, and his estimates
agree in broad outline with B. P. Capper’s figures for 1801. The noted
agricultural writer James Caird produced further estimates for 1850-1.
Table 4.2 applies King’s, Comber’s and Caird’s figures to 1700, 1800 and
1850, respectively. The most remarkable development was the growth
in arable, pasture and meadow, which increased from 21 million acres
¢. 1700 to 29.1 million c. 1800 to 30.6 million c. 1850. In the eighteenth
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Table 4.2 Utilisation of English and Welsh Land, 1700-1850 century, the growth was mainly in pas-

ture and meadow; in the nineteenth cen-

c. 1700 c. 1800 c. 1850 .
tury, it was the arable that expanded.
Arable 11 1.6 14.6 . .
These increases were accomplished by
Pasture and meadow 10 175 16.0 . . .
. corresponding reductions in wood, com-
Woods and coppices 3 1.6 1.5

Forest, parks, commons
Waste

Buildings, water, roads
Total

Total agricultural

Index of land input

5 mon and waste. Some of this change
10 } 65 } 30 was spurious: ‘waste’ has always been
' ' used to graze sheep, and thus has always

1 13 2.2

38 385 373 been agricultural land. H(?wever, there
14 156 136 was probably also a real improvement
1.00 1.35 137 in the quality of the land - pastures

Source: Allen 1994: 104.

were drained, fertilised and reseeded.
Great tracts of land in northern and
western England were developed into improved grazing in this way. In
eastern England, arable was often the result. Young’s (1813a: 2, 99, 100)
account of Lincolnshire gives a flavour of the changes. He described the
improvement of the heath near Lincoln ‘which formerly was covered with
heath, gorse, &c. and yielding, in fact, little or no produce, converted by
enclosure, to profitable arable farms’. Much land had been improved, ‘for
these heaths extend near seventy miles’. On the coast, ‘there spreads a
great extent of lowland, much of which was once marsh and fen; but now
become, by the gradual exertions of above 150 years, one of the richest
tracts in the kingdom’.

Labour

The agricultural workforce is much more difficult to count than the
acreage of farm land or even the volume of production. The subject is
bedevilled by the problems of part-time work, unpaid family work, and
people dividing their time between farming and proto-industry. Perhaps
for these reasons, King tallied much of the population as ‘labourers’ and
‘cottagers’ without assigning them to agriculture, commerce or manu-
facturing. Massie did the same with his social table for 1759 (Lindert
and Williamson 1982). Estimates of the agricultural workforce must be
erected on a basis other than contemporary estimates.

The oldest view about the size of the agricultural workforce — and
one that appeals to common sense — is that it declined during the in-
dustrial revolution. This view is supported by the long-standing notion
that enclosures were driving people off the land into the factories. Both of
these positions have been called into question by historians. In particular,
Deane and Cole (1969: 142-3) have used the occupational information in
the nineteenth-century censuses to argue that farm employment in Great
Britain increased from 1.7 million in 1801 to 2.1 million in 1851. Although
they describe their 1801 employment estimates as ‘little more than
guesses’, the idea that agricultural employment expanded during the
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industrial revolution (albeit at a slower Table 4.3 Employment in English and Welsh agriculture,
rate than manufacturing employment) [RUYEEEMEGEITELLD)

has become the standard view. 1700 1800 1850

While the 1851 census does provide jen 612 643 985
an acceptable basis for calculating the women 488 411 395
agricultural workforce at the end of the pgoys 453 351 144
industrial revolution, the early censuses Total 1553 1405 1524
are not nearly so reliable, and, in any Index of labour input 1.00 0.95 1.16

event, cannot be used to push the esti- "¢ “rien 1994: 107,

mates back before 1800. Indirect meth-

ods are necessary. One procedure is to combine information from estate
surveys with the returns collected by Arthur Young on his English tours
(Allen 1988). Young was a noted agricultural improver and prolific writer.
He travelled through most English counties in the 1760s and reported
the details of several hundred farms. Since the information includes the
size and land use pattern of the farm as well as the number of regu-
larly employed men, women and boys, equations can be estimated that
correlate employment with variables like farm size. Applying those rela-
tionships to the distribution of farm sizes shown by estate surveys allows
estimates of the agricultural labour force. The estimates encompass only
those steadily employed: additional labour was hired during peak periods
like the harvest. While important, the total number of hours worked by
the additional labourers was small compared to the contribution of the
regularly employed.

Table 4.3 shows that there was little long-run change in the English
agricultural workforce. The total number employed fell between 1700 and
1800, then rebounded to 1851 when the total was still less than it had
been in 1700. Weighting the employment of men, women and boys by
the wage rates recorded by Young produces an index of the quantity
of labour. It increased marginally over the period. Since the acreage of
improved farm land was also rising, employment per acre (as measured
by the ratio of the index of labour to the index of land) fell from a value
of 1.00 in 1700 to 0.70 in 1800 and then returned to 0.85 in 1850. Even
though farm employment was roughly constant, employment per acre
declined, especially in the eighteenth century.

The composition of the agricultural workforce also changed signifi-
cantly from 1700 to 1850. First, the share of adult males increased from
39 per cent of the workforce to 64 per cent. Second, more of these men
were employees rather than farmers since the number of farms was prob-
ably falling. Third, most of the hired men in 1851 were day labourers
while most had been servants hired by the year in 1700 (Kussmaul 1981).
Fourth, while the servants in 1700 had been continuously employed over
the year, about one third of the male labourers in 1851 were only em-
ployed in peak periods like the harvest. The contrast between 1700 and
1851 is far reaching: in 1700, the agricultural workforce had been built
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around family labour supplemented by young adults in their late teens
and early twenties hired on annual contracts as servants. These categories
were still present in 1851, but the workforce had become much older,
more male and more erratically employed.

Wrigley (1985, 1986) has also analysed the agricultural labour force
over the eighteenth and nineteenth centuries. He estimated that the
‘agricultural population’ was about 3 million people over the eighteenth
century. This figure includes non-working children and retired people.
Assuming that the average household had 4.5 members, 3 million people
corresponds to 667,000 households — a figure close to the 612,000 and
643,000 adult men shown in Table 4.3. An exact match is not expected,
since male servants did not head households and since some women did.
Nevertheless, the correspondence confirms the order of magnitude of
both calculations. Wrigley’s procedure does not permit a separate exami-
nation of the employment histories of men, women and children, and so
does not pick up the falls in the employment of women and boys.

Wrigley (1986) has also estimated the growth of the adult male agri-
cultural labour force in the first half of the nineteenth century. He found
it grew about 10 per cent from 1811 to 1851 when it equalled 1 million,
a figure that includes men who only worked in peak periods as well as
those steadily employed. Wrigley’s estimate of the rate of growth is the
right order of magnitude for the growth rate of the total, regularly em-
ployed agricultural labour force over the period. However, the number
of steadily employed men grew more rapidly than Wrigley’s estimate, as
men displaced women and boys in farm labour.

Capital

The provision of capital was divided between landlords and tenants. Land-
lords financed most of the permanent improvements to the property -
structures, roads, fences and enclosures. Tenants financed implements
and livestock. Tenants also financed a few improvements to the soil such
as marling or draining. Their benefits lasted a decade or two and were
worthwhile from the tenant’s point of view only if the tenant had ad-
equate security. The tenants also had to pay wages, rent, taxes, etc. in
advance of the sale of the crops. These expenses did not result in capital
formation, strictly speaking, since they did not create assets that lasted
longer than one year.

Landowners could finance their investments by mortgaging their prop-
erty. Tenants obtained their capital in more diverse ways. At the outset,
most farmers took over their parents’ farms and secured their livestock
and implements in that way. Thereafter, they bred their animals. Cash
to pay wages and rents was saved from the sale of the previous year’s
output. Sometimes landlords provided their tenants with capital, for in-
stance when drains were installed. ‘At Marston, much draining has been
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performed on a farm of Mr. Foster’s, who Table 4.4 Capital in English and Welsh agriculture, 1700-1850

pays all of the bushes [to line the drains],

. 1700 1750 1800 1850
except what could be obtained from the >
farm, and the tenant is to allow inter- Lant OZ s . s 114 143 -
est for the money thus sunk by the land- SHucres, €%
s tenants

lord’ (Batchelor 1808: 476). Money could -
be borrowed from relatives and other vil- implemens 0 8 0 1

¢ farm horses 20 20 18 22
lagers (Holderness 1976). qun .merchan.ts other livestock T = = o
often bought the crop while it was still Total e o = —

standing in the fields. According to Defoe
(1727: 11, part II, 36), ‘These Corn-Factors
in the Country ride about among the Farmers, and buy the Corn, even
in the Barn before it is thresh’d, nay, sometimes they buy it in the Field
standing, not only before it is reap’d but before it is ripe.” Whether or not
the factors were ‘cunningly taking advantage of the farmers by letting
them have Money before-hand, which they, poor Men, often want’, credit
was being extended.

Feinstein (1978, 1988) and Holderness (1988) have estimated the growth
of capital supplied by farmers and landlords. Their results are shown in
Table 4.4. Between 1700 and 1850, both components of capital approxi-
mately doubled. During the eighteenth century, capital grew at the same
rate as improved farm land, so capital per acre remained constant. From
1800 to 1850, capital per acre rose 40 per cent. Capital was the fastest-
growing input.

Source: Allen 1994: 109.

PRODUCTIVITY GROWTH
-

The history of outputs and inputs implies that productivity grew from
1700 to 1850. Over that period, land grew 37 per cent, labour 16 per cent
and capital 93 per cent. Giving equal weight to each input implies that
inputs in toto grew by a factor of 1.45 from 1700 to 1850. Output grew
by a factor of 2.2 according to the demand curve approach. Total factor
productivity increased by 50 per cent (1.52 = 2.2/1.45) or about 0.3 per
cent per year over the whole period. In the eighteenth century, inputs
grew at 0.2 per cent per year. According to Allen’s and Jackson’s demand
curve estimates, output grew at 0.2—0.3 per cent per year, implying negli-
gible productivity growth (0.0-0.1 per cent per year). From 1800-50, input
growth increased to 0.4 per cent per year, but output grew much faster by
all measures. Accepting output growth of 1.1 per cent per annum implies
TFP growth of 0.7 per cent per year — a much better performance.

Other estimates of output growth, of course, imply other estimates of
productivity growth. One can side-step the difficulties in measuring the
quantities of inputs and outputs by inferring productivity from their prices.
If efficiency rises, then a farmer can cut his price and still cover his costs.

Cambridge Histories Online © Cambridge University Press, 2008



108

Robert C. Allen

Hence, a fall in product prices with respect to input prices indicates
productivity growth. McCloskey (1981: 114, 126) used this reasoning to
compute productivity growth of 0.5 per cent per year for the first half
of the nineteenth century. In contrast, Turner, Beckett and Afton’s (1997)
rents imply higher productivity growth, while Clark (1993: 247; 1998b:
208) has calculated rates ranging from nil to about 0.5 per cent per annum
from 1700 to 1850.

The lack of consensus indicates that the price approach is not a quick
fix to the productivity measurement problems. Not only does this method
require good information on product and factor prices, but it presumes
that they equalled marginal costs and the values of marginal products.
This condition was probably not satisfied for many inputs, in particular
land. Rents, for instance, were not adjusted annually and so could fall be-
hind changes in land values (Allen 1982). In such cases price calculations
can give spurious measures of productivity change. The measurement of
both prices and quantities needs to be refined to pin down the chronology
of the agricultural revolution.

Farm methods and productivity growth

Agricultural productivity rose because output increased and employment
per acre declined. No single innovation or institutional change explains
these increases. Many reinforcing changes were involved.

Corn output increased because of changes in yields and acreage. In the
case of wheat, the yield rose from perhaps 10 bushels per acre - certainly
more in Norfolk (Campbell 1983) - at the end of the middle ages to 20
bushels or more in the early eighteenth century (Rogers 1866: I, 38-45;
Salzman 1938: II, 60-1; Titow 1972: 121-35; Clark 1991b; Overton 1991;
Allen 1992, 1999; Brunt 1997, 1999; Turner et al. 2001: 129). Between 1700
and 1850, yields rose little, and output increased because more land was
planted as fallow was reduced. The yields of barley, oats and beans also
increased in the early modern period; they continued to rise after 1700
so the increase in the production of these crops was not simply due to
greater acreage.

The causes of the rise in corn yields are diffuse. First, there were im-
provements in seed. Farmers collected the seeds from the best plants and
grew them separately to isolate high-yielding and disease resistant strains.
This practice, which began in the seventeenth century and was responsi-
ble for some of the pre-1700 advance of yields over medieval levels, was
carried on by enterprising farmers through the eighteenth and proba-
bly into the nineteenth centuries (Plot 1677: 151; Marshall 1788: II, 4).
Second, heavier manuring may have raised fertility, although Brunt
(2000) has called this into question. Third, the cultivation of legumes
(beans, peas, clover) increased during the eighteenth century. These
crops fixed atmospheric nitrogen and thereby raised soil fertility (Chorley
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1981). Fourth, soils were improved by marling and draining. During the
Napoleonic Wars, the high price of corn relative to labour made it prof-
itable to install bush drains on heavy clays. By the 1840s, the price of
drain tiles fell enough to precipitate another round of drainage invest-
ment. Other investments that improved the quality of the soil included
paring and burning and the application of lime. Fifth, the diffusion of
seed drills and other improved farm machinery resulted in a better seed
bed. Historians have not yet been able to pin down the relative impor-
tance of these factors, but together they were responsible for the rise in
corn output (Brunt 1997). Sixth, regional specialisation increased, so that
crops were grown where the natural conditions were most favourable.

Livestock output increased because the herds and flocks became more
productive rather than because there were more animals. The number of
cattle probably fell from about 4.5 million at the end of the seventeenth
century to 3.9 million in the middle of the nineteenth, but the share
of productive animals (i.e. dairy cows and those slaughtered) increased.
Moreover, the weight of a carcass and the product of a cow rose. Like-
wise, the number of swine scarcely increased, so the main reason for the
rise in pork output was a much greater rate of slaughtering and a very
sharp rise in meat per carcass. In the case of sheep, the stock doubled
between 1700 and 1850, but the weight of a fleece and the meat per car-
cass both increased (King 1696: 430; Holderness 1988: 32; 1989: 147-159,
169-70).

Meat per carcass increased for several reasons; improvements in the
breed and increases in feed consumption were the main factors. A shift in
tastes away from veal and young lamb towards the meat of older animals
may have played a minor role as well (Holderness 1989: 155). Stockbreed-
ers created new varieties of sheep, pigs and cattle in an effort to increase
the rate of weight again. The earliest and most famous breakthrough
was the development of the New Leicester sheep by Robert Bakewell in
the mid-eighteenth century. It reached a large size at a younger age than
other breeds and it had a higher proportion of flesh to bone. Ellman’s sub-
sequent creation of the Southdown had a similar objective. Cattle breeds
were also improved. Bakewell and Robert Fowler improved the Longhorn
in the mid-eighteenth century, and it had a vogue for fifty years. After
1800 the Shorthorn gained popularity in the north and east as it was im-
proved by Robert and Charles Colling, and by Thomas, John and Richard
Booth. In the first half of the nineteenth century, the Hereford emerged
as an important fattening breed. Likewise, pigs were improved through
the introduction of foreign, particularly Chinese, breeds. Rapid weight
gain was the objective of most of these improvements.

The quantity of feed consumed by British livestock was increased by up-
grading commons and waste into improved pasture and by cultivating an-
imal feed in the arable rotations. Feed had always been grown by farmers.
Much of the oat crop, for instance, was consumed by the farm horses, and
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peas and beans were often eaten by livestock. In the seventeenth century,
the production of feed was increased with the cultivation of turnips and
clover on a large scale. By the mid-eighteenth century, the classic Norfolk
rotation (turnips—barley-clover-wheat) had emerged. The fallow was elim-
inated, and the clover and turnips provided winter fodder for animals.
Other fodder crops like sainfoin and roots like swedes and mangolds
were also introduced into British rotations and fed to livestock. A big
reason that sheep and cattle weighed more when they were slaughtered
in 1850 than they had in 1750 was because they were eating better.

Farm size and productivity growth

The second reason that agricultural productivity increased during the
industrial revolution was because labour per acre declined. The employ-
ment of women and boys fell. The employment of men grew slightly but
much less than the growth of improved land. The drop in labour per acre
resulted from the growth in farm size.

Higher rent was the motive behind the creation of large farms. Big
farms could afford to pay a higher rent since their costs were less — in
particular, their labour costs. Large farms employed fewer boys per acre
than small farms since boys were hard to supervise. The employment of
women was also curtailed since their work was often tied to dairying and
large mixed farms kept fewer cows per acre. There were also economies
in the employment of men. Specialists replaced the ordinary labourer in
tasks like tending hedges and caring for sheep. Activities like transport-
ing grain and manure were carried out more efficiently when they were
performed by groups of workers than when they were done by individ-
uals. ‘In harvest; two drivers, two loaders, two pitchers, two rakers, and
the rest at the rick, or in the barn, will dispatch double the work that
the same number of hands would do if divided into different gangs on
different farms’ (Arbuthnot 1773: 8). The growth in the average size of
farms was the reason that the total employment of women and boys de-
clined in the eighteenth century, and the employment of men remained
constant even as the improved acreage expanded.

Enclosure and productivity growth

The most long-standing explanation for the rise in efficiency is enclo-
sure. Eighteenth-century commentators regarded it as a prerequisite for
improvement since the open field system was supposed to have blocked
advance. The rigid division of lands into arable and pasture precluded
convertible husbandry, which involved alternating lands between the two
uses. Collective management of the fields inhibited the adoption of new
crops since a consensus was necessary among the farmers in order for
change to occur. Pasturing the village livestock in a single herd led to
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overgrazing, the spread of animal diseases, and the inability to control
breeding. According to the critics, ‘open-field farmers were impervious to
new methods’ (Ernle 1961: 199).

Enclosure is supposed to have rectified these problems by bringing land
under exclusive private control. Communal controls were abolished, so
that each owner - and thus each farmer - had exclusive control over his
or her property. The scene was set for the enterprising farmers to take
the lead in adopting new crops and improving the quality and care of
their animals.

The case for the backwardness of the open fields and the modernity of
the enclosures has rested mainly on eighteenth-century commentaries.
In an extravagant phrase, for instance, Arthur Young (1813b: 35-6) con-
trasted ‘the Goths and Vandals of open fields’ with ‘the civilisation of
enclosures’. There is some truth to this opinion, but inquiries by histori-
ans have shown that open fields were not nearly as backward as has been
claimed. Havinden (1961) was one of the first to question the conventional
indictment of open fields. He showed that such villages in Oxfordshire
did indeed adopt new crops - in this case sainfoin. Yelling (1977: 146-232)
strengthened the case with additional local comparisons, but remained
unconvinced that open fields were really as flexible as enclosures. Allen
(1989) has refined the assessment with a series of regional studies. These
show that open field villages adopted new crops and increased the share
of grass when these innovations were profitable. However, enclosed vil-
lages always adopted the new methods more fully than did open field
villages.

Enclosure also led to greater output, but the increase was much less
than the growth in production that occurred between 1700 and 1850.
Chronology suggests this conclusion: much of the enclosure took place
in the second half of the eighteenth century, when agricultural output
stopped growing. Comparisons of corn yields in open and enclosed vil-
lages buttress the case. The data collected by Arthur Young on his tours
of the 1760s show that yields of the main crops were 7-12 per cent:
higher in enclosed villages (Allen and O’Grdda 1988: 98). Turner (1986:
691) found a larger increment — 11 per cent to 23 per cent - in his sam-
ple drawn from the 1801 crop returns. A limitation common to both of
these studies is that they did not standardise the comparisons by soil
type. Allen (1989: 72) used data drawn mainly from Board of Agriculture
county reports prepared between 1794 and 1816 and divided them into
districts with relatively uniform environments. On the boulder clays of
Cambridgeshire, Bedfordshire and Huntingdonshire, enclosure resulted
in yield increases of 10-39 per cent for beans, barley and oats (but only
3 per cent for wheat) because the consolidation of property facilitated
the installation of drains in the furrows that had formerly divided the
open field strips. In other regions, the yield increases were generally less
than 10 per cent. While enclosure did have some impact on yields, the
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boost was only a small part of the doubling that took place between the
middle ages and the nineteenth century.

Both Turner (1986) and Allen (1992) have combined their findings on
yields with estimates of the impact of enclosure on cropping to mea-
sure the overall effect on output. Turner found that enclosure had little
effect on total corn production, although declines were more frequent
than advances. Allen found that enclosure increased corn production
on the boulder clays where yields went up substantially, lowered output
marginally on light soils where turnip cultivation was introduced, and
substantially reduced output where there was large-scale conversion of
arable to pasture. Allen also included animal products in his compar-
ison. He found that enclosure raised real farm output 12 per cent on
the boulder clays in the East Midlands and by 20 per cent on high-grade
fattening pastures. Otherwise, eighteenth-century enclosures led to only
minor increases or even reductions. As with the results on yields, the
important finding is that the output increases that followed enclosure
were small, as was the growth in output that occurred in English and
Welsh agriculture during the industrial revolution.

Enclosure affected the inputs in English agriculture as well as the
output. The acreage of improved land increased substantially between
1700 and 1850. Enclosure was fundamental to this upgrading. In 1700,
the waste that was later improved was legally common land. Only when
it was enclosed and brought under individual control was it worthwhile
for anyone to improve it.

Enclosure had a small impact on capital formation. The stock of fixed
capital increased as landlords paid for the hedging, ditching, road build-
ing, etc. that accompanied enclosure. The capital supplied by farmers
also increased as flocks were expanded and livestock upgraded to take
advantage of the improved pastures and greater production of winter for-
age. However, Table 4.4 suggests that the total effect was not substantial
during the eighteenth century - agricultural capital did not rise greatly
before 1800.

The most hotly debated issue is the impact of enclosure on employ-
ment. In this regard, one must distinguish the charge that enclosure
led to the expropriation of peasant lands from the impact of enclosure
on labour demand per se. It is probable that many fifteenth-century en-
closures did involve lords’ usurping the land of small farmers and the
destruction and depopulation of the villages concerned (Beresford 1954;
Allen 1992). Such extreme results did not occur in the eighteenth and
nineteenth centuries, since legal titles were protected in both parliamen-
tary and non-parliamentary enclosures. There were still people at risk of
losing property, however - principally cottagers who pastured stock on
commons without a legal right to do so. They lost that privilege at enclo-
sure. Moreover, even cottagers with legal common rights may have been
worse off after enclosure since their land grants may not have generated
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as much income as their grazing right had previously. The losses were
particularly serious for women (Neeson 1989; Humphries 1990).

There are strongly divergent views on the effect of enclosure on the de-
mand for labour. Critics of enclosure have generally charged that people
were put out of work, while defenders have claimed that enclosure cre-
ated new jobs. In the modern literature, Chambers (1953) has championed
the latter view and argued that the improved agriculture required more
labour to hoe the turnips, thresh the additional corn, trim the hedges and
scour the ditches. Recently, this view has been challenged. Snell (1985) has
used poor law evidence to argue that enclosure led to increased seasonal
unemployment rather than the greater stability in employment expected
by Chambers. Allen (1988) used Young’s survey data to measure the im-
pact of enclosure on employment. He found that enclosures had little
effect on farm employment unless they led to the conversion of arable to
pasture, in which case employment declined. In some regions, eighteenth-
century enclosures did have this result. However, the total arable acreage
increased slightly in this century (Table 4.2), so enclosure did not lead to
a general decline in agricultural employment.

This review of the evidence about the impact of enclosure on agricul-
tural outputs and inputs suggests that it had a positive but small effect
on productivity. This conjecture is confirmed by measurements of total
factor productivity. McCloskey (1972, 1975, 1989) suggested that the im-
pact of enclosure on productivity could be inferred from the movement
of rents. Indeed, a rise in rent was the landlord’s incentive to enclose, and,
in the eighteenth century, the conventional expectation was a doubling
from 10s. to 20s. per acre. A stylised example shows how this increase
might have arisen and its relationship to total factor productivity. In an
eighteenth-century open field village, output, as measured by farm rev-
enue, was about £3.5 per acre. The cost of the labour, capital and materials
applied to the land (including the opportunity cost of the labour and cap-
ital of the farmer and his family) was about £3 per acre. The difference,
or Ricardian surplus, was £5 or 10s. If the market for farm tenancies
were competitive, then rents would have been bid to equal this level.
Suppose that enclosure involved no change in employment or capital per
acre but resulted in an increase in output to £4 per acre. With costs the
same, Ricardian surplus and rent would have risen to £1 (= £4 - £3).
In this example, the doubling of rent that followed enclosure was a con-
sequence of the accompanying output increase.

While rents doubled, total factor productivity also increased but by
a smaller proportion. Total factor productivity rises when output rises
with respect to the ‘bundle of inputs’ used in production. In both the
open and the enclosed village in this example, the ‘bundle’ is the same -
namely £3 of labour, capital and materials per acre of land. Output, how-
ever, increased from £3.5 to £4, i.e. by 14 per cent. That is the rise in total
factor productivity.
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The overall impact of the enclosure of open fields on the growth in
productivity in English agriculture was less than 14 per cent for four
reasons. First, the rent increase following enclosure was probably less
than a doubling (Allen 1992; Clark 1998a). Second, the assumption that
rental markets were always in competitive equilibrium so rents always
equalled Ricardian surplus has been questioned - the rise in surplus
may, in fact, have been less than the rise in rent (Allen 1982). Third,
only 21 per cent of the farm land of England and Wales was enclosed
between 1700 and 1850. Setting aside the first and second points, the
enclosure of the open fields raised the total factor productivity of English
and Welsh agriculture only 3 per cent (=14 per cent x 0.21). This is an
inconsequential amount compared to the 50 per cent increase that took
place over the period.

Enclosure did make another contribution to productivity growth in
the same period — namely the reclamation of waste. This contribution
can be analysed similarly using Gregory King’s figures. In the eighteenth
century, about 3 million acres of ‘forest, parks, and commons’ were en-
closed and improved as well as 3 million acres of waste. According to
King, the rental value of the first type of land was 3.5s. per acre c. 1700
and the latter was worth 1s. per acre. If the annual value of these lands
was raised to 9s., the value of enclosed pasture, then the total value
of English agricultural land, increased from £8.75 million to £10.025
million - a gain of 23 per cent. Such a rent gain translates into a to-
tal factor productivity increase of about 7 per cent. This increase may
well be an overstatement of the efficiency gains of the enclosure of waste
since it values the improved land at a rent equal to the most productive
land in King’s account. The overall conclusion must be that the enclosure
movement made little contribution to agricultural productivity growth
during the industrial revolution.

AGRARIAN CHANGE AND ECONOMIC GROWTH

Even if enclosure was not of great importance in boosting output or effi-
ciency, it is possible that agricultural change in toto made an important
contribution to economic development. The potential linkages include:

1. increasing output

2. providing a home market for manufactures

3. generating new capital by increasing the savings from the agricultural
surplus

4. releasing capital by reducing the agricultural demand for investment

5. releasing labour by reducing the agricultural demand for workers.

Most of these functions were not performed by British agriculture during
the industrial revolution.
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1. Output grew less rapidly than the population during the industrial
revolution. Production and consumption per head declined, and the drop
in consumption would have been much greater had imports not expanded
to meet demand. Prices rose to allocate the limited supply of food. The
result was downward pressure on working-class living standards and a
deterioration in stature during the first half of the nineteenth century.
If one asks how British agriculture fed the expanding population during
the industrial revolution, the answer is — badly.

2. Agriculture did not provide a home market for manufactures.
O’Brien (1985: 780) and Crafts (1985a: 133—4) independently estimated that
the consumption of manufactures by agriculturalists increased about one
third between 1700 and 1800 - a century when industrial production in-
creased more than threefold (Crafts 1985a: 32). After 1800, the importance
of the agricultural market became even less important. Exports and the
urban economy absorbed the manufacturing output - not agriculture.

3. Industrial and commercial capital formation were not financed by
tapping the agricultural surplus. Landlords received the bulk of the sur-
plus - that is, the value of production less the consumption needs of farm-
ers and labourers - in Britain as rent. While some landlords invested in
urban and commercial activities, many borrowed instead. Crouzet (1972:
56) endorsed Postan’s (1935: 2) ‘view that “surprisingly little” of the wealth
of rural England “found its way into the new industrial enterprises”’.
Crafts (1985a: 122-5) has calculated that agricultural savings financed
little non-agricultural investment.

4. Agriculture did not release capital by reducing its demand for in-
vestment. Instead, as Table 4.4 indicates, agricultural capital increased.
Any other result would be surprising in view of the eighteenth-century
emphasis on rising investment as the source of rising agricultural output.

5. One way in which British agriculture may have contributed to eco-
nomic growth was through the release of labour. Here the conclusion
depends on the definition adopted. The most straightforward meaning of
‘labour release’ is that farm employment declined. Male employment in
agriculture was constant in the eighteenth century and rose in the first
half of the nineteenth. The employment of women and children declined
throughout. If these ‘freed’ workers were re-employed in industry, then
the resulting rise in manufacturing output would have been an indirect
contribution of agrarian change to economic development. But this is a
big ‘if”. Most of the boys and women did not leave their villages. Only
if employment were found in rural industry would it have been found
at all. Throughout the industrial revolution, the employment prospects
of women in the rural textile industries, their biggest employer, were
declining in the face of mounting competition from factories. In 1724,
Defoe wrote, ‘The Farmers’ Wives can get no Diary-Maids . . . truly the
Wenches Answer, they won’t go to Service at 12d. or 18d. a week, while
they can get 7s. to 8s. a Week at Spinning’ (Pinchbeck 1969 [1930]: 140). By
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the 1830s, if not by 1800, these jobs had disappeared. Agricultural redun-
dancies then resulted in structural unemployment rather than increased
manufacturing output.

The problem of structural unemployment was greatest in southern
England. Williamson (1990: 178-218) has shown that southern urban
wages were much higher than rural wages, even allowing for the higher
living costs and lower quality of life in the cities. There was no compa-
rable disequilibrium in the north. Despite the fact that a large share of
children born in rural England moved to cities when they reached adult-
hood, migration was not enough to equalise wages. This failure to allocate
labour efficiently reduced the national income several per centage points,
according to Williamson (1990: 211). The fact that enclosures ceased to
be depopulating during the industrial revolution may have meant - iron-
ically - that agrarian change was less significant in raising the national
income than traditional accounts suggest.

A LONGER-TERM PERSPECTIVE
[ - - = - =~ -

This is a dreary assessment. Did agrarian change really contribute so lit-
tle to the industrial revolution? The answer depends critically on the
time period. One reason why the industrial revolution could proceed in
the face of a largely static agriculture was that agriculture had already
revolutionised itself between 1600 and 1750, as Figure 4.1 shows. In that
period, yields, output and labour productivity all increased sharply. Crafts
(1985c¢) has urged that declining farm employment is not the appropriate
definition of labour release; instead, he proposes that a rise in output per
worker that allows a decline of the fraction of the workforce in agricul-
ture is a more revealing concept. In Crafts’s terms, labour was released
from British agriculture between 1500 and 1750 when the agricultural
share of the population dropped from 74 per cent to 45 per cent and
agricultural labour productivity rose 54 per cent (Allen 2000). The agricul-
tural revolution did not run concurrently with the industrial revolution
but rather preceded it.
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INTRODUCTION
-

Technological change was a central component in the industrialisation
process of the late eighteenth and early nineteenth centuries, and thus in
the making of the modern world economy. Nevertheless, more than two
centuries after the beginnings of industrialisation, our understanding
of the factors that impelled and shaped the development, diffusion and
impact of the new technologies of early industrialisation remains far from
complete. As a consequence, important questions concerning the place
and interpretation of technological change in industrialisation remain
unresolved.

The idea that we know relatively little about the sources and outcomes
of innovation in the industrial revolution may seem strange, since there
is a large historical literature organised explicitly or implicitly around
the idea that technological change and industrialisation are intimately
linked. Indeed there are many writers for whom new technologies are
industrialisation, and so the emergence of new techniques is implicitly
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or explicitly a fundamental causal event. But the very size of the litera-
ture tends to obscure the fact that it actually tells us rather little about
the dynamics of technological change in the industrial revolution, and
particularly its impacts on growth. So although technological change is
usually seen as a central element in the economics of industrialisation
there is frequently no satisfactory account of the relationships between
technological change and industrial growth. To put it differently, there
are few comprehensive treatments of the technologies involved in the
industrialisation process, in the sense of treatments that integrate eco-
nomic, social and technological dynamics. Although such a task cannot
be achieved within the space available here, nevertheless this chapter
seeks to describe some broad patterns of technological change during
the first industrial revolution, and to place them within an interpreta-
tive framework.

The core theme here is the need to understand innovation and techno-
logical change in the industrial revolution as an economy-wide process:
that is, as a broad array of changes, across many activities, proceeding at
uneven rates and with different degrees of ‘visibility’, but none the less
wide in terms of developments and application. Technology - and hence
technological change - in this context will be seen not just in terms of
the technical performance characteristics of products or processes, but
also in the broader sense of methods of organisation, co-ordination and
management.

This chapter aims to do three things. First, it seeks to map some over-
all dimensions and distributions of technological change in British man-
ufacturing during the period. The reason for this mapping exercise is
that interpretation of the links between innovation and long-term growth
should rest on an informed empirical understanding of the extent and
character of innovation during the period in question. Second, it discusses
questions related to the interpretation of this pattern of technological
change - its sectoral composition, its radical or incremental character,
its causality and so on. Finally, it discusses historiographical debates on
the connections between technological change and economic growth in
the British economy.

The first section addresses interpretative issues following from the
question of whether the industrial revolution should be seen as a narrow
or a broad phenomenon. Traditional histories of the period have focused
on dramatic technological change and productivity growth, in relatively
few industries, particularly textile processes. This literature tends to sug-
gest the importance of radical change in what are here called ‘critical
technologies’, concentrated in key industrial sectors. A critical technology
can be thought of as one that plays an essential determining role, via di-
rect or indirect effects on output and productivity growth, on the growth
trajectory of any particular period. For many writers the critical technolo-
gies of British industrialisation were steam power and mechanised textile
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machines (particularly spinning machinery). Recent literature, however,
stresses a much wider spectrum of change, and emphasises the impor-
tance of incremental innovation across industries. It is important to try
to form some broad judgement about the balance and importance of
these types of change, since this has implications for how we interpret
impulses and incentives to technological change, and causality issues
more generally. If, for example, a relatively small array of technologies
drove change at that time, then we might want to look for sector-specific
causal factors, perhaps related to the dynamics of specific technologies.
A different approach would need to consider why it is that a broad-front
process of advance was occurring, which - as we shall argue below - must
lead us to economy-wide factors, such as general institutional change in
legal frameworks, management systems, ownership and control patterns,
for example. This broad approach need not assume that all technologies
are advancing at the same rates or with the same impacts - it could be
consistent with considerable heterogeneity across industries.

Any assessment of competing interpretations must rest on a reason-
able understanding of the historical record of technological change. The
second section therefore seeks to provide an empirical overview of the sec-
toral patterns and technical characteristics of technological change dur-
ing the period, although a full account is of course far beyond the scope
of this chapter. This draws on economic histories, histories of technology
and business studies; the objective is to give a view of the diversity of tech-
nological change during the period. The intention is to look outside the
areas of highly visible advance, such as textiles, and draw attention also
to the widespread changes in such central areas of economic activity as
agriculture, food processing, glass manufacture, machine tools and so on.
The aim here is to emphasise the empirical fact that this was an economy
with extensive technological change, change that was not confined to
leading sectors or highly visible areas of activity. These less visible indus-
tries are frequently important when it comes to non-technological forms
of innovation: pottery, for example, was a major field of organisational
innovation. So we also emphasise the fact that these less glamorous sec-
tors were often the site of major advances in organisational innovations -
in vertical integration, in assembly line methods, in work organisation
and in distribution, for example.

The conclusion will consider the implications of these contrasting
views for general models of economic growth. At the present time,
economists and others are increasingly using ideas about technolog-
ical change during industrialisation as the basis for thinking about
growth and change. Most notably we have a widely used Kondratievian—
Schumpeterian position, basing models of long-run growth and change
on the idea of radical technological discontinuities occurring in critical
technologies. These models, and the literature which draws on them,
often begin with stylised views of the nature of the industrial revolution,
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and this is one key area where discussions of the industrial revolution
have contemporary resonance. Indeed it is quite common to see contem-
porary policy documents stressing the importance of innovation in infor-
mation technology and biotechnology by referring directly to accounts
of the role of steam power and machinery in the industrial revolution.
If, however, much wider processes of change determine output and pro-
ductivity growth, then we have before us important issues of principle in
understanding productivity growth and indeed overall economic growth
during the period.

COMPETING VIEWS OF INNOVATION

AND INDUSTRIALISATION
L

In 1815 Patrick Colquhoun wrote that ‘It is impossible to contemplate
the progress of manufactures in Great Britain within the last thirty years
without wonder and astonishment. Its rapidity, particularly since the
commencement of the French revolutionary war, exceeds all credibility.
The improvement of steam engines, but above all the facilities afforded to
the great branches of the woollen and cotton manufactories by ingenious
machinery, invigorated by capital and skill, are beyond all calculation’
(Colquhoun 1815: 68). This view of the relation between technology and
manufacturing growth was not uncommon: it focused on a number of
highly visible techniques that began to be implemented from the later
eighteenth century. Foremost among these were steam engines, cotton
spinning machines, and metal working devices and products. These tech-
niques were often associated with specific industries or activities, and it
was a short and apparently natural step to link the techniques with the
expansion of the industries concerned, and then see these industries as
the driving forces of economic growth.

This kind of vision of the technology-industrialisation—-growth link be-
gan with the first systematic work on the industrial revolution, Arnold
Toynbee’s Lectures on the industrial revolution of the Eighteenth Century.
Toynbee (1969 [1884]) focused on five technologies, and argued that it was
the intersection of these technologies and the emergence of free-market
capitalism as described by Adam Smith that constituted the industrial
revolution. The key technologies were the Watt steam engine and the
‘four great inventions’ which revolutionised the cotton textile industry
between 1730 and 1830 - the spinning jenny, the water-frame, Crompton’s
mule and the automatic mule of Richard Roberts. Toynbee’s work had
a major impact on subsequent economic history, with its technological
emphases being repeated in Paul Mantoux’s classic Industrial Revolution in
the Eighteenth Century, and in a wide range of later works up to and in-
cluding Landes’s Unbound Prometheus, which remains the main work on
technological development in western Europe. Mantoux focused Part II
of his work, ‘Inventions and Factories’, on exactly the same sequence of
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textile inventions to which Toynbee drew attention, adding Cort’s iron
process (Mantoux 1961: II, 193-348). Landes did likewise, adding a brief
discussion of power tools and chemicals (Landes 1974: 82-114), although
he also noted briefly that ‘other branches of industry effected comparable
advances’ (1974: 41).

The approach based on critical technologies has fed through into con-
temporary analysis mainly through the ideas of Joseph Schumpeter. In
Business Cycles, Schumpeter claims that innovations ‘concentrate on cer-
tain sectors and their surroundings’, and that there are discrepancies
between the growth of sectors: ‘some industries move on, others stay
behind’ (Schumpeter 1989: 75-6). The central idea is that innovations
disrupt equilibria and cannot be smoothly absorbed into the system;
however, ‘those disturbances must be “big” in the sense that they will
disrupt the existing system and enforce a distinct process of adaptation’.
This process of adaptation is the so-called Kondratieff wave, a long pe-
riod of growth and decline as the critical technologies are exploited and
then exhausted. What ‘big’ means in this context turns out to be simi-
lar to the technological themes sketched above in the industrialisation
literature based on critical technologies:

Historically, the first Kondratieff covered by our material means the industrial
revolution, including the protracted process of its absorption. We date it from
the eighties of the eighteenth century to 1842. The second stretches over what
has been called the age of steam and steel. It runs its course between 1842 and
1897. And the third, the Kondratieff of electricity, chemistry, and motors, we
date from 1898 on. (Schumpeter 1989: 145)

These critical technology notions have been very influential, and it is
only in recent years that a counter-emphasis has emerged in which other
dimensions of industrialisation have been placed in the forefront of anal-
ysis. The reassessment has two elements. First, there has been increas-
ing caution about how widespread technical innovation actually was.
McCloskey, for example, emphasised that by 1860 only about 30 per cent
of British employment was in ‘activities that had been radically trans-
formed in technique since 1780’ and that innovations ‘came more like a
gentle (though unprecedented) rain, gathering here and there in puddles.
By 1860 the ground was wet, but by no means soaked, even at the wet-
ter spots. Looms run by hand and factories run by water survived in the
cotton textile industry in 1860’ (McCloskey 1981: 109). Samuel suggested
that hand techniques and innovation were by no means exclusive. He
rejected the idea that steam power in particular had economy-wide im-
pacts, arguing that ‘the industrial revolution rested on a broad handicraft
basis . . . the handicraft sector of the economy was quite as dynamic as
high technology industry, and just as much subject to technical develop-
ment and change’ (Samuel 1977: 60). Secondly, there is an emphasis on in-
novation outside these allegedly core sectors. Von Tunzelmann, for exam-
ple, argued that ‘the usual stress on a handful of dramatic breakthroughs
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is seriously open to question’, and that what mattered was the variety and
pervasiveness of innovation (von Tunzelmann 1981: 143). Maxine Berg
and Pat Hudson have argued that most accounts of innovation in the
industrial revolution in effect focus on process change, on innovation
in capital goods (Berg and Hudson 1992). Berg has stressed the impor-
tance of a relatively unexamined part of innovation at that time, namely
product innovation in consumer goods, especially in products that can
be considered luxury goods. This was a key demand-side factor shaping
innovation in Britain, and gave rise to major industries. Some of the ev-
idence for this will be outlined below (Berg 2002; see also chapter 13
below).

What are the implications of these different views of industrialisation
for understanding the process of change in the British economy from
1760 to 1830? The first view accords with an account in which industri-
alisation is driven by a small number of rapidly growing industries and
by the inter-industry diffusion of a relatively small number of critical
technologies that formed the basis of leading sectors. In this account the
emphasis is on radical innovation, and an abrupt shift in leading sectors
and technological methods (for a recent account, see Freeman and Louca
2001; for an economic history of industrialisation in this framework, see
Lloyd-Jones and Lewis 1998). In such views technological change is a de-
termining factor in growth. Within this first approach, technology tends
to be seen as a deus ex machina; technological change has been treated as
something that explains the industrialisation process, but is rarely itself
seen as needing explanation. The second view implies a more complex
story, in which innovation accelerates on an economy-wide basis, yet is
usually incremental and small scale. In this approach, the problem is not
so much one of using technology to explain growth, as explaining the
wide disposition to innovation across a very broad set of activities: here
technology plays no primary causal role, but rather is the phenomenon
that needs explanation.

What types of evidence are relevant to deciding between these very
different accounts of industrialisation? An obvious starting point is an
examination of what we know about the actual processes of innovation
and diffusion across the economic activities of Britain at that time. We
turn now to this task, looking first at evidence from patenting behaviour,
and then at the histories of specific technologies.

SECTORAL PATTERNS OF TECHNOLOGICAL

ADVANCE: THE PATENTING EVIDENCE
(= = = == = -

One of the few available quantitative output indicators for technology
is the patent series. A patent is the grant of monopoly rights of use for
a new invention - at the time of the industrial revolution for a period
of fourteen years — following an application to the Patent Office by an
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inventor (see also chapter 8 below). Patent applications must disclose
details of the invention: these include details of the particular ways in
which it is novel, its technical field, and areas of potential application.
Patent applications and grants are published, and over time provide an
insight into the extent and scope of inventive activity in society. In Britain
the patent data map a definite acceleration of technological change from
the mid-eighteenth century. Of course patents have obvious limitations
as technology indicators: the propensity to patent is shaped by social and
economic factors, and varies over time and between industries. Moreover
the existence of a patent — which protects a new technical principle -
does not imply a commercially viable product or process, since it does
not necessarily lead to adoption of the technology. A patent therefore
indicates nothing about the economic value of a new technique.

However, the patent series is linked - though in complex ways - to
the evolution of industries, and gives us a reasonable guide to the pace
and direction of technological advance in industry. Jacob Schmookler,
for example, showed that patenting in a number of US industries was
closely correlated with industry output (with patents lagging), and that
a high proportion of patents within an industry were commercialised;
his broad conclusion was that patenting was strongly associated with
industrial activity, but more significantly that the lag relationship im-
plied that invention was shaped by economic forces (Schmookler 1962,
1966).! Christine MacLeod, in the definitive study of the English patent
system, emphasised the point that from its inception in the mid-sixteenth
century — as a system of royal grants of monopoly rights in production
of some commodities — the patent system was used for widely different
purposes by different types of inventors. By the late eighteenth century,
however, the system had changed along two dimensions. The first was ‘the
emergence . .. of two major patenting contexts’: one in the mercantile and
manufacturing community of London, the other in the manufacturing
districts in the north-west of England.? The second dimension of change
was in the scale of patenting, with a substantial increase occurring after
1750. The Bennet Woodcroft index compiled in the mid-nineteenth cen-
tury showed a major increase in the gross totals of all patents registered
annually after 1750.3

Nathan Rosenberg, while accepting this relationship, emphasised that it was not an encom-
passing theory and that invention also rested on independent scientific advance: Rosenberg
1974.

‘One was firmly based in the London mercantile and manufacturing community, chiefly
among the higher status crafts; the other in the manufacturing districts of the West
Midlands and North-west. What both contexts shared was a highly competitive environ-
ment and a degree of capitalization unusual for that period. They also had in common the
appearance of engine makers specializing in equipping and servicing workshops and facto-
ries. Between them they accounted for over three-quarters of all patents obtained between
1750 and 1800’ (MacLeod 1988: 115).

Bennet Woodcroft (ed.), Chronological Index of Patents of Inventions (1854), cited in MacLeod
1988: 146.

)

w
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Table 5.1 Patents for capital goods, 1750-99

Type of invention 1750-9  1760-9  1770-9  1780-9  1790-9  Total
Power sources 10 21 17 47 74 169
Textile machinery 5 6 19 23 53 106
Subtotal 15 27 36 70 127 275
Agricultural equpt 1 3 5 22 27 58
Brewing equpt 0 1 2 4 17 24
Machine tools 1 4 1 2 3 11
Salt making equpt 2 3 2 1 2 10
Sugar making equpt 0 1 7 1 1 10
General chemical equpt 0 3 2 9 9 23
Building tools and machinery 1 2 4 2 5 14
Mining machinery 1 5 3 7 5 21
Metallurgical equpt 6 9 11 18 19 63
Shipbuilding 4 14 7 17 37 79
Canal and road building 2 1 1 2 24 30
Other industrial 1 5 11 13 18 48
Total 34 78 92 168 294 666
% of all patents 370 38.0 31.3 35.2 45.2 38.3

Source: Derived from MacLeod 1988: 148.

MaclLeod showed that growth was especially rapid in capital goods,
which grew sharply in absolute terms but also as a proportion of all
patents, making up 45.2 per cent of patents in the last decade of the cen-
tury. The two fastest-growing categories were power sources and pumps
(which of course include steam engines, with James Watt’s engine being
patented in 1775) and - fastest of all - textile machinery. The time paths
of patenting in these categories are shown in Table 5.1. A sustained rise
in patenting from 1750 is visible, and the rise is especially strong in the
last decade of the eighteenth century: in both power sources and tex-
tile machinery about half of all patenting from 1750 occurred in the ten
years 1790-9. So these technical categories are strongly present. However,
it is important to keep their predominance in perspective. Over the whole
period these two groups made up almost exactly 50 per cent of capital
goods patents, which means that there was also substantial patenting in
other areas. In fact exactly the same time path, with strong growth in the
last decade of the eighteenth century, can be seen in agricultural equip-
ment, brewing equipment, shipbuilding, canals, building equipment and
metallurgical equipment. As we shall see below, these were large sectors
where considerable technological advance was occurring.

Apart from the diversity of patenting, we should note that Table 5.1
refers to capital goods only. These made up just under 40 per cent of
all patents during the period 1750-1800. So rapid growth in capital
goods should not obscure the fact that innovation was also occurring
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Table 5.2 Selected product and ornamenting patents, 1720-1800

Birmingham Total UK

Buckles and fastenings 11 36
Engraving, etching and chasing 1 12
Making and ornamenting frames for pictures and looking-glasses 2 7
Workboxes, music stands, dressing boxes and fire-screens 2 4
Castors, knobs and handles 6 10
Cabinets and other furniture 4 14
Metals and metallic substances

Plating, tinning, lining and covering 11 35

Ornamenting, inlaying and polishing 3 9

Moulding and ornaments for buildings, coaches, and furniture 5 18
Paper maché and japanned ware 2 5
Total 47 150

Source: Berg 1998a: 39.

across a wider spectrum of British economic activity (Sullivan 1990: 350).
Maxine Berg’s work on patents, focusing in particular on the Midlands
metal trades, reveals some of the broadness of innovation activity during
the early industrial revolution. Her work looks at consumption goods,
showing that patents were taken out on a vast number of small, novel
processes and products such as buckles and buttons. This suggests small-
scale ingenuity, and a process of innovation and technological change
involving a much larger number of people and of manufacturing pro-
cesses and goods than suggested if we just look to the ‘heroic’ inventions
stressed by Toynbee and those who followed his emphases. Table 5.2 shows
some of the array of patents related to ornamentation and decoration,
both personal and domestic.

These rather humble consumption goods may seem a good deal less
exciting than new steam or textile technologies, but that of course does
not mean that they have less economic impact. Taken together, there are
a large number of them, and they are in areas of high demand and consid-
erable economic significance in terms of the volume of employment and
output; many of them rested on new types of production machinery and
capital goods. So without far more detailed technological and economic
analysis, we could not say that these were in some way less significant
fields than those that comprise the textile process, for example.

What can we conclude from this brief look at patenting? The patent
series suggests a technological dimension of industrialisation which was
certainly apparent to contemporary observers, and which has played a
central role in historical writing about the period ever since. However,
during the period, the two largest groups of patents, power sources
and textile machinery, constituted slightly less than 20 per cent of all
patents. Within capital goods, relatively unglamorous activities such as
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brewing equipment, agricultural implements, machine tools, sugar mak-
ing equipment and so on exhibit similar rises, although to smaller totals.
Finally, there is a large set of consumption goods patents that indicate
extensive inventive activity in a wide range of luxury and everyday prod-
ucts. So the patent evidence suggests a very broadly based process of
technological change, with major capital goods inventions as important
components, but with extensive inventive behaviour occurring across the
whole spectrum of economic activity.

SECTORAL PATTERNS OF CHANGE:
TECHNOLOGICAL HISTORIES

Beyond the patent record we have a wide variety of technological case
studies that, taken together, provide a detailed overview of the range
and scope of innovation during British industrialisation. In this section
the evidence for a number of important economic sectors is reviewed
in terms of the technological advances taking place over the period. We
focus in detail on two broad, related types of activity — agriculture and
food processing, the latter of which includes the brewing of beer which
was a major scale-intensive activity at that time, and then on the glass
industry, a prosaic activity perhaps but one with wide uses and impacts
on the quality of life.

Agriculture

No account of the technological development of Britain can ignore agri-
culture, which was the largest economic sector at that time and one of
the most significant in terms of technological change. Change within the
sector encompassed a complex array of interacting institutional, organi-
sational and technical shifts: ‘the century from 1750 to 1850 saw con-
siderable activity and expansion in British agriculture. The new interest
in farming under the influence of the great improvers; the opportunity
to adopt new ideas resulting from enclosure; the continually increas-
ing population leading to additional demands for food; better means
of communication; and the stimulus of the Napoleonic wars, all led to
great developments in farming techniques’ (Beaumont and Higgs 1958:
1-2).

Technological change in agriculture from 1750 encompassed a wide va-
riety of technical functions within a complex set of agrarian production
processes: farm tools, cultivation implements (ploughs, harrows, mow-
ers, wheels for farm vehicles), sowing implements, harvesting equipment
(reapers, rakes, hoes, scythes, winnowing and threshing devices, etc.),
barn equipment, and drainage equipment. During the period 1750-1850
there was considerable change in the array of techniques, and techno-
logical progress occurred across a very broad front (Mathias 1983: 70).
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The long and broad character of change had an important effect on
the development of specialised equipment supply into the sector. By the
1830s,

Many small engineering works and foundries had sprung up in the rural
districts and market towns of England. Although these catered primarily for
the farmer, their effect on farming methods was at first small, consisting
mainly of the gradual substitution of cast and wrought iron for wood or stone
in the construction of simple farm implements and appliances . . . [however]|
it was due to their influence that that basic farm implement, the plough,
was transformed in the early years of the nineteenth century from a crude
construction of wood and blacksmith’s ironwork into a stronger, handier and
far more efficient implement constructed entirely of cast and wrought iron.
(Rolt 1980: 103-4)

Ploughing was then and now a time and energy consuming element in
agriculture. The eighteenth century saw continuous change in plough-
ing techniques, beginning around 1750 with the Rotherham plough, a
smaller and lighter swing plough derived from a Dutch model. This
was primarily a design change rather than a change in materials, but it
quickly led to materials substitution, with James Small introducing the
‘Scotch swing plough’ in 1763, involving the extensive use of wrought
iron, and then in 1785 an important innovation, the self-sharpening
ploughshare patented by Robert Ransome:

The under surface of the share was cooled more quickly than the upper surface,
thus making one side harder than the other and the share self-sharpening.
Shares had previously been filed in the field or taken back to the forger for
sharpening. When chilled cast iron shares came into use a permanently sharp
edge was ensured. The principle of self-sharpening shares is still the same
today. (Beaumont and Higgs 1958: 3)

This innovation, as Rolt remarked, was a case of a ‘seemingly small inno-
vation [that] had an immense effect on the speed and efficiency of arable
cultivation’ (Rolt 1980: 104). Ransome also took out a third very important
patent in 1808, which involved nothing less than the introduction of stan-
dardised parts, a revolutionary step that is often held to have occurred
much later (and then primarily in the USA). This was for a plough-frame
to which components were bolted — new parts could be easily substituted
for damaged or worn-out parts, a development that significantly reduced
the cost and time involved in plough repair. These innovations were not
necessarily small-scale trial and error processes; they certainly led to the
formalisation and codification of the technologies used in agriculture,
with publication of plans and books covering these techniques.* Both
the development of standardised parts and the process of codification of

4 These innovations ‘inspired such as John Arbuthnot and James Small to consider principles
of plough design and to discuss in books the relative merits of the various ploughs in
use. They produced plans, tables, and detailed descriptions from which ploughs could
subsequently be built’ (Beaumont and Higgs 1958: 2-3).
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technology are often regarded as watersheds in the evolution of techno-
logy as a whole, but the unglamorous origins of these in agriculture is
often neglected.

This broad innovative effort around a particular farming function was
replicated in other areas. For example, the drilling of seed was a problem
approached in diverse ways. The major invention, Jethro Tull’s seed-drill
of the early eighteenth century, was the culmination of decades of attack
on the problem by many inventors; it was invented in 1701, introduced
(via a book) in 1731, and an improved geared version appeared fifty years
later, in 1782. Its importance lay in the fact that it was ‘the first impor-
tant step towards the elimination of manual labour in farm operations
in Britain’ (Beaumont and Higgs 1958: 5-9; Rolt 1980: 671; Inkster 1991:
305). It should be emphasised that this was not an isolated innovation - it
led to a trajectory of advance, with at least three further important seed-
drill innovations by 1850, and a range of improved seed-drills being devel-
oped in a process of change that continued throughout the nineteenth
century.

The innovative effort broadened to all the functions of farming. Tull
himself developed a horse-hoe in the early eighteenth century that was
progressively developed throughout the century (Derry and Williams
1979: 671). The problem of harvesting was also systematically addressed,
at first through incremental improvements to such longstanding tools
as the scythe (Daunton 1995: 46). This was followed with devices that
attempted to replicate the hand actions of skilled farm workers (Balassa
1988: 151). These devices failed, yet between 1780 and 1850 a wide variety
of reaping machines were invented and marketed in Britain and the USA.
In Britain, the importance of this problem can be indicated by the fact
that the Royal Society of Arts offered a prize for its solution in 1812. The
defining solution to this technical problem came in 1831 in the USA, with
the McCormick reaper of 1831, which rapidly became the standard tech-
nique for mechanical harvesting. But the noteworthy point is that this
machine was not an isolated act of invention, but rather the culmination
of a sustained inventive effort on both sides of the Atlantic; indeed it has
been claimed that ‘the seven essential elements of McCormick’s reaper
... had already appeared in English patents in the first quarter of the
[nineteenth] century’ (Giedion 1969: 152-3).

These examples can easily be multiplied. The mid-eighteenth to early
nineteenth centuries saw the introduction of horse-rakes for haymaking,
then Salmon’s haymaking machine (the principles of which are still in
use in haymaking), the threshing machine of Andrew Meikle, the win-
nowing machine of James Sharp, root and chaff slicers, and drainage
equipment (such as mechanically made pipes) (Beaumont and Higgs 1958:
9-10; Mokyr 1990: 139; Inkster 1991: 306). This was an arena of technolo-
gical advance with profound impacts on the extent and nature of labour
inputs, and on output.
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To what extent did technological change in agriculture depend on the
use of advances from outside agriculture itself? Clearly the substitution of
cast and wrought iron for wood, and the ability to design new metal-based
technologies, relied to some extent on innovations deriving from the iron
and steel industries. But the specific advances in casting that led to the
self-sharpening plough were made within activities that were specifically
focused on agriculture, and it does not therefore seem reasonable to see
agriculture in terms of the spread of techniques from elsewhere. Where
techniques diffused, it usually post-dated the acceleration of innovation
in agriculture in the period discussed here.

This was particularly the case with steam power. Rolt remarked that
‘Long after steam power had been successfully applied to manufacture
and transport, the British farmer continued to rely solely upon the horse,
while the most notable advance in agricultural mechanisation was the
substitution of the threshing machine for the flail’, and that as late as
the early 1840s, ‘aside from a few isolated experiments, there had been
as yet no attempt to apply steam power on the farm’ (Rolt 1980: 102, 104).
Ultimately, steam powered technologies did appear: mobile threshing ma-
chines, winnowing machines, and cable-drawn ploughs for example. But
‘There was little scope for new sources of power until well into the nine-
teenth century, when determined efforts were made to introduce steam
engines into British farms. These were particularly successful in the large
farms of the English lowlands such as Norfolk, where techniques of steam
ploughing were perfected’ (Buchanan 1992: 85).

It seems reasonable to conclude that agriculture was a self-sufficient
arena of broad and significant technological innovation throughout the
period considered here, and that any consideration of the technologi-
cal trajectory of the British economy during the industrialisation period
should incorporate this as a central component. Of course agriculture
can be seen as producing inputs to other industries, such as textiles. But
perhaps its most important contribution is to food production, and it is
to this we now turn.

Food and food processing

Closely linked with agricultural change were the activities concerned
with the processing, distribution and consumption of food. It is worth
emphasising that during the industrial revolution these processes were
the largest single complex of economic activity; moreover they remained
so throughout the nineteenth century (and in fact the food cluster
remains a core activity of advanced industrial economies today).

It is sometimes suggested that the ‘food complex’ was not an impor-
tant field of technological change during the industrial revolution. For
example Sidney Pollard suggested that:
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in the mid-nineteenth century the final stages in food-processing such as bak-
ing and meat preparation had not yet gone through an ‘industrial revolution’
as commonly understood. There had been no revolutions in technology there,
manual skill or personal know-how were still predominant, there was no cen-
tral motive power, no factory and no mass production. (Pollard 1994: 24)

In The Lever of Riches, Joel Mokyr concurred: ‘Large sectors of the economy,
employing the majority of the labour force and accounting for at least
half of gross national product were, for all practical purposes, unaffected
by innovation before the middle of the nineteenth century. In . . . food
processing . . . techniques changed little or not at all before 1850’ (Mokyr
1990: 83).

While Pollard and Mokyr are right to suggest that large parts of this
major economic activity remained manual, domesticated and relatively
static in their technical character, it is certainly not the case that food pro-
cessing remained unaffected by technological change. (In fact, Mokyr in
particular is a good guide to some of the major changes.) On the contrary,
within food processing there were areas of change of deep importance,
not only for the development and deployment of new techniques, but
also for new forms of production organisation and enterprise structure.
Certainly it was many years before these innovations diffused fully into
the household sector, but the innovation effort in food processing was
both widespread and sustained. In this section five areas of change are
overviewed: food preservation, refrigeration, baking, brewing and grain
milling.

Food preservation. The canning of food was an important achievement
in early industrialisation, the basic technique being the vacuum sealing
of cooked food. The technique was invented in France in 1795 by Nicolas
Appert, using glass jars for storage. In 1810 Peter Durand, an Englishman,
proposed the use of tin cans, a method that proved successful (Derry and
Williams 1979: 695; Mokyr 1990: 140; Inkster 1991: 305). The early versions
of this technique came rapidly into use — they were adopted by the Royal
Navy, and canned soup and meat were being consumed by British sailors
by 1814. This technology was incrementally improved throughout the
nineteenth century, with changes in sterilisation processes, and the use
of autoclaves for cooking (Derry and Williams 1979: 691-6). During the
1830s, preservation techniques for milk emerged, with ‘condensed milk’
being patented in 1835, although diffusion came much later.

Refrigeration. An important arena of technological change from early
industrialisation to the present day has been the evolution of techniques
for keeping food fresh. Early approaches all involved the use of ice. At first,
both in Europe and the USA, this was based on the harvesting of natural
ice, and its storage in insulated ice-houses. The main area of use was the
fishing industry. Natural ice was being used by the late eighteenth cen-
tury, with salmon being packed in ice for transport to London by 1786,
and sea fish (from Harwich and Grimsby) by the end of the century. This
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rapidly ran into a supply constraint: ‘Since demand clearly exceeded nat-
ural supply [of ice] . . . ice-making machines began to be patented in the
1830s and became numerous in the 1850s, the cooling effect depending
either upon the expansion of compressed air or upon the evaporation of
very volatile liquids such as liquefied ammonia’ (Derry and Williams 1979:
698). The basic scientific and technological principle of refrigeration had
been known since around 1755, and practical applications were driven
by the needs of ice production. About a century of incremental devel-
opment was necessary before James Harrison patented the first practical
commercial refrigeration device in 1856 (Rolt 1980: 112). These changes
had important impacts on the fishing industry - the development of large
fishing boats ensued, with both refrigeration and onboard tanks for keep-
ing fish alive. The extension of railways to the fishing ports, combined
with the use of ice-based preservation, created new distribution possibil-
ities and a large market, with fish being shipped fresh from the main
fishing ports. Refrigeration contributed therefore not only to the growth
of a new economic activity, but also to a significant shift in diet for urban
populations.

Baking. Bread and biscuits were a long-term dietary staple. From the
late eighteenth century a series of inventors had attempted to produce
massively larger ovens that would permit the large-scale production of
bread. Most of these involved either conveyor belts running through a
large oven, or a process in which an oven rotated slowly over a fixed heat
source (Giedion 1969: 176-7). As with food preservation by canning, the
British navy was a lead customer:

In the first decade of the nineteenth century, Admiral Sir Isaac Coffin (1759~
1839) built for the British Navy an oven ‘intended for baking sea-biscuits’ . . .
which he named the ‘perpetual oven.” Coffin thus explains the name given to
his oven: ‘It is called a perpetual oven because the operation of baking may be
continued for any length of time.’ It was indirectly heated. An endless belt a
yard wide and made of loose wire mesh ran the whole length of the baking
chamber. At either end, outside of the oven, the belt ran around large cast-iron
rollers, which kept it continually moving. (Giedion 1969: 176-7)

The production of biscuits for sea use was also associated with another
epoch-making organisational innovation, namely the assembly line. The
machines used for making biscuits were co-ordinated with each other,
and with the accurately timed hand operations that were necessary to
make biscuits. The principles of synchronisation are in many ways the key
element of modern product assembly. Larger-scale ovens followed these
innovations in the mid-nineteenth century, followed by automatic mixing
and slicing, and by the use of carbonic acid in bread dough (patented
in 1856). What we have here is the major technological upgrading of
a traditional product - an important but neglected form of innovation
during the industrialisation process and after.
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Brewing. During the eighteenth century the brewing of beer shifted
from small to large scale, although a diverse array of firm sizes persisted
within it: ‘brewing became a much more specialist activity as home brew-
ing and inn-keeper brewing became less common. By the mid-1820s larger
towns usually had several specialist brewers’ (Timmins 1998: 108). This
had important implications for scale and for the use of technology; as
Daunton points out: ‘In the course of the eighteenth century, the scale
of brewing increased, and in most towns it was amongst the largest and
most prosperous businesses . . . the brewers were amongst the first and
largest users of steam power’ (Daunton 1995: 324).

These firms not only used advanced technologies, they pioneered per-
haps the most important organisational innovation of the modern econ-
omy, namely the professionally managed, vertically integrated, corporate
enterprise. These were capital-intensive operations, and British brewers
solved the problems of access to adequate fixed capital by extending
ownership; the effect of this was to move away from the family firm
as a mode of organisation, and to take an important step towards corpo-
rate capitalism. At the same time, the firms integrated backwards into
the production of raw materials, and forwards into distribution and the
ownership of networks of pubs (Landes 1969: 72; Daunton 1995: 324-5).
This somewhat neglected industry has a genuine claim to being both the
technological and organisational precursor of the modern economy.

Grain milling. As urban populations increased during the eighteenth
century, the demand for flour grew sharply, and the scale of grain milling
grew with it. On the one hand this had an important technological com-
ponent: ‘grain milling . . . turned increasingly to steam power in ur-
ban locations’ (Timmins 1998: 108). On the other hand, as with brewing,
there were integrated technological and organisational shifts. Increas-
ingly, small-scale milling was replaced by:

large, capital-intensive mills which purchased grain in order to supply long-
distance markets; water-powered mills on the Thames were some of the largest
industrial concerns of the eighteenth century, and steam-powered mills were
erected in London . . . As the scale of firms increased, they integrated backward
and forward. Large millers purchased their own supplies and cut out the fac-
tors, or they moved forward into the trade in flour and cut out the mealmen.
The mealmen, in turn, integrated backwards and acquired mills. The whole
pattern of supplying bread-stuffs, the basic necessity of life, had become a very
different matter from a farmer pitching his wagon in the market-place: it had
extended lines of distribution, involving capital-intensive plant and consider-
able amounts of working capital, with some of the largest concerns in the
economy. (Daunton 1995: 324)

The examples offered here could readily be extended - into, say, sugar
refining, jam manufacture, chocolate manufacture, coffee refining, to-
bacco processing and so on and so on. It is important to continue to
stress the wider implications of this: it is reasonable to claim that the
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prosaic industries we have mentioned above were not merely adjuncts to
industrialisation but leaders of it, and in fact were key bearers of tech-
nological change during the industrial revolution.

Glass manufacture

Glass is an important and differentiated industrial product, widely used
across the early industrial economy and central to the development of in-
dustrialisation. Glass comprises both domestic products (bottles, glasses,
lamps, mirrors, etc.) and important industrial inputs: containers, sheet
glass and cast plate glass (of widely differing types, usually used for win-
dows), and a complex specialised product, namely optical glass. As with
the food industry, the rate and impact of technological change is sub-
ject to differences in interpretation. Derry and Williams suggested that
the transformation of glass making into a machine industry was a slow
process: ‘It was, indeed, far from complete even in 1900 . . . in glassmak-
ing the craftsman and the ancient, and often secret, traditional processes
were not quickly swept aside by industrial change’ (1979: 583, 592). Yet, re-
viewing the eighteenth century, Berg was able to conclude that the glass
industry ‘experienced major technological or organisational changes in
the period [1700-1820]’ (Berg 1994: 53). These views are not necessarily
contradictory — although many hand processes remained, the period none
the less also saw sustained innovation.

Glass was one of the few large-scale production activities in early in-
dustrialisation, along with textiles and iron manufacture (Mathias 1983:
185). It was a sector of steady innovation. In the seventeenth century an
important innovation, the reverbatory furnace, had emerged; its basic
principle was the separation of fuel and raw material, and this made
possible the substitution of coal for wood and charcoal as a fuel (Landes
1969: 53-4; Mokyr 1990: 106; Timmins 1998: 43). In the late eighteenth
century the production of plate glass was revived in Britain (where it had
been produced on a small scale in the seventeenth and early eighteenth
centuries) with the construction of a very large plant at Ravenhead, near
St Helens, by the British Plate Glass Company (Timmins 1998: 109). In the
1830s cylinder processes were introduced for the manufacture of sheet
glass, and in the 1840s machinery for grinding and polishing sheet glass
was developed and diffused (Singer 1958: 367; Daunton 1995: 229). These
innovations were important in the development of companies that have
played a major long-term role in British manufacturing: for example, the
cylinder process was introduced in the 1840s by the St Helens Crown
Glass company, which became Pilkington Brothers, a firm that remains a
major producer and innovator in glass (Timmins 1998: 201). Finally, ‘from
1859 onwards there was a series of patents in various countries for bottle-
making machines, and in 1887 the semi-automatic Ashley machine, used
at Castleford in Yorkshire, provided the first commercial success’ (Derry
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and Williams 1979: 698). In blown-glass products, some important inno-
vations related to plant layout and organisation: ‘manufacturers evolved
a distinctive cone-shaped factory, with the furnace in the middle, to-
gether with the pots of molten glass, and plenty of space around it for
the glass “blowers” to exercise their skill’ (Buchanan 1992: 179). It should
be noted that many of these innovations were in fact diffusions from
western Europe, principally from Germany and France. The cylinder pro-
cess came from Lorraine and the German states, although it probably
originated in France (Singer 1958: 367; Mokyr 1990: 106).

The most knowledge-intensive component of glass production was
however in optical glass:

The closest link with the scientific advances of the period of the industrial
revolution is in the steady progress of optical glass. It was in 1758 that John
Dollond, a practical optician, was awarded a patent for the achromatic lenses
that he had been constructing, contemporaneously with Moor Hall, for about
a quarter of a century; they were made by cementing a convex lens of crown
glass to a concave lens of flint glass. (Derry and Williams 1979: 592)

Many of the key developments in optical glass occurred in western
Europe: glass manufacturing processes were developed in Switzerland by
Pierre Guinand, in France by Bontemps and Lerebours, and in Germany
by Franubhofer. These advances diffused to Britain via a Birmingham
manufacturer, Lucas Chance, who purchased and patented the Bontemps
technique in 1837. After the 1848 revolution Bontemps himself came to
the UK and worked directly with Chance Brothers, who became major pro-
ducers of optical, telescopic and camera lens glass. These developments
became the object of specific research programmes in Britain, not only
among manufacturers but among interested scientists such as Herschel
and Faraday, who took charge of the Royal Society investigations into op-
tical glass in 1824 (Singer 1958: 359-60; Derry and Williams 1979: 592-3).

The material in the sections above has been intended to demonstrate
the extent of innovation in what are often thought to be rather sta-
ble, undynamic sectors of the economy. The kinds of experience repre-
sented by these activities could easily be expanded: in such activities as
pottery and ceramics, machinery and machine tools, instruments and
mining, important and persistent patterns of innovation can be found.
Pottery, for example, was an important area of organisational innova-
tion, particularly in the Wedgwood enterprise. McKendrick showed some
years ago that Wedgwood’s product innovations were accompanied by
changes in plant layout and labour organisation and management that
were in many respects the earliest important form of modern workplace
organisation (McKendrick 1961). In machinery and machine tools there
were numerous important innovations: the screw cutting lathes of Jesse
Ramsden in the 1770s, the boring machines of John Wilkinson in the mid-
1770s, specialist machines for making watches, the carriage lathes of
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Henry Maudesley in the late eighteenth century, new woodworking lathes
and planers (such as that built by Joseph Bramah in 1802), large-scale
lathes and metal planing machines invented by Richard Roberts in 1817,
Nasmyth’s machines for accurate cutting of hexagonal nuts in 1829 and
many others that were developed at that time (on these and related
machine making technologies see Burstall 1963; Saul 1970; Derry and
Williams 1979; Daumas 1980; Mathias 1983; Cantrell 1984; Inkster 1991;
Buchanan 1992). Some of these developments, such as Wilkinson’s accu-
rate and large-scale boring machines, made possible such innovations as
the Boulton and Watt steam engine, since all of the Watt engine cylinders
were bored with Wilkinson’s machinery. The growth in variety, scale and
accuracy of machine tools (by 1830 Maudsley was using a bench microm-
eter accurate to 0.0001 inch) was of profound importance for production
across many sectors).

The pervasiveness and extent of innovation across the industries out-
lined above give us reasonable grounds for a general conclusion, namely
that innovation was not confined to alleged ‘leading sectors’ of the econ-
omy, but rather was present, often in an intense way, across virtually all
economic activities. This does not of course mean that we can ignore the
sectors such as textiles and steam power that have driven so much of the
historiography of industrialisation; on the contrary, they deserve close
examination.

THE ‘MAJOR INNOVATIONS’
-

Textiles

Together with steam power, textile machinery has been the emblematic
technology of the industrial revolution, to the extent — as we have seen -
that many histories of the industrial revolution have seen textiles not only
as the primary site of innovation but also as the driving force of economic
growth. While we can contest both the singularity of the technological
changes, and their impact on growth, it nevertheless remains the case
that this was indeed a major sector of change, in which considerable ex-
planatory challenges remain: ‘This “story”, endlessly narrated, has never
been explained by historians, who lack a general theory able to account
for the major breakthroughs in technology that occurred in textiles over
the eighteenth century’ (O’Brien et al. 1996: 155). The evolution of textiles
equipment in the eighteenth century was in part a process of transition
away from domestic manufacture to factory production. The first fac-
tory production of textiles began in the early eighteenth century in the
production of silk thread and cloth, based on silk throwing machinery
patented by Thomas Lombe and based on modifications of Italian tech-
nology. Lombe’s patent expired in 1732, leading to entry in the industry:
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by the 1770s there were about thirty silk mills in the Midlands, mainly
supplying handloom weavers in London (Kirby and Rose 1994: 38).

The real expansion occurred however in cotton textiles. The major in-
novations began with the mechanisation of hand techniques, which then
developed into new elements of mechanical technology (see Chapman
1972 for the best overview of the technical developments). The sequence
is usually associated with four key technologies: Kay’s flying shuttle,
Arkwright’s water-frame, Crompton’s spinning mule and Cartwright’s
loom, but we could add into this such major developments as Roberts’s
automatic mule (a machine which introduced the principle of error-
actuated servo-control, and which Marx claimed ‘opened up a completely
new area in the capitalist system’). The first development occurred in cot-
ton spinning, with the spinning jenny design by the Lancashire spinner
James Hargreaves coming into use in the 1760s. This was a hand pow-
ered device which made it possible for a strong and skilled operator to
work with more than one spindle at once; it ‘reproduced the actions of
the hand spinner’ utilising a system of spindles with a movable carriage
(Mann 1958: 278). In the early 1770s this was followed by Arkwright’s
water-frame, which introduced two significant innovations: first a series
of rollers which drew and spun the thread, and second, water power to
drive the rollers. Shortly afterwards a new technology emerged, Samuel
Crompton’s spinning mule, so called because it was a hybrid, mixing el-
ements of the Hargreaves and Arkwright approaches. This machine was
working by 1779, and over the next fifty years was subjected to a great
number of improvements which considerably increased its productive ca-
pacity; variants of this machine formed the staple device around which
the development of the textile industry occurred. It was the dominant
technology for almost a century. The mule permitted large increases in
productivity: so much so that the technical development of the cotton
sector as a whole is often written in terms of the imbalance between
spinning and the other processes of cotton manufacture. It was not super-
seded until the Roberts automatic mule of 1825, a radical breakthrough
that was, in effect, the first truly automatic machine in the world. What
we have here is an interrelated series of ‘macro-inventions’ appearing over
a relatively short time period. The technological history of the industry
therefore involves questions concerning the impulses to these processes
of discovery, combined with the impulses to diffusion, as well as a wide
array of smaller-scale inventions and innovations in textiles. O'Brien et al.
point out that between 1700 and 1850 there were 2,330 textile patents in
the UK, and this extensive range of patents is far from encompassing all
of the innovative activity of the period in this sector (O'Brien et al. 1996:
165-7).

These technological changes were associated with rapid industry
growth. Between the late eighteenth century and the middle of the nine-
teenth century the cotton textile industry in Britain grew spectacularly,
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in the absolute size of output, in labour productivity, in the scale of
enterprises, in capital employed, and in the proportion which it con-
tributed to national income. The gross value of output grew from £0.6
million in 1760 to £30 million in 1815 (Deane and Cole 1967: 185-8). In
spinning, the number of operative hours required to process 100 1b. of
cotton declined from 2,000 in 1760 (using Crompton’s mule) to 135 in
1825 (using Roberts’s automatic mule) (Catling 1970: 60). Between 1797
and 1850 the average annual input of raw cotton per factory rose by over
1,000 per cent, which reflects an increase both in physical productivity
and in the average size of enterprises (since the number of enterprises
less than doubled during the same period) (Chapman 1972: 70).

These dramatic productivity shifts should not be seen simply as the
result of technological change. First, it is important to remember that
the textiles sector comprised more than cotton: it included flax, silk and
woollen manufactures, plus the manufacture of such products as lace and
hosiery. Hosiery and lace manufacture remained domestic hand technol-
ogy tasks, and in spinning the input of human skills remained strong
even after mechanisation (Samuel 1977: 19). Moreover it is important to
remember the overall complexity of the textile processes: textile manufac-
ture involved many differentiated products, with processes involving raw
material preparation (cleaning, combing and so on), spinning (with many
different types of output), various types of weaving, bleaching, dyeing and
printing, plus the operations involved in working up cloth outputs into
products. Within the textile production chain mechanisation was very
uneven, and so cannot exclusively account for the productivity growth
experienced by the industry.

Within textiles, production was shaped not only by technical change
but also by major organisational innovations associated with the fac-
tory and changing managerial control. These organisational innovations
should be borne in mind when considering the longer-term impacts of the
industrial revolution, since the factory permitted not only the application
of power and the adoption of new techniques, but also the organisation
and intensification of labour. In fact such organisational and managerial
elements were central problems in the early factory system (see chapter
2). These points lead to two broad explanatory problems: first, explaining
the sequence of textile equipment innovations, and secondly, understand-
ing and explaining the organisational innovations within which the new
techniques were put to work.

There is no comprehensive historical explanation of the sequence and
array of invention in textiles. O'Brien et al. (1996) offer perhaps the clearest
steps towards an explanation. They stress contextual features of path de-
pendence (Britain had been a major textile producer and exporter across
the whole range of processes and fabrics for a very long period), and of
changes in the political economy of the industry (particularly changes in
the supply and price of cotton from the Americas, and the emergence of
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protection against Indian cotton fabrics and hence a process of import
substitution). On the inventions themselves they strongly emphasise the
importance of an eighteenth-century social milieu committed to techni-
cal improvement and invention — a critical mass of human capital based
on ‘widespread interest in natural philosophy, mechanics, automata, and
even in technological fantasies, among the upper and middle ranks of
British society, including members of the ruling elite’ (O’Brien et al. 1996:
175).

The diffusion of the major innovations, however, depended critically
on organisational change. The development of the factory involved the
concentration and supervision of the process of production under one
roof, but before this control could even be attempted a labour force had
to be assembled. Once assembled it had to be maintained. There were
here, as Pollard remarks, ‘two distinct, though clearly overlapping dif-
ficulties; the aversion of workers to entering the new large enterprises
with their unaccustomed rules and discipline and the shortage of skilled
and reliable labour’ (Pollard 1965: 160). Where the factory simply concen-
trated production, without changing the technical means of production
and therefore without the opportunity to change the composition and
skill requirements of the labour force, there was found to be great diffi-
culty in maintaining a workforce. In weaving and hosiery, where it was
possible for the domestic worker to produce outside the discipline of the
factory, he often did so: as one hosier, Robert Cookson, reported to the
Committee on Woollen Manufacture:

I found the utmost distaste on the part of the men, to any regular hours or
regular habits . . . The men themselves were considerably dissatisfied, because
they could not go in and out as they pleased, and go on just as they had been
used to do; and were subject, during after-hours, to the ill natured observations
of other workmen, to such an extent as completely to disgust them with the
whole system, and I was obliged to break it up.
(Committee on Woollen Manufacture, evid. of R. Cookson, quoted in Pollard
1965: 162)

The second problem, that of skilled labour, was of a very different charac-
ter. In the first place, the skilled labourers were not necessarily concerned
to avoid the factory, for it formed a major market for their skills; indeed
some could only be applied within industrial production. Rather they
were concerned to exploit the increased demand for skilled labour that
the growth of the factory system engendered. The industrialisation of the
late eighteenth and early nineteenth centuries led to an extreme short-
age of skilled labour in every important sector of the economy (Pollard
1965: 167-72); the textile sector was dependent on skilled wood and metal
workers because most of its machinery was made within individual enter-
prises, until the arrival of standardised machinery in the second quarter
of the nineteenth century:
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The early wooden textile machinery was made by the men who used it, or di-
rectly to their order by mechanics of many kinds — loom-makers, clock-makers,
cabinet-makers, instrument-makers, and men with the mechanical hobby; the
‘engineers’ of that day being primarily pump-makers. Having learnt to make
machines, the makers often set up as spinners, so that from both sides there
was intermixture. McConnel and Kennedy of Manchester combined the two
businesses in the early years of the firm. Henry Houldsworth, who, after six
years at Manchester, went to Glasgow in 1799, still called himself a cotton-
spinner and machine-maker in 1824. ‘A great many manufacturers make their
own machinery?’ the Chairman of the parliamentary committee of that year
said to one expert witness: ‘they do’, was the reply. Some of the largest firms
long continued to do so - the Strutts at Belper, for example. But by 1820-30
the professional purveyor of machines made with the help of other machines,
the true mechanical engineer of the modern world, was just coming into
existence - in Lancashire and London where the demand was at its maximum.

(Clapham 1926: 152)

Arkwright and Strutt were ‘continually advertising’ for woodturners,
clockmakers, smiths etc., who were employed in machine making. A stern
line was taken on apprentices in wood and metal trades who broke their
contracts: Arkwright had one imprisoned, and offered a reward for the
capture of another (Fitton and Wadsworth 1958: 105-6).

So there were problems in building a labour force. But there were also
problems in maintaining that labour force in the face of a high labour
turnover and continuing resistance to work in the factory. The problem
of skilled labour was ameliorated in two ways: first, as industrialisation
progressed, the education system and the apprenticeship system began
to increase the supply of skilled workers (see chapter 12), and second, the
growth of a specialised machine building industry based on highly paid
skilled labour and producing more or less standardised cotton machin-
ery displaced the problem away from the cotton mills themselves. It is
probable that this specialised industry consolidated its labour force by
differentiating it sharply in terms of skills, wages and status from that of
the factory operative; John Foster, for example, in his study of Oldham,
argues that the growth of machine building implied the development of
a labour aristocracy (Foster 1974: 228-9).

In the mills the problem of labour turnover remained: ‘one of the
most enlightened firms, McConnel and Kennedy regularly replaced spin-
ners who had not turned up within two or three hours after starting
time on Mondays, on the reasonable presumption that they had left the
firm: their average labour turnover was twenty a week, i.e. about 100 per
cent a year’ (Pollard 1965: 182). The Strutts’ records from Belper and
Milford show 1600 departures between 1805 and 1812, which with a total
labour force of about 1,300 would indicate an annual turnover of 16 per
cent (Fitton and Wadsworth 1958: ch. 9). But these records deal with
those who gave notice, and not with those who ran away, left with-
out notice or were dismissed. These are precisely the most important
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groups when considering turnover, so the true figure is probably much
higher.

These turnover problems are associated with the control and intensity
of work. An important aspect of the mechanisation of the cotton industry,
and the continuous process of technological innovations, was its effect
on the intensity of work. As Catling (1970: chs 9-11) showed, not only
was unremitting attentiveness required, but the intensity of production
was such that repair and maintenance tasks on the machines had to be
performed while the machine was in motion, at considerable physical
risk. Thus on a pair of typical late-period mules of 1,200 spindles each,
about five or six threads would be breaking each minute. Clearly the
work of repairing broken ends could never be neglected for more than a
few minutes and was a most important staple task (Catling 1970: 156). In
view of the fact that the machinery was powered from a central power
source under the control of the master, we might expect to find evidence
of an increase in the speed of operation of machinery; and indeed there
is abundant evidence of this. The following is from a spinner’s evidence
to Factory Commission hearings in 1840:

Q. Is 10 hours’ labour now at cotton spinning in a factory any more intense
than 10 hours’ labour was within your recollection? — A great deal more
sO.

Q. What does it arise from? - It arises from the extra quantity that is produced,
and the extra speed; a great deal more yarn is produced than in former
day: this is all taken from the spinner.

Q. A greater quantity of yarn is turned off in a given time than formerly? -
Yes.

Q. That is brought about by the increased speed of the machinery? - Yes.

Q. That requires increased exertions on the part of all engaged in that machin-
ery, in order to effect that purpose? - Yes, another thing that helped it: the
competition of the workmen with one another: those two circumstances
combined have rendered that necessary.

Q. It is your opinion that 10 hours’ labour as a cotton spinner now involves
a severer duty, and requires as much exertion, as 12 hours did when the
speed of machinery was much slower than it is now? - Yes; 10 hours now
would be sorer on the operative than 12 would have been in the year 1827,
or 1828, or thereabouts.

(Evidence of Henry Dunn, Factories I: 1840-1)

An important point here is that the technical innovations of cotton are
associated with a new organisational form, the factory. Productivity grew
not simply because of new techniques, but because of the intensification
of work permitted by factory organisation. But the problems of intensi-
fication of work, labour turnover and labour resistance also played an
important role in shaping the trajectory of technological innovation in
the cotton industry. The most notable case of this was the Roberts self-
acting (i.e. automatic) mule, patented in 1825.
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Where workers possessed skills which were indispensable to the pro-
duction process then they also possessed a certain power to resist man-
agerial control, which in addition gave them an advantage in bargaining
over pay rates, work speeds, and so on. In this context, technical inno-
vation was not simply a process of increasing the technical capacity to
produce output, but might also have had implications for the particular
skill mix of a production process, hence for the kind of labour required,
hence for the overall power of the cotton managers in the organisation of
production. The development of engineering capabilities and mechanisa-
tion generally held out the possibility for managers to ‘innovate around’
labour problems.

In The Philosophy of Manufactures (1835), Andrew Ure gave a concrete
example of this. He remarked that in cotton spinning, the mule spinners
had ‘abused their powers beyond endurance, domineering in the most
arrogant manner . . . over their masters. High wages, instead of leading
to thankfulness of temper and improvement of mind, have, in too many
cases, cherished pride and supplied funds for supporting refractory spirits
in strikes’. After a series of such strikes in Lancashire towns ‘several of the
capitalists . . . had resort to the celebrated machinist Messrs Sharp and
Co. of Manchester, requesting them to direct the inventive talents of their
partner, Mr. Roberts, to the construction of a self-acting mule, in order to
emancipate the trade from galling slavery and impending ruin’ (Ure 1967:
366-7). The result was Roberts’ self-acting mule, a major breakthrough
in factory automation. Its construction was no small undertaking, for
Ure estimated its development costs at £12,000 (Ure 1967: 368; Catling
1970: 64). This was, perhaps, however a small price to pay, for as Baines
remarked: ‘One of the recommendations of this machine to the spinners
is, that it renders them independent of the working spinners, whose
combinations and stoppages of work have often been extremely annoying
to the masters’ (Baines 1966: 208).

There were many other examples of innovations aimed at reducing
the power of labour - in calico printing machines, self-acting dyeing
and rinsing apparatus, sizing machines for warp dressing in power loom
weaving, and carding and combing machines (Bruland 1982). So the or-
ganisational problems of the cotton sector were also intricately linked to
the innovations that are normally held to characterise it.

What can we conclude from the record of innovation in the textile
sector? There is no question that this was a major growth industry, with
immense productivity change, and a significant site for the development
and adoption of new technologies. But it would be wrong to see this sector
as being driven in its development by technical innovations, since many
changes were the result of a complex interaction between technology,
work organisation and managerial practices. It would be mistaken also
to see textiles as a sui generis driver of growth in the economy as a whole.
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It was one sector among many that were innovating at that time, and
it was far from being the only sector to generate sustained productivity
growth.

Steam power

The ‘critical technologies’ approach to British industrial growth ascribes
the expansion to the effects of the deployment of new techniques as the
primary agent of economic advance, and its strongest version is written
around the steam engine: ‘If we were to try to single out the crucial in-
ventions which made the industrial revolution possible and ensured a
continuous process of industrialisation and technical change, and hence
sustained economic growth, it seems that the choice would fall on the
steam engine on one hand, and on the other Cort’s puddling process
which made a cheap and acceptable British malleable iron’ (Deane 1965:
130). As I have argued above, this type of approach has a long history
stretching back at least to the first systematic use of the term ‘industrial
revolution’ in the work of Arnold Toynbee. However the strong emphasis
on the primacy of steam power among the technologies of industrialisa-
tion goes back much further, into the nineteenth century itself. A classic
statement of the alleged benefits of steam was made by Andrew Ure, writ-
ing in 1835. It is worth quoting this at some length, since the structure of
the argument has been very important over the years, and continues to
be reflected in the advocates of ‘critical technology-based growth theories
even today:

There are many engines made by Boulton and Watt, forty years ago, which
have continued in constant work all that time with very slight repairs. What a
multitude of valuable horses would have been worn out in doing the service of
these machines! And what a vast quantity of grain they would have consumed!
Had British industry not been aided by Watt’s invention it must have done with
a retarding pace in consequence of the increasing cost of motive power, and
would, long ere now, have experienced in the price of horses, and scarcity of
waterfalls, an insurmountable barrier to further advancement, could horses,
even at the low prices to which their rival, steam, has kept them, be employed
to drive a cotton mill at the present day, they would devour all the profits of
the manufacturer.

Steam engines furnish the means not only of their support but also of their
multiplication. They create a vast demand for fuel; and while they lend their
powerful arms to drain the pits and raise the coals, they call into employment
multitudes of miners, engineers, shipbuilders and sailors, and cause the con-
struction of canals and railways; and while they enable these rich fields of
industry to be cultivated to the utmost, they leave thousands of fine arable
fields free for the production of food to man, which must otherwise have
been allotted to the food of horses. Steam engines, moreover, by the cheapness
and steadiness of their action, fabricate cheap goods, and procure in their ex-
change a liberal supply of the necessaries and comforts of life, produced in
foreign lands. (Ure, cited in Morgan 1999: 107)
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Ure’s arguments have been repeated many times since. On the one hand
he is arguing that steam overcame a fundamental energy crisis for the
British economy - alternative energy sources would have been so expen-
sive as to slow down or stop industrialisation completely. On the other,
there is an argument about backward and forward linkages. Steam pro-
duced a backward demand for coal (and, it is sometimes argued, iron
and steel), and forward linkages into manufactures (usually argued to be
textiles).

How valid are these ideas? A surprising feature of the literature on
technology and industrialisation is that there are very few systematic
studies of the impact of specific technologies. However, in the work of
Nicholas von Tunzelmann (1978) we have a detailed assessment of the
extent of use of steam power, and of its economic impact - in effect
a quantitative assessment of the validity of ideas such as Ure’s about
steam. Von Tunzelmann’s aim was ‘to combine economics, engineering
and history to reassess the contribution of the steam engine to British
economic growth during the industrial revolution’.

The work draws on an influential approach to the assessment of large
technology impacts, which has given rise to much debate, that of Robert
Fogel (1964). The ‘social savings’ method pioneered by Fogel to assess the
growth impacts can be described as follows. Any particular process in-
novation that displaces some prior process, either across sectors of the
economy or by the effective creation of a new sector, diffuses essentially
because it cuts total costs of production. Whether it diffuses slowly or
quickly, via the replacement of worn-out equipment or by causing func-
tional plant to be scrapped, will of course depend on the particular con-
figuration of fixed and variable costs involved. These cost reductions can
be represented as the difference between the resource costs involved in
the old and new modes of fulfilment of some economic function. Such
resource-cost differences, called the ‘social savings’, can be seen as the
‘contribution’ of the new process to national income at some specified
time. The analysis is carried out via the formation of a ‘counter-factual
example’: we know what the technical facts were at some point, so let us
assume that they were otherwise, and attempt to quantify the costs of the
counter-factual example. Fogel’s counter-factual example assumed that
the American railway network, which Schumpeter held to be the crucial
sector of nineteenth-century American economic growth, was bombed
out of existence in 1890. Fogel then calculated the costs of fulfilling the
same transport functions through the canal system, coast-to-coast ship-
ping around Cape Horn, etc. His conclusion is well known: the railways
contributed less than 5 per cent to the US national income in 1890, a
striking result which ‘clashes with the notion that economic growth can
be explained by leading sector concepts’ (Fogel 1964: 236).

What about steam power in the UK? In fact, two principal techniques
are deployed in von Tunzelmann’s investigation. On the one hand there
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is an assessment of the social savings contributed to the economy by
steam power. The second technique is a rather more empirical assess-
ment of the backward and forward linkages of the steam engine in the
economy.

Von Tunzelmann makes a very careful assessment of the number and
utilisation of steam engines in Britain in the early nineteenth century -
in effect he carries out an industrial census of steam engines in British
industry. In terms of social savings, two cases are worked out: the first
examines replacement of the Watt engine alone, while the second looks
at all types of steam engines. The first case involves the supposition that
all Watt engines are replaced by early atmospheric steam engines of the
Newcomen/Savery types. Then the aggregate fixed and variable savings
on the Boulton and Watt engine, and its pirate copies, on plausible pat-
terns of use, are assessed at between £226,000 and £233,000 in 1800. A
reasonable estimate of national income in that year is £210 million. This
implies that

the social saving estimated for 1800 is very low even by the normal standards of
such reckonings. For Boulton and Watt engines alone (including their pirates)
the social savings over atmospheric engines can be put at about 0.11 per cent
of national income in 1800. If total real output was then growing at its average
rate for the take-off years, the level of national income reached on 1 January
1801 would not have been attained much before 1 February 1801 without James
Watt. (von Tunzelmann 1978: 286)

A similar, rather more intricate estimate for the replacement of all steam
engines by animal and water power places the social savings at approxi-
mately 0.2 per cent of 1800 national income: ‘If all steam engines, Watt
and atmospheric alike, were hypothetically replaced with other means
of motive power (a combination of water and wind would be optimal),
the setback would have been about two months. These are upward-biased
figures’ (von Tunzelmann 1978: 287).

The other effects investigated in the text are possible backward link-
ages (into the development of the iron and coal industries) and forward
linkages (especially to cotton, via the effects of steam power on the dif-
fusion of automatic machinery in that sector). In opposition to those
historians who allege a ‘mutual sustenance of the steam engine . . . and
the iron industry in the late eighteenth century’, it is pointed out that,
at the peak of production and sale of Boulton and Watt engines at this
period, ‘their consumption of iron would have amounted to under one-
quarter of one per cent of annual output’ (von Tunzelmann 1978: 286).
He moreover points out that ‘If all the engines operating in the textile
industries had suddenly been swallowed up by the ground in the middle
of 1838, and all blast furnace capacity in the country had then been set
to work to smelt the iron required to rebuild them, it would have taken
under a month to complete the task’ (von Tunzelmann 1978: 109).
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Backward linkages to coal were rather more substantial, though still
arguably very small: possibly as much as 10 per cent of 1800 coal out-
put was consumed in steam engine furnaces, though there are possible
upward biases here, and anyway most historians have considered the
technical development of coal to have taken place before the industrial
revolution.

Nor do the forward linkages to cotton look much more impressive.
These linkages came relatively late in the development of the cotton sec-
tor, ‘when the cost of supplying power fell and this happened to influ-
ence the nature, extent, and mode of employment of machines driven
by power’, whereas - it could certainly be argued - the crucial period
of cotton development came much earlier, in the acceleration of output
which occurred between 1770 and 1800. The major technical innovations
in cotton, until the development of Roberts’s self-actor in 1825-30, were
not developed for steam power; water power long dominated the power-
intensive textile processes — ‘rarely have I unearthed cost reductions from
steam-powered inventions in textiles on the scale often intuitively sup-
posed’ (von Tunzelmann 1978: 294).

The method of social savings used by von Tunzelmann is certainly
open to criticism on conceptual and methodological grounds (for an ex-
cellent critique of the social savings method, see O’Brien 1977). However
the underlying empirical basis of his work, which demonstrates rather
limited diffusion of steam relative to other power sources, has not been
challenged, and his critique of the alleged backward and forward link-
ages of steam also remains unchallenged. What we can conclude here -
in what is after all one of the very few detailed empirical examinations
of a critical technology - is that the claims made for steam as a driving
force for growth are seriously overdone. This does not mean that the im-
pact of steam is non-existent — it would not have diffused or survived as
a technology if it had no advantages. But those advantages do not neces-
sarily add up to support for the extreme views of those who advocate a
steam-driven view of industrialisation.

CONCLUSION: INTERPRETING THE PATTERN

OF TECHNOLOGICAL CHANGE
- - -

This chapter opened with the suggestion that the technological aspects
of early British industrialisation continue to present intellectual chal-
lenges; technological dimensions of industrialisation are far from fully
researched, and are likely to remain a productive area for students in
the future. The ‘critical technologies’ argument seems to obscure most
of these problems, mainly because it rests on an implicit technological
determinism in which a small number of innovations - whose prove-
nance and trajectories are more or less unexplained - account for the
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basic growth dynamic of what was already a large and complex economy.
While those who support these arguments often criticise the attempts
to quantify the impacts of critical technologies (see for example Freeman
and Louca 2001: 31-5), the proponents of the critical technologies argu-
ments in general offer little evidence concerning the economic impacts of
steam, railways and so on. Conceptual arguments as to precisely how the
radical technological breakthroughs in textile machinery, steam power
and the like fed through into economic outcomes are often absent, as is
any form of quantitative evidence linking the industry concerned to the
wider economy.

The alternative that has been explored here is that innovation was a
broad process, pervasively embedded in many industries, even those that
were essentially matters of hand technology. Samuel argued, in a chaotic
but fascinating paper, that ‘in speaking of the primacy of labour power
one is referring not to single instances, or to curious survivals, but to
a dominant pattern of growth’, one that was ‘quite as dynamic as high
technology industry, and just as much subject to technical development
and change’ (Samuel 1977: 45, 61). There is in fact a wide array of ev-
idence from business, technological and industrial histories to lead us
to the firm conclusion that innovation in the industrial revolution was
present across virtually all activities that comprised the British economy
at that time. Clearing the ground on this issue is important in itself, but
it also generates much wider questions. If we recognise that technologi-
cal change during early industrialisation was not a matter just of steam,
textiles or any other particular heroic breakthrough, but was rather a
matter of extensive development across a very wide range of technolo-
gies, then we open up a new array of research issues. The wide scope of
technological development in Britain after the early eighteenth century
suggests a general social propensity to innovate. Exploring this propensity
ought to lead us first to an adequate causal account of extensive techno-
logical change, secondly to a more satisfactory account of the relations
between the different fields of technological and economic change, and
finally to a better understanding of the economic causes and impacts of
innovation.
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INTRODUCTION: THE BRITISH FINANCIAL

SYSTEM IN 1873
I

Walter Bagehot, editor of The Economist, published Lombard Street in 1873.
Bagehot rejected the title ‘Money Market’ because he wanted to convey to
readers that he was dealing ‘with concrete realities’ (Bagehot 1873: 1), and
reality in 1873 was that the bricks-and-mortar components of the London
money market around Lombard Street were banks: the Bank of England,
private banks, joint-stock banks and discount houses. In Bagehot’s words,
these banks formed ‘the greatest combination of economical power and
economical delicacy that the world has ever seen’ (Bagehot 1873: 2). How-
ever, the two centuries of financial development that produced Lombard
Street also sheltered once-innovative, now-dated arrangements like
England’s decentralised regional banking system (Cottrell 1980: 16). In
1873, Britain had 376 private and joint-stock banks, of which ten were
Scottish and 296 - 80 per cent - of the remaining 366 banks were English
and Welsh banks outside of London (see Table 6.1). Similarly, two-thirds
of England’s £393 million of commercial bank deposits were outside of
London, and most of Britain’s 481 Trustee Savings Banks were also outside
London (Table 6.1; Horne 1947: 379-85).

Regional banks were mostly local concerns, and London acted as the
hub that integrated the regions into a larger financial system. On an
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Table 6.1 British banks in 1873

London-based  Provincial England

Britain London Provincial and Wales Scotland
Commercial banks 376 61 9 296 10
Joint-stock banks 135 17 9 99 10
Private banks 241 44 0 197 0
Bank branches 2,558 20 433 1,188 847
Deposits, in millions £469 £131 £52 £210 £76

Sources: English commercial banks are from Capie and Weber 1985: 423, 576, and Scottish banks are from
Checkland 1975: 497, 743.

average day in 1873, provincial banks had £9 million on deposit with
correspondent banks in London and £5 million in cheques and notes be-
ing cleared - mostly using the London Clearing House (Capie and Weber
1985: 280, 475). London was also where banks that needed cash sold bills
of exchange. While no aggregate figures for the scale of rediscounting
are available, the practice was common. For example, the middle-sized
Liverpool Commercial Banking Company was rediscounting 15 per cent
of its bills in 1873 (Nishimura 1971: 45). London was the place to sell
bills of exchange because the money market was so deep (that is, there
were many diverse institutions operating within it). In addition to com-
mercial banks, London had discount houses whose sole form of lending
was discounting bills of exchange. In 1873, £60 million of the kingdom’s
£445 million in bills (assuming an average usance of three months) were
held by London discount houses (King 1936: 261; Nishimura 1971: 93).
The robust competition meant provincial banks, along with commercial
and industrial concerns, could rely on being able to sell a ‘good’ bill in
London (Collins 1988: 151-3).

Market depth applied to foreign bills of exchange also, and half of all
bills drawn in Britain in 1873 were foreign bills (Nishimura 1975: 93). The
international character of London included many foreign banks. While
the number of foreign banks in London is not known, between 1870
and 1873 twelve foreign and two colonial banks were formed in London
while branches of Credit Lyonnaise and Deutsche Bank were also opened
(Cottrell 1991: 45; Newton 1998: 79). By 1877, foreign bank deposits were
£107 million or one-fifth the size of all deposits in British commercial
banks, and London was even being used to finance trade that never passed
through Britain (Capie and Weber 1985: 254; Davis and Gallman 2001:
129-30). The London money market had evolved to redeploy money from
regions of net saving to regions of net borrowing — both domestically and
internationally.

London performed a similar function for long-term securities by com-
bining domestic and international markets; however, the supply side of
London’s stock market was dominated by government and railway securi-
ties. In 1873, the total value of securities on the London Stock Exchange
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was £2,270 million (Michie 1999: 88). Figure 6.1 shows that over half of
the market’s value was government debt and that British government
debt was 80 per cent larger than the combined listings of all foreign
and colonial governments. Railways comprised an additional third of the
market’s value and were equally divided between domestic and foreign
railways. The initial public offerings of these securities were handled by
various institutions: the Bank of England managed issues of British gov-
ernment securities, domestic railways issued their own securities, and
major foreign issues were handled by London’s merchant banks (Cottrell
1980: 182, Davis and Gallman 2001: 168). In contrast, commercial and
industrial securities accounted for less than 1 per cent of the London
market. The small amount of industrial capital that was raised by pub-
lic issue was usually floated through local channels outside of London,
and the resulting regional stock exchanges were small. While the London
Stock Exchange had around 2,000 members, Britain’s ten provincial stock
exchanges in 1873 were served by 299 brokers, and half of those brokers
were concentrated in Liverpool and Manchester (Cottrell 1980: 152).
London’s dominance was selfreinforcing because financial agglomer-
ation in the metropolis attracted non-banking financial intermediaries
like insurance companies, which were major holders of securities. The
delicacy of the situation was that everyone looked to London for money
in an emergency, yet the actual amount of money was limited. Com-
mercial banks averaged 10 per cent reserve-to-deposit ratios and discount
houses were even more leveraged (Capie and Weber 1985: 78). The total
amount of debt in the British money market was roughly five times the
actual value of coins in Britain, and the value of the stock market was
larger still (see Figure 6.2). A rush to convert bills, deposits or securities
into coins endangered the entire chain of credit, and Bagehot stressed
in Lombard Street that the Bank of England should act as a lender of last
resort to mitigate such panics. Although the Bank of England had only
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Figure 6.2 Deposits,
bills, coins and
banknotes in 1873

Sources: Coins, notes
and deposits from
Capie and Weber
1985: 325, 432. Bills
(assumes average
usance of three
months) from
Nishimura 1971: 93.
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£37 million in circulating banknotes, it could issue more notes during
panics, and the Bank of England did this by rediscounting bills during
panics in 1847, 1857 and 1866. However, Bagehot wanted the Bank of
England to make it a committed policy before the next panic, so that
faith in the Bank of England would avert panic in the first place.

To explain why the British financial sector of 1873 had this structure,
this chapter focuses on the effects of two forces on the development of
Britain’s financial intermediaries. Shocks, especially political ones, rapidly
changed the financial environment through events like wars, regulations
and bubbles. The Glorious Revolution of 1688 and the wars with France
from 1793 to 1815 were of particular importance. Within each era’s politi-
cal and economic environment, financial intermediaries like bankers and
brokers engaged in the incremental mitigation of perennial economic
problems through the innovation and diffusion of financial technology.
Economists categorise the problems as adverse selection, asymmetric in-
formation, credibility, moral hazard, risk, and transaction costs. The com-
mon direction of Britain’s incremental financial evolution was to improve
the ability of people to get money - liquidity taken in a general sense.
The layering of shocks with incremental development over the years since
1688 produced the mixture that was British finance and capital markets
in 1873.

How the financial system developed is important because money and
finance are the mirror image of virtually every economic activity. Arrange-
ments for payment, whether immediate or deferred, must be made, so
money and finance lubricate an economy (Cameron 1967: 2). The less fric-
tion an economy has with its lubrication, the better the ‘real’ side of the
economy operates, so financial development is repeatedly examined as a
leading source of economic growth by researchers in economic develop-
ment and macroeconomics as well as by economic historians (Cameron

Cambridge Histories Online © Cambridge University Press, 2008



Money, finance and capital markets

1967; Goldsmith 1969; Levine 1997; Khan 2000; Davis and Gallman 2001;
Ferguson 2001). The British experience up to 1873 is of particular interest
because of Britain’s role in industrialisation, world trade and the develop-
ment of other nations. However, what stands out is the advance of British
finance itself. In 1688, Britain was a financial backwater. In following cen-
turies, British finance surpassed rivals, particularly Holland and France,
in its ability to facilitate trade, mobilise savings, withstand crises, and ex-
pand the number, type and geographic range of marketable assets (Neal
2000). In 1873, other nations had finally caught up with Britain in some
areas such as corporate banking, but Britain was the still the pre-eminent
financial nation of the world. To outline that development, this chapter
focuses on the innovations and the diffusion of those innovations that
together made the financial system work better for all the other aspects
of economic development.

PAYMENTS TO 1800

In early modern Europe, the most advanced ways of paying for things
were by coins, bills of exchange and bank transfers. A variety of other
things were also used, like groceries, tokens, wool, tobacco, nails, etc.;
however, coins, bills and bank accounts each offered a way to pay which
was superior to others in some respect. Coins were the most secure, but
coins were the most expensive to move, protect and assay (i.e. check for
purity). Bills of exchange were similar to a modern traveller’s cheque and
could be mailed, but bills had the risk of not being paid when they came
due. Transfer within a bank’s ledger provided fast settlement, but the risk
of the bank’s failure was ever present. These three ways of paying formed
the technological frontier of the early modern payments system, and, in
Britain before 1688, only London offered all three.

The effectiveness of each way depended on how well it eased trans-
actions by flowing from person to person, but frictions, such as costs
and risks, slowed the flow. From 1688 to 1873, Britain decreased both the
costs and risks of making payments through innovations like banknotes,
clearinghouses and branch banking. To conceptualise the development
of the payment system as a technology, one can arrange means of pay-
ment along a line based on the trade-off between the risk of the medium
becoming illiquid and the transaction costs of use (Berger et al. 1996).
Figure 6.3 presents this relationship as a trade-off between costs on the
vertical axis and risk on the horizontal axis. Viewing the payments system
this way allows us to see the development of the payment system as in-
novation that moves the frontier closer to the origin by reducing cost or
risk.

The other aspect of monetary development was moving transactions lo-
cated outside the frontier up to best practice. As with other technologies,
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Figure 6.3 Innovation
of the payment
system, 1688-1870

Source: See text.
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diffusion of best practice determines how much an economy benefits
from innovation. For example, British coin technology underwent an in-
novation when the production of coins by mill press replaced production
by hammer during the reign of Charles II (1660-85). Milled edges were an
improvement because their texture easily revealed if coins were clipped or
shaved. Milled edges helped avoid the cost of weighing coin, yet the tech-
nology was not fully implemented until the entire stock of British silver
coins was reminted in 1696 (Li 1963). Until the Great Recoinage, milled
coins were hoarded, and their benefit to commerce was not realised.

The Great Recoinage was also a shock with the unintended effect of
putting Britain on the path to the gold standard. Until 1696, England was
on a silver standard, meaning that a troy ounce of sterling silver was set
by law to be worth 62 pence, and the value of a gold guinea was set by
the market (Feavearyear 1963: 346). To reduce the price of gold during
the recoinage crisis of 1696, the price of a gold guinea was capped at 22
shillings. At that price, gold bought more silver in Britain than it did on
the continent, so arbitrage pulled gold in and pushed silver out (Quinn
1996). The problem was realised early on by Sir Isaac Newton, Master of
the Mint from 1699 to 1727. Newton lowered the price of a guinea by 6
pence in 1699 and still concluded in 1702 that ‘Gold is therefore at too
high a rate in England by about 10 [pence| or 12 [pence| in the Guinea’
(Newton 1702: 137). In 1717, the value of a guinea was again reduced by
6 pence, but gold at 21 shillings a guinea was still overvalued.

Under the bimetallic standard of 1717, gold slowly displaced silver over
the course of the eighteenth century. Because silver coins were far more
useful for small, everyday transactions than gold coins, the disappear-
ance of silver from the British monetary stock was a problem (Sargent
and Velde 1999). By 1787, only the smallest and most worn silver coins still
circulated, and only minimal amounts of new silver coins were being pro-
duced (Redish 2000: 141-2). In 1816, the solution was adopted to abandon
bimetallism and introduce token silver coins. Token coins are coins with
less metal content than their stamped value, so export is no longer prof-
itable. Token coinage also creates large profits, called seigniorage, for the
mint. Unfortunately, counterfeiters could also earn the same high profits,
so successful token coins required a hard-to-counterfeit technology. The
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solution was the use of a steam engine along with steel collars to create
perfectly round and polished coins at a level of exactness unattainable by
human powered presses. In 1816, parliament adopted the technology, cre-
ated token silver coinage and formally put Britain on the gold standard
(Redish 1990: 802).

Even with milled or pressed edges, coins were heavy. A £100 bag of
pre-token silver coin weighed 32 pounds, so although large quantities
of coin could be used for payments, they had a high viscosity in terms
of lubricating the economy. To avoid coin for local payments, Renaissance
moneychangers had earlier developed deposit banking in Italy, so two
merchants could go to a banker and transfer funds from one account to
another (van der Wee 1997: 175-6). While avoiding the use of coin, deposit
banks introduced the risk of runs and bank failures. Bank failures create a
shock to the monetary system because suddenly a medium of exchange,
bank accounts, becomes illiquid and people scramble for alternatives.
Authorities in Europe responded to the shock of bank failures in different
ways. Amsterdam, Barcelona, Naples and Venice created municipal banks
that were not to engage in lending, so they would always have sufficient
coin on hand (Usher 1943; Avallone 1997; Dehing and Hart 1997; Mueller
1997). Other places responded by outlawing deposit banking. In England,
a royal monopoly on money changing prevented banking until the mid-
seventeenth century (Munro 2000). In Antwerp, banking was outlawed
beginning in 1489 (van der Wee 1977). Without deposit banks, people
relied solely on personal promises in the form of written notes or entries
in merchant ledgers (Kerridge 1988). Unlike bank transfer, payments using
these methods were limited to circles of personal familiarity and were
not final until the promises were settled.

Transfer (negotiability) improves the use of promises by allowing the
reuse of trusted promises over a chain of purchases. A London court
recognised the legality of transfer among merchants as early as Burton
v. Davy in 1436 (Munro 2000). Unfortunately, the opportunity to transfer
a promise creates an incentive to misrepresent the creditworthiness of
the promise, and this moral hazard problem limits the effectiveness of
transfer. In 1507, Antwerp addressed the moral hazard by making every
person in the chain of transfer liable for the debt (van der Wee 1977). The
most convenient way to record the chain of transfers was to have people
sign the back of the promise, so endorsement became the standard way
to record this contingent liability.

The innovation of transfer by endorsement diffused across mercantile
Europe and jumped from local payments to the medium of exchange
used for international payments called the bill of exchange. A bill of
exchange orders someone in a distant location to pay a specified sum in
the local currency. For example, a merchant might pay sterling in London
to buy a bill that orders repayment in Dutch guilders in Amsterdam a
month later. Again, Italians first developed bills of exchange, but British
merchants began adopting bills of exchange in the 1300s for international
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remittances, especially in the wool trade (Munro 2000). Bills of exchange
allowed merchants to avoid shipping bullion and so became the dominant
means of international payment. As commerce developed within nations,
bills of exchange were also drawn solely in domestic money and were
called inland bills of exchange.

For bills of exchange to work, the person who wrote the bill (the
drawer) had to arrange for someone to pay the bill at the other end
(the acceptor and payer). The risk in using a bill of exchange was that the
acceptor would fail to accept the bill, so innovation focused on ensuring
the credibility of acceptance. Italian bankers built the first network for
bills of exchange by placing family members in various cities and fairs to
assure acceptance. Bankers in seventeenth-century London used agents
(Neal and Quinn 2001). Penalties were also developed, and Britain was
part of the Law Merchant tradition of ostracising abusers (Rogers 1995).
Transfer by endorsement improved the flow of bills, because bills drawn
from far away could circulate locally if at least one of the signatures was
trusted locally. The more signatures a bill had, the more secure the bill
was; however, endorsers of a bill of exchange were liable until the bill
was finally paid, so a multi-signature bill of exchange falls between coin
and a bank deposit on the frontier of the payment system in Figure 6.3.

While coins and bills of exchange were well established in Britain by
the seventeenth century, deposit banking had only begun in London dur-
ing Cromwell’s Protectorate (1649-60). Cromwell relaxed economic regu-
lation in general, and banking by goldsmiths developed from the existing
businesses of pawn brokering and retail credit (Quinn 1997). The trans-
forming path of British banking, however, began with the initially small
innovation of the banknote. The European payments system based on
deposit banks and bills of exchange worked well for those people with
means and reputation, but many people were lacking in either means
or reputation. A solution was for a banker to issue to the customer a
banknote, which is the banker’s promise to pay. Bank drafts perform the
same function. Of course anyone could write a note, but only where banks
were permitted could someone develop the reputation necessary to issue
notes that would be widely accepted at face value. An additional inno-
vation was to transfer banknotes by bearer instead of by endorsement.
Since the value of the note depended on the reputation of a well-known
banker, endorsement added no net value but did create a chain of unset-
tled payments until the bill was finally paid. In contrast, transfer without
liability, ‘by bearer’, created finality for someone at the time the banknote
was used. By reducing cost without increasing risk, the banknote payable
to bearer moved the payments system frontier inwards towards the origin
(Figure 6.3).

Banknotes altered how banks were financed and how the payments
system worked. Banks could buy assets to push notes into circulation, and
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the notes did not come right back for redemption because people wanted
to use the notes as a means of payment. The potential was greater if the
public’s willingness to hold and reuse banknotes increased as more people
used banknotes. Such a network effect on the demand for banknotes
rewarded an initially aggressive purchase of financial assets, and the Bank
of England did exactly that in 1694. To help finance the Nine Years War
(1688-97) against France, the Bank of England scheme had the public
subscribe £1.2 million to create a corporate bank that would purchase a
£1.2 million annuity from the government. Although investors pledged to
the full amount within two weeks, the actual money was collected from
investors in stages running for months, so the Bank of England paid the
government with banknotes. After that, the Bank of England purchased
more government debt from the public with banknotes. By March 1696,
the Bank of England had £2 million worth of banknotes in circulation,
and about half of those notes offered no interest - their only value was
as a means of payment (Horsefield 1983: 264).

Although begun in London, banknote-style banking expanded rapidly
in Scotland. In 1695 the Bank of Scotland was founded in Edinburgh by
act of the Scottish Parliament. Unlike the Bank of England, the Bank
of Scotland was prohibited from lending to the Scottish government. In
1727, the Royal Bank of Scotland became the second Scottish joint-stock
bank, and a note duel soon followed as the two banks competed for the
banknote market. The competition forced the Bank of Scotland to suspend
convertibility for eight months in 1728 until legal pressure forced the
bank to resume payment. The Bank of Scotland then adjusted its notes
by inserting a clause allowing the bank’s directors to suspend payments,
but they had to pay interest on notes they suspended. The Royal Bank of
Scotland did not incorporate the clause until 1762 but was ready to make
the adoption if needed (Checkland 1975: 68). The suspension clause was
rarely resorted to, and the option to suspend may have prevented runs in
the Scottish system, but the clause was outlawed by Parliament in 1765
(White 1995: 26).

In 1747, a third Scottish joint-stock bank was granted a charter (Check-
land 1975: 97). Private banking spread to Glasgow, and another bank
war broke out between Glasgow and Edinburgh, but the new Glaswegian
banks could not be crushed, and private banking spread to Aberdeen,
Ayr, Dumfries, Dundee and Perth (Checkland 1975: 91-138). In 1771, the
Bank of Scotland and the Royal Bank of Scotland began par acceptance
and regular weekly clearing (settlement of inter-bank liabilities) of the
provincial banks which integrated the Scottish note market. Edinburgh
acted as the hub for the Scottish system and connected Scotland to Lon-
don via bills of exchange. In May 1772, Scotland had thirty-one banks, of
which twenty-one were in Edinburgh including the three limited-liability
joint-stock banks (Checkland 1975: 135).
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The stability of the Scottish system was tested when the Ayr Bank
went on a three-year bill-discounting/note-issuing spree. The failure of
a London-Edinburgh banking house allied with the Ayr Bank in June
1772 touched off a panic that ruined thirteen private Edinburgh banks
along with the Ayr Bank (Checkland 1975: 134). The liquidity crisis was
controlled when the Bank of Scotland and the Royal Bank of Scotland
accepted Ayr banknotes that were secured by the property of Ayr Bank’s
owners. The par acceptance of provincial notes was restarted in 1774, and
the Bank of Scotland began to establish branches around Scotland. In con-
trast, the Royal Bank of Scotland developed correspondent relationships
with provincial banks except for one branch in Glasgow. Private banking
again began expanding both in and out of Edinburgh.

By contrast, the development of banknotes in England was dominated
by the privileges parliament granted the Bank of England. Parliamentary
Acts in 1697, 1707 and 1709 granted the Bank of England a monopoly on
corporate banking in England and forbade partnerships of more than six
members from issuing banknotes payable on demand (Horsefield 1983:
134, 139). As a result, London bankers largely abandoned note issue in
favour of deposit banking (Clapham 1944a: 162). The effect, however, was
limited to London because the Bank of England refused to branch, so
Bank of England notes were only redeemable in London. When far from
London, the notes would circulate at a discount to cover shipping costs,
which discouraged their regional circulation until the Bank of England
began opening branches in 1826. While free to issue notes, English banks
were limited in size, so banking spread slowly beyond London. In 1750,
perhaps a dozen country banks operated, but their numbers grew in
waves of expansion (1765-6, 1770-1 and 1789-93) to 280 banks in 1793
(Pressnell 1956: 4-11). The expansion of country banknotes outside of
London and the Ayr crisis prompted parliamentary restrictions. In 1775,
notes less than one pound were prohibited, and the minimum amount
was raised to five pounds in 1777, so banknotes became suitable only for
larger transactions (Pressnell 1956: 140).

The number of London banks doubled from 1760 to 1800, and many
were country bankers moving to the capital (Clapham 1944a: 165). The
local dominance of the Bank of England meant that, in London, Bank of
England notes supplanted gold for high-valued settlement, and London
banks came to use Bank of England notes as reserves instead of specie
(gold coin). The Bank of England became the depository for roughly one-
third of the kingdom’s gold as country banks put extra gold into their
London correspondents who, in turn, put the gold into the Bank of
England (Clapham 1944a). When gold flowed into Britain, the Bank of
England’s note issue expanded, such as when capital fled France and the
continent after 1789. However, when France stabilised its monetary sys-
tem in 1795 and invasion scares mounted, gold flowed out of Britain and
the Bank of England contracted note issue (Clapham 1944a: 267-72).

Cambridge Histories Online © Cambridge University Press, 2008



Money, finance and capital markets

The other consequence of the dominance of Bank of England notes in
London was that private banks in London moved to offering customers
chequing accounts, and, to reduce the cost of processing cheques, thirty-
one City banks created a clearinghouse in 1773 (Joslin 1954). The clearing-
house minimised the actual transfer of Bank of England notes between
member banks by processing off-setting balances by ledger. Members of
the London Bankers Clearing House did not share their books with each
other, so the clearinghouse did not perform the same level of monitor-
ing and co-insurance that nineteenth-century clearinghouses did in the
United States (Holland 1910; Gorton 1985). The clearinghouse protected
its advantage as deposit banking expanded in the nineteenth century by
excluding joint-stock banks until 1854 and private country banks until
1858 (Pressnell 1956: 130; Kindleberger 1993: 80).

Along with local payments, early bankers offered remittance services to
London. To connect localities to opportunities in London, country banks
established correspondent relationships with London banks. The relation-
ships usually followed from the regular flow of bills of exchange between
country and City deriving from an economic speciality (Pressnell 1956:
84). In return for a balance in London, the London bank would pay the
notes and bills of exchange of the country bank, execute stock or an-
nuity orders, assist in times of tight money, and offer other services as
needed (Pressnell 1956: 80, 88). The correspondent system created a hub-
and-spoke structure permitting people to move money between places
(London, countryside and overseas) and to change the form of their sav-
ings from demand (notes and deposits) to securities via the London stock
market or international bills of exchange via the London money market.

COMMERCIAL FINANCE TO 1800

Banknotes, demand deposits and bills of exchange were means of paying
for things, but they were also means of borrowing. A bill of exchange was
a loan with a fixed duration. Banknotes and deposits were loans usually
payable on demand. The dual nature of these instruments was how banks
simultaneously introduced new media of exchange and mobilised savings
for the economy. Banks borrowed by offering deposits and notes that
customers preferred over coin. Banks then lent most of that money by
discounting bills of exchange (Pressnell 1956: 293). Having deposits and
notes as liabilities meant banks needed liquid assets, so banks preferred
bills to other types of loans, such as overdrafts. On both the asset and
liability sides of their business, banks were focused on liquidity.

Banks were an innovation in lending because most eighteenth-century
lending was book credit extended to purchasers. Merchants routinely of-
fered ledger credit to their customers, and such credit was common as
early as the late seventeenth century (Earle 1989: 409-14; Muldrew 1993).

Cambridge Histories Online © Cambridge University Press, 2008

157



158

Stephen Quinn

The eighteenth-century West Riding textile industry provides an example
of the chain of credits that financed most industry and commerce. Tex-
tile manufacturers could purchase wool directly from farmers for cash,
but they often got wool from staplers (middlemen who held stock of
wool in warehouses) on credit (Hudson 1986: 112). Indeed, a typical ar-
tisan woollen manufacturer could be extended credit by suppliers for
the full range of inputs (wool, labour, fulling, scribbling, carding, tools
and rents), which made entry into the industry very easy (Hudson 1986:
190-1). Manufactured cloth was then consigned to a factor (a sales agent)
at London’s Blackwell Hall market who sold the fabric to drapers, ware-
housemen and merchants. Buyers for the domestic market demanded
credit of six months to twelve months while buyers for the international
market wanted longer credit (Hudson 1986: 156). Larger manufacturers
might wait that long, but most manufacturers arranged to collect their
sales revenue quickly either from their London factors, who found buyers,
or from warehousemen who actually took ownership of the fabric (Price
1980: 105). The London middlemen, rather than manufacturers, came to
specialise in supplying commercial credit to merchants, and the great-
est of these, such as Samuel Fludyer, dominated the mid-century London
woollen market (Price 1989; Smail 1999: 55). Big wholesalers in other in-
dustries like linen, iron and groceries also were major sources of credit
and often had larger capitalisations than their merchant customers (Price
1980: 112-13).

The predominance of commercial credit created a demand for both
sides of the emerging banking business. To repay credits, businesses
needed demand deposits, banknotes, bills of exchange or other means
of payment, so the supply of these means of payment was the princi-
pal function of country bankers (Pressnell 1956: 136). The other aspect
of credit was that accounts receivable were illiquid, so when the inflow
of credits (accounts receivable) proved too slow to cover payments due
(accounts payable) a demand for external borrowing was created. The
standard way for merchants to borrow externally was for the business to
draw a bill of exchange and then sell the bill at a discount for cash. For
middle- and working-class households, pawn brokers were a key source
of external credit (Lemire 1998: 113).

Quasi-banking emerged incrementally as innovators across Britain be-
gan to offer these services. Manufacturers occasionally produced tokens
and notes to pay their workers, but far more often they solved the means-
of-payment problem by paying workers with groceries (Hudson 1986:
156-8). Industrialists who had regular trade with London supplied bills
of exchange and remittance services (Hudson 1981: 380-1). Also, whole-
salers issued bills to producers that circulated as a medium of exchange
within regions like the West Country (Smail 1999: 55).

On the lending side, most borrowing outside the chain of trade credit
was kept within the close circles of information limited by family, religion
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or business (Hudson 1986: 211). Scrivener attorneys extended that range
by using the information generated from their privileged legal positions
to act as brokers who connected savers with borrowers. Across Britain, but
especially in Lancashire and Yorkshire, local attorneys were relied upon by
large landowners, trusteeships, spinsters, widows and other savers to find
suitable borrowers (Anderson 1969b; Hudson 1986: 211-17). This function
was similar to notaries in France (Hoffman et al. 2000). Savers delegated
the finding of opportunities to attorneys via brokerage, but savers knew
exactly to whom their money was being lent because the loan was still di-
rect. Delegated lending developed on the edges of attorney finance when
landed gentry deposited funds with their London scriveners for use at
the scrivener’s discretion until a suitable mortgage investment appeared
(Melton 1986), or when attorneys, acting as estate agents, held and used a
landowner’s rents for short periods (Hudson 1986: 214). In London, whole-
salers borrowed money from investors to help supply commercial credit
(Price 1980: 142).

Commercial banking evolved as attorneys, manufacturers, warehouse-
men, merchants and other people took the next step of combining pay-
ment services and delegated lending. A quasi-banker’s earliest notes would
often be payable with interest after a certain date, but the evolution of
full banking brought the use of notes payable on demand, because cus-
tomers valued the liquidity (Thornton 1802: 170). The advantage of bank-
ing was that combining the supply of media of exchange with the supply
of external lending was often a superior form of intermediation than sup-
plying each function separately. The supply of liquidity complemented
delegated lending because customers wanted notes and deposits for their
use as means of payment, so money was lent to a bank at little or no
rate of interest and without much regard as to what the bank would do
with it. Indeed, the less depositors had to bother knowing about a bank’s
lending decisions, the greater the value added by the delegated lending
function of a bank. It was the banker’s job to assess lending opportunities
(Newton 2000).

Unfortunately, the asymmetry of information between depositor and
banker also created an opportunity for bankers to abuse depositor trust,
but many early banks mitigated the problem of moral hazard by openly
lending to partners, their family and their related businesses. Open in-
sider lending by banks meant that depositors knew the business and
family groups that were behind the bank and could judge the risk ac-
cordingly. Many country banks were established to finance the business
ventures of the partners, and they were similar in this regard to the
early banks of nineteenth-century New England (Pressnell 1956: 292;
Lamoreaux 1994). For example, bankruptcies of these industry-bank al-
liances often did not treat the manufacturers as separate from their banks
(Hudson 1981: 384-5). The limitations of business-based or family-based
banking were that the failure of the business ruined the bank and that
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the success of the business venture often transformed the business from a
borrower to a source of savings, so the bank had to begin finding outside
lending opportunities.

Even when commercial banks moved beyond insider lending, moral
hazard was still addressed by the liquid nature of the bank’s notes and
deposits. Liabilities that can be withdrawn on demand or presented for
payment on demand are a constant threat. Because of the psychology of
a bank run, even a few prominent withdrawals can cascade into a run,
so only a few customers can effectively monitor and threaten a bank
(Calomiris and Kahn 1991). The threat of bank runs, especially for part-
nerships facing unlimited liability, mitigates moral hazard and causes
bankers to place a premium on liquid assets, so the ability to convert
bills into money separates a double coincidence of wants regarding in-
vestment duration. In the case of bills, a borrower agrees to pay the bill
on a fixed day in the future, but liquidity means that the bank can hold
the debt for less than the full duration. Disconnecting a borrower’s and
a lender’s view of a loan’s duration promotes lending by allowing more
combinations of people to find beneficial exchange. Transfer of financial
assets was difficult throughout early modern Europe, so discounting of
bills of exchange was the principal means of liquid commercial credit
available in the eighteenth and nineteenth centuries (van der Wee 1977).
The dual nature of bills of exchange as loans and as means of payment
even mingled within the ledgers of country banks. Bank lending by bill
involved discounting a bill of exchange by the discount rate, but stan-
dard practice for accepting deposit of a circulating bill of exchange was
for a country bank to give full value and immediate access to a demand
account customer (Pressnell 1956: 293).

The combination of commercial credit, attorney brokerage, insider
lending and external bank loans was sufficient to finance early industrial-
isation (Pollard and Ziegler 1992: 21). The long-term capital requirements
of early mills were not large, so mortgage and retained earnings were
often sufficient to finance fixed investment in the eighteenth century
(Pollard 1964; Hudson 1986: 262). The contribution of external lending
was to free retained earnings from duty as cash reserves. To see how,
consider a firm’s supply and demand for funds (Neal 1994). The supply
schedule was a combination of cash, borrowing and equity. A firm’s cash
reserve was from the retained earnings of earlier profits, and eighteenth-
century firms placed an emphasis on ‘accumulating a reliable cushion
of liquid assets’ (Ellis 1998: 104). External funds might then be available
from a banker or through an attorney. Finally, a firm could issue new
stock or accept new partners to gain funds, but the opportunity cost
of equity was considered greater than borrowing. The composite supply
schedule is presented in Figure 6.4.

A firm’s demand schedule for funds began with any fiscal shortfall that
had to be paid. Such demands carried a high willingness-to-pay because
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the opportunity cost of not meeting these obligations was ruin. After
non-deferrable expenses comes the entrepreneur’s opportunity for long-
run investments in the company. The remainder of the demand curve was
short-run opportunities such as extending credit to customers, increas-
ing production or repaying credit not yet due. The composite demand
schedule is also presented in Figure 6.4. Because immediate obligations
must be addressed first, a firm without access to external borrowing had
to hold internal funds as precautionary reserves, so the availability of
external debt to cover short-run liquidity needs freed internal capital for
investment purposes.

Shifts in the components of supply and demand demonstrate the
power of shocks to ruin firms. For example, trade cycles were a common
feature of the era. In a trade boom, revenue would easily flow in; internal
profits would grow, providing room for expansion of long-run investment
and opportunistic shortrun lending. A downturn, however, reduced rev-
enues, so firms had less internal profit exactly when the demand from
immediate obligations increased, so a liquidity crisis on top of a trade cri-
sis was devastating (Pressnell 1956: 468). The supply schedule would shift
up and the right tail of the middle (borrowing) component of the supply
curve would truncate as lenders rationed credit. The more the system of
external lending eased business access to money during regular periods,
the more the same businesses became vulnerable to disruptions of that
system, and studies have found that bankruptcy correlated with trade
and liquidity crises (Duffy 1985; Hoppit 1987; Neal 1994). The evolution
of the British financial system in the eighteenth century increased this
channel through which large shocks propagated through the domestic
economy.

NINETEENTH-CENTURY REORGANISATION
e

The Revolutionary and Napoleonic wars with France and the Panic of 1825
that followed triggered a series of shocks, crises and innovations that re-
organised the British system of money and banking. The transformation
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began with the suspension of the convertibility of Bank of England notes
into gold. War with France was causing a drain of gold out of the Bank
of England that became precipitous in early 1797, so on 26 February the
King ordered the Bank of England to suspend convertibility (Clapham
1944a: 272). Suspension drove coinage out of circulation, and the Bank of
England responded to the demand for money by expanding the supply
of its notes through bill discounting, including the rediscounting of bills
from London bankers. Discounting supported the government’s war effort
because London banks could invest heavily in high-return government
debt and easily borrow from the Bank of England at a fixed rate of
5 per cent should the banks require momentary liquidity. Discounting
was also very profitable for the Bank of England since notes could be is-
sued without any gold backing; however, the Bank of England did ration
its discounting to keep credit levels from growing too much (Duffy 1983).

Banknote issue also expanded outside of London. Parliament re-
sponded to the lack of coinage for small payments by lifting restrictions
on small-denomination banknotes in March 1797. The expansion of credit
and the freedom to issue small-denomination notes promoted the expan-
sion of country banking, but another factor at work was an increased
demand for banking by industry. The success of Napoleon’s Continental
Blockade and the need to arm Wellington’s Peninsular Campaign shifted
resources within Britain towards heavy industry such as metallurgy (Neal
1990: 205). From 1797 to 1810, the number of country banks in England
and Wales almost tripled from 230 to 783, and the growth of private
banknotes was especially demanded by industry (Pressnell 1956: 11, 148).
The increase in supply of banknotes brought inflation. The price of gold
peaked in 1813 at 36 per cent above its pre-suspension level. Figure 6.5
plots the price of gold in London from 1790 to 1830. Rapid deflation fol-
lowed in 1814 and 1815, yet not until 1819 did the Resumption Act order
the Bank of England to restore convertibility. The Bank of England re-
sponded by building up its stock of gold, reducing the number of notes
in circulation, and keeping the discount rate at 5 per cent in an era of
falling rates (Neal 1998: 55). The resulting final spurt of deflation allowed
the Bank of England to restore convertibility in 1821.

War finance also disrupted the relationship between country banks
and London bankers. The expansion of country banking and industrial
growth during the wars increased demand for country bank discounting
on London when London was reducing the supply of rediscounting (King
1936: 6). With high wartime rates on government debt, London bankers
favoured the more secure government debt over the bills offered by coun-
try banks (Neal 1990: 217). Also, the Bank of England would not rediscount
bills for country banks. Even the secondary market was problematic be-
cause the Bank of England would only discount bills of less than sixty-five
days, which excluded two-thirds of the bills sent to London by country
banks (Pressnell 1956: 99).
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To improve the liquidity of bills, bill brokers emerged who charged a
fee to connect buyers and sellers. The brokers’ ‘primary function then
quickly came to be that of receiving bills from the “industrialist” banker
and arranging for the discount either in London or by the “agricultural-
ist” country bankers’ (King 1936: 6). Bill brokers took no position on the
bill itself, and brokers claimed that they screened borrowers on behalf
of investors, so country banks using brokers suffered fewer losses (King
1936: 16). With peace and the subsequent fall in rates on government
debt, brokers gained further business when private bankers were slow to
reduce their discount rates and the Bank of England refused to reduce its
discount rate at all (King 1936: 27-8). Bill brokering rapidly increased the
liquidity of the secondary market for bills and bolstered the eighteenth-
century system of localised banking. In terms of Figure 6.3, bill brokerage
improved the ability of bills to move between the countryside and London.

The spread of commercial banking across Britain also brought banking
panics. In 1793 the end of a trade boom and speculation in canals had
forced many country banks to suspend payments. As mentioned above,
in 1797 the Bank of England was granted the suspension of convertibility
to forestall a crisis. Even during the Suspension Era, private banks failed
in waves of runs between 1810 and 1813 caused by bad harvests and the
downturn in foreign trade (Pressnell 1956: 466-70). An even larger panic
hit Britain in 1825 when about fifty English banks went bankrupt and
more suspended payments.

Scotland, however, seemed ‘almost immune to the virus’ (Clapham
1944b: 102), so the Scottish system became a template for English banking
reforms. In 1826, Parliament allowed banks beyond 65 miles from London
to become joint-stock banks of more than six members; 117 were created
from 1826 to 1844, and only nineteen failed or closed (Cottrell and Newton
1999: 84). The new joint-stock banks displaced over half the traditional
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country banks by 1844, but most joint-stock banks remained local in lend-
ing and ownership, with one-fifth having been converted from private
banks (Cottrell and Newton 1999: 90-2, 103). Often, joint-stock banks con-
tinued insider lending and used shares as collateral (Hudson 1986: 224).
In 1833, Parliament expanded joint-stock banking to London, but joint-
stock banks operating in London were prohibited from issuing notes to
avoid direct competition with the Bank of England. By 1844, London had
five joint-stock banks that averaged three times the deposits per bank
of private London banks, but private banks were still twelve times more
numerous (Cottrell and Newton 1999: 103).

What did not happen until the 1860s was extensive bank amalgama-
tion or bank branching. Many banks found that the benefits of diversifi-
cation were outweighed by the challenges of managing branches (Newton
and Cottrell 1998: 121-2). Also, joint-stock bank development was stymied
from 1844 to 1857 by legal restrictions such as a minimum capital require-
ment of £100,000 and a minimum share value denomination of £100, and
only six new joint-stock banks were formed from 1844 to 1857 (Collins
1988: 74). A key element of the Scottish model of joint-stock banking,
however, was not introduced to England until limited liability for share-
holders was finally made legal in 1858 and 1862; then a rapid expansion
of joint-stock banking and bank branching followed (Newton and Cottrell
1998: 127). A consequence of the expansion of bank size was the growth
of overdraft services at the expense of discounting bills of exchange. In-
creasing scale of bank operations meant joint-stock banks had less need
for the liquidity that bills offered, so they favoured the convenience that
overdrafts offered.

Another consequence of the Panic of 1825 was the geographic expan-
sion of the Bank of England. The government pushed the Bank of England
to establish branches so local money markets could be stabilised through
the direct supply of Bank of England notes and discounting (Kindleberger
1993: 86). The Bank of England did not want to expand, but the govern-
ment threatened to revoke the Bank of England’s monopoly, so, from 1826
to 1829, the Bank of England established eleven branches in Manchester,
Gloucester, Swansea, Birmingham, Liverpool, Bristol, Leeds, Exeter,
Newcastle, Hull and Norwich (Ziegler 1990; Neal 1998: 72). To discour-
age local note issue, the Bank of England branches offered favourable
terms to banks that did not issue notes (Pressnell 1956: 152). Also, the
branches supplied coinage, that was particularly useful to industrialists
for paying wages. To secure this advantage, in 1829 Parliament banned
notes below £5 in England and Wales. As a consequence, the compo-
sition of the English monetary stock became dominated by commercial
bank deposits, and commercial banknotes gradually became unimportant
(Collins 1983: 390).

Still another consequence of the Panic of 1825 was that London banks
discovered that the Bank of England could not be relied on to assist other
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banks during a crisis. In the eighteenth century, London’s banking system
had become based on Bank of England notes, but the Bank of England
avoided lending to banks, especially the rediscount of bills of exchange
that a private bank had already discounted. The Bank of England was a
for-profit operation and resisted offering assistance to competitors at the
Bank of England’s expense (Goodhart 1988). Expectations were altered,
however, during the suspension era when the Bank of England liberally
rediscounted bills of exchange for banks. With the return of convert-
ibility, the Bank of England returned to its aversion to rediscounting.
During the liquidity crisis of 1825, the Bank of England’s first instinct
was to build reserves and restrict lending (Clapham 1944b: 98). In 1825,
London bankers were caught between the demand on them for redis-
counts by their country bank correspondents and the Bank of England’s
refusal to supply London bankers with rediscounts. This painful expe-
rience caused London private bankers to develop greater cash reserves
and demand interest-paying call deposits (King 1936: 62-3). With banks
willing to take a rate of return on call deposits less than what bills of
exchange offered, the largest bill brokerages began to supply the service.
In doing so, the brokerages became dealers — discount houses — who took
demand deposits from banks and invested the money in bills of exchange.

The transformation from bill brokerage to discount house was encour-
aged in 1830 when the Bank of England began permitting discount houses
to rediscount with the Bank (King 1936: 89). This seemingly innocuous
policy change by the Bank of England rerouted the flow of emergency
funds from the Bank of England through discount houses instead of di-
rectly to banks (King 1936: 89). The mediation of discount houses between
banks and the Bank of England caused the Bank of England’s rediscount
policies to focus on systemic needs rather than on whether particular
banks deserved assistance (Capie 1999). Bill dealing and rediscounting
was further changed by the 1833 repeal of the usury ceiling on bills of
exchange of up to three months. For discount houses, the spread between
the rates offered on call deposits and the rates available on bills was no
longer limited. For the Bank of England, instead of having to restrict
the quantity of discounting supplied at 5 per cent, the Bank of England
could instead raise rates to reduce the quantity demanded. The flexibility
allowed the Bank of England’s discount rate to become the primary pol-
icy instrument calibrating the Bank of England’s relationship with the
discount houses.

Discount houses were also critical to the new form of British banking.
The combination of the note-issue ban in London and the presence of
Bank of England branches outside of London meant that most joint-stock
banks chose not to finance by note issue but instead sought deposits. As
a result, country banknote issue (private and joint-stock) peaked in 1836
(Newton and Cottrell 1998: 126). Joint-stock banks made deposit-based
liabilities profitable by keeping low cash reserves and rediscounting bills
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to provide liquidity when needed (King 1936: 39-40). London’s discount
houses became the key intermediaries as joint-stock banks rediscounted
bills of exchange on a daily basis, and joint-stock banks increased the
volume of the bill market by buying bills when funds were deposited and
selling bills when funds were withdrawn. Similarly, joint-stock banks put
their cash reserves to profitable use as call loans to discount houses (King
1936: 42).

As with other new financial technologies, the new discount market
was pushed to an unsupportable extreme. The ease of rediscounting
caused banks to discount more bills and bills of less quality, yet the
security of a bank’s endorsement lulled discount houses into ignoring
the volume and quality of liabilities banks were creating (King 1936: 94).
Those pushing the limits of the system included joint-stock banks that
discounted the bills of merchant houses specialising in Anglo-American
trade. When the scale of the American-based liabilities became clearer
in 1836, the Bank of England refused to discount the bills, so a panic
began, based on the weakness of the affected merchant houses and their
banks. The Bank of England then chose to reverse policy, and the panic
subsided, but the Bank of England was locked into a generous rediscount
policy for three years. The moral hazard created by the Bank of England’s
easy liquidity caused banks and discount houses to lack restraint. The
increasing supply of Bank of England notes, however, scared continental
markets into a run on the currency side of the Bank of England in 1839
out of fear that the Bank of England would not be able to maintain con-
vertibility (King 1936: 97). In response, the Bank of England increased the
discount rate to 6 per cent, limited rediscounts and pushed London into
a severe liquidity crisis (King 1936: 82).

The failure of the Bank of England in the 1830s to balance its role as
defender of the pound and rediscounter of last resort fuelled a reforma-
tory agenda that became law in 1844. Members of the currency school
believed that the freedom to issue notes caused swings in the overall price
level and created instability. The Bank of England and other members of
the banking school felt that so long as notes were issued with reason-
able gold backing - thought to be 33 per cent by the Bank of England’s
Governor - that note issue did not threaten price stability (Kindleberger
1993: 91). The Bank of England’s failure during panics in 1836 and 1839
gave the currency school the upper hand in government, and, in 1844,
the Bank of England was split into an Issue Department and a Banking
Department with the goal of limiting note issue (Kindleberger 1993: 91).
The Issue Department was given the monopoly on the issue of Bank of
England notes while the Banking Department was given all the remaining
business of the Bank of England. The Issue Department was allowed £14
million in fiduciary notes, after which every additional Bank of England
note issued had to be fully backed by gold. To limit further the supply
of banknotes, existing English banks could not expand their note issue,
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while existing Scottish and Irish banks could only expand issue with full
gold backing like the Bank of England now had to have (Collins 1988: 72).
Finally, no new note issuing banks were allowed anywhere in Britain.
While the Bank Act of 1844 created strict currency controls, the dis-
count policy of the Bank of England remained largely unrestricted be-
cause rediscounts could be created by deposit liabilities instead of notes.
The exception was when withdrawals from the Bank of England de-
manded more notes than could be supplied, but here an ad hoc solution
was found. During panics in 1847, 1857 and 1866, the Treasury waived
the penalties for violating the constraint, so the Bank of England was
free to supply emergency liquidity (Kindleberger 1993: 94). The very sus-
pension of restrictions on Bank of England note issue was enough to end
the domestic portion of the panic of 1847 (Dornbusch and Frenkel 1984).
The era of domestic panics ended when the Bank of England commit-
ted to emergency rediscounting while minimising moral hazard prob-
lems. The solution adopted by the Bank of England was to commit to
offering easy access to rediscounting during panics but to charge a high
rate of interest to penalise those who most exposed themselves to the
threat of a liquidity crisis. The policy was most prominently championed
in the 1860s and 1870s by Walter Bagehot, and the adoption of Bagehot’s
policy by the Bank of England in the 1870s along with the growth of bank
branches and the amalgamation of banks created a very crisis-resistant
payments system (Ogden 1991). In the following decades, individual banks
failed and international exchange-rate crises threatened the pound, but
domestic panics on the banking system ceased (Capie 1999: 125-6).

SECURITIES
—

The evolution of large-scale finance in Britain was also framed by shocks
and by liquidity enhancing innovations. More so than with shortrun fi-
nance, liquidity was crucial for solving the differences in time horizons
between suppliers and demanders of capital. For example, the dominant
consumer of long-term capital from 1688 to 1873 was the British govern-
ment itself, and the advent of reliable, liquid government debt allowed
the British government to borrow extraordinary amounts in the eigh-
teenth century compared to Holland or France (Neal 1998). Even after the
introduction of securities by foreign governments, transportation, finan-
cial services and industry, British government debt in 1873 still accounted
for 38 per cent of the London Stock Exchange (Figure 6.1).

The revolution in the finance of the British government began with the
Glorious Revolution of 1688. The ascension of Holland’s William of Orange
to the English throne brought a new constitutional compromise. Parlia-
ment would support William’s Holland in the Nine Years War (1688-97)
against France, but William III would recognise parliament’s control of
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the public revenue (North and Weingast 1989). The settlement also cre-
ated the national debt because funded debt was created under parlia-
ment’s direct authority to commit specific tax revenues to maintenance
of the debt it authorised (Dickson 1967). The involvement of parliament
complemented the introduction in England of the Dutch practice of long-
term borrowing by annuity, and lower interest rates on government debt
resulted (Wells and Wills 2000; Quinn 2001; Stasavage 2002). Annuities
backed by the expansion of taxation by parliament created a revolution in
military finance essential to Britain’s emergence as a Great Power (Brewer
1988; O’Brien 1988).

Annuities, however, were difficult to transfer, so their secondary mar-
ket was limited by their lack of liquidity, and the Bank of England was
an innovation that addressed this problem. By the 1690s, the use of joint-
stock organisation by companies was well established (Harris 2000: 39-46).
Because stock was much easier to transfer than government debt and gov-
ernment debt formed more than 90 per cent of the Bank of England’s
revenue-producing assets, Bank of England stock was, in effect, a more
liquid form of government debt (Neal 1990: 15). After the success of the
Bank of England, annuities were sold to other joint-stock companies: the
Million Bank in 1695, the New East India Company in 1698 (£2 million)
and the South Sea Company in 1711 (£9 million). Also, the Bank of
England expanded its holding of government debt in 1697 and 1709 in
exchange for extensions of its charter and parliamentary prohibitions on
competing banks noted earlier (Acres 1931: 101). In all these cases, parlia-
ment traded support for a company in exchange for corporate borrowing,
and the public supported the scheme by either buying stock, swapping
government debt for stock or accepting banknotes.

The new stock deepened the secondary market for securities in London.
Even companies that did not absorb government debt, like the Royal
Africa Company and the Hudson’s Bay Company, experienced an increase
in trade activity (Carlos et al. 1998). Deepening the market meant that
buyers and sellers had increasing confidence that a trading partner could
be found. The key intermediaries in deepening the market were brokers
and jobbers. Brokers specialised in matching buyers with sellers while
jobbers actually bought and sold their own positions. Although maligned
in their day, jobbers created liquidity for sellers and a constant market
for buyers in a manner similar to what warehousemen provided for trade
goods (Michie 1999: 23—-4). Most long-run investors rarely bought or sold,
but the volume of business generated by shortrun holders, especially
merchants, kept intermediaries in business, so long-run investors enjoyed
low-cost liquidity (Michie 1999: 26).

Government borrowing by annuity was introduced in the 1690s, but
annuities came to dominate government borrowing during the War of
the Spanish Succession (1701-13) (Dickson 1967: 358-60). By the coro-
nation of George I in 1714, interest charges were consuming half of
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the government’s yearly revenue (Roseveare 1991: 53). While Britain won
both wars, roughly one-third of the debt, £15 million worth, was irrede-
emable - meaning that the government could not force repayment of the
99-year annuities (Dickson 1967: 92-3). The solution to the government’s
debt problem was to extend the mechanism of debt-for-equity swaps to
their logical extreme through the conversion of the irredeemables and
other annuities into stock. In 1720, the South Sea Company outbid the
Bank of England for the right to create stock and swap it for most of the
outstanding government debt. At the time, a similar scheme under the di-
rection of the Scotsman John Law seemed to be succeeding in Paris (Neal
1990). By mid-1720, more than 80 per cent of privately held annuities (£26
million) were voluntarily exchanged for South Sea stock (Dickson 1967:
522-3). The windfall for the government was that annuities costing the
government between 6 and 9 per cent were transformed into debt owed
to the South Sea Company paying 5 per cent and could be redeemed.

Individuals traded their annuities for South Sea Company stock out
of an expectation that stock prices would rise. A bubble formed because
investors were inexperienced about how to value these new securities,
and new types of securities also led to later bubbles in canals, foreign
debt, and railroads. The bubble was also inflated by extensive credit cre-
ation. The South Sea Company only required subscribers to put down a
fraction of the subscription in cash. To circumvent Parliament’s prohibi-
tion on corporate banking, the South Sea Company used a partnership
called the Sword Blade Company to issue banknotes that were used to
finance more purchases of the South Sea stock. While Sword Blade notes
only functioned as a medium of exchange in Exchange Alley, that circu-
lation was sufficient to support a price increase that reached ten times
par in the summer of 1720. Annuity holders responded enthusiastically
to the opportunity to swap annuities for stock which lent credibility to
the scheme (Neal 1990 109). By the end of August 1720, the South Sea
Company’s assets were £75 million in subscribed cash, £26 million in
swapped annuities, £11 million in loans, and £17.5 million in unissued
stock, while liabilities were only £8 million owed to the government in
various pledges and £5 million in bonds (Dickson 1967: 125, 134, 160-1;
Murphy 1986: 161-2).

The bubble burst because most of the South Sea Company’s £75 million
in cash was pledged rather than in hand, and, when collecting the cash
began to look very unlikely because that amount of money was beyond
the ability of the banking system to create, stock prices plummeted (Neal
1990: 109). Liquidation spread, London banks suffered runs, the prices of
East India Company stock and Bank of England stock fell, and the Sword
Blade Company failed on 24 September 1720 (Dickson 1967: 158; Neal
1990: 106). Investors clamoured for legislative relief, and parliament ruled
that the South Sea Company would not collect the remaining cash due;
however, the annuity-stock swaps were ruled final, and the £26 million
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in annuities collected through the stock swaps were restructured into
marketable government annuities that provided enough secondary mar-
ket trading to maintain the broker-jobber infrastructure of the London
market (Neal 2000: 128).

Although the South Sea annuities were finally paid off in 1850, parlia-
ment continued to issue new annuities (Roseveare 1991: 59). Because each
new issue was based on a different revenue fund, these securities collec-
tively became called the Funds, and, from 1749-52, Lord Treasurer Pelham
directed the consolidation of the Funds into one perpetual annuity pay-
ing 3 per cent interest per year called the Three Per Cent Consol (Dickson
1967: 228-41). The Consol was simple and secure, with a deep secondary
market. The liquidity of the Consol promoted investment because it re-
duced the money that a bank, insurance company or other business had
to hold for precautionary purposes.

In the decades following the Bubble, the market for government debt
also consolidated around the Bank of England. New annuities were issued
through the Bank of England eight times from 1727 to 1751. Instead
of purchasing annuities, transferring annuities or collecting interest on
annuities at the Treasury in Westminster, investors came to conduct the
business much more conveniently at the Bank of England. The Rotunda
of the Bank of England, opened in 1765, was popular for trading because
transfer of both Consols and Bank of England stock was registered there
(Michie 1999: 32). Securities trading also occurred outside of the Bank
of England, and in 1773 a syndicate built a stock exchange in Sweetings
Alley and charged for people to trade there (Michie 1999: 31). The benefit
for traders was a common set of rules and regulations; however, the
exchange was not a closed system, and the exchange’s Committee for
General Purposes lacked the power to exclude defaulters or adjudicate
disputes (Michie 1999: 34).

Another consequence of the South Sea Bubble was the passage of the
Bubble Act in 1720 that prohibited the formation of publicly traded joint-
stock companies except by government charter or act. The act was a piece
of special-interest legislation pushed by the South Sea Company to sup-
press rival schemes during the Bubble (Harris 1994). Although famous,
the Bubble Act was easily circumvented and eventually repealed in 1825
(Harris 1994: 623-6; 1997). Circumvention was especially important for
the growth of insurance, which benefited from economies of scale. When
the incorporation of new life insurance companies was blocked by the
Bubble Act, new companies instead organised around private trusts that
were effectively the same as joint-stock companies (Supple 1970: 54-61).
The exception was marine insurance, because the Bubble Act contained a
clause that granted joint-stock charters to the Royal Exchange Assurance
and London Assurance and prohibited any other company or partner-
ship from underwriting marine insurance (Supple 1970: 32-3). Because
both joint-stock companies expanded slowly and because the exclusivity
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clause kept out new companies until it was repealed in 1824, Lloyd’s pri-
vate underwriters dominated marine insurance in the eighteenth century
(Supple 1970: 53, 186).

Liquid, secure government securities also played an essential role in
the development of insurance. Insurance companies needed liquid assets
to meet unexpected claim demands, so insurance companies preferred
securities to mortgages, and government debt was particularly favoured.
For example, from 1734 to 1784, government securities rose from being
22 per cent to 54 per cent of the Royal Exchange Assurance’s assets, and
in 1840 their share peaked at 70 per cent (Supple 1970: 74, 314). Mutual
fire insurance societies also made heavy use of South Sea annuities and
Consols (John 1953: 144-5). The reliance on the liquidity of government
securities by insurance companies only declined in the middle of the
nineteenth century as life insurance companies grew so large that cash
requirements could be confidently predicted (Supple 1970: 314).

English savings banks also relied on government debt. Begun in
Ruthwell, Scotland, in 1810 as a charity, savings banks allowed the work-
ing class to earn interest on small-value deposits (Horne 1947: 43). The
concept was wildly popular with members of the upper class who desired
to promote thrift among the working poor, so, by the end of 1815, all of
Scotland except the far north had access to a savings bank (Horne 1947:
50). The concept soon moved south; however, private banks in England
would not pay savings banks for deposits like Scottish banks did. The
English solution was for the government to offer savings banks a guaran-
teed, above-market rate of return for money invested through the Bank
of England into a special account of the national debt (Horne 1947: 77-8).
The bill became law in 1817, and about 150 new savings banks formed
within twelve months after passage. The total amount those savings banks
held in their special fund at the Bank of England increased by an aver-
age of one million pounds per year over the next thirty years (Horne
1947: 116) and provided a way for working-class Britains to gain access
to reasonable rates of return on their savings yet still have the ability to
liquidate those savings if needed.

The Napoleonic Wars also brought changes to the stock market. War
shocked the market for government securities with increased volume
and volatility, while refugees from Paris and Amsterdam brought experi-
enced traders who were new to the London market (Michie 1999: 33-4).
The resulting problem of traders defaulting began harming the liquidity
of government securities, so the exchange on Sweetings Street organised
to limit access to the market. In March 1801, the stock exchange changed
itself into a subscription room with rules of behaviour, controlled admis-
sion, administration paid by subscriptions, monitoring, and enforcement
by the threat of expulsion (Michie 1999: 35). The exchange soon refused
admittance to members whose principal business was not brokering or
jobbing, to avoid linkages between external business failure and members
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going bankrupt (Michie 1999: 38-9). Positions between members could
be substantial, and the illiquidity of assets in bankruptcy threatened the
system. The institutional firewall was made formal in 1812 when the ex-
change ruled that all members had to be solely stock brokers or jobbers
(King 1936: 39).

The tension between brokers and jobbers then kept the exchange from
imposing additional limits (Davis and Neal 1998: 41-2). Brokers wanted
fixed commissions and transparent bid-ask spreads that jobbers opposed.
Jobbers also opposed limits on the number of brokers or limits on trade
with non-members desired by brokers. In such a competitive environ-
ment, brokers favoured adding new listings, so gaining access to the ex-
change was not constrained, and the success of British government secu-
rities in London attracted a wave of new securities from foreign govern-
ments after the Napoleonic Wars. Merchant bankers like the Barings and
the Rothschilds arranged for issues by France, Prussia, Spain, Denmark,
Russia, Austria and the new nations of Latin America (Neal 1998: 61-4).
Despite the offerings of safe securities like French debt, many investors
with little information gambled on new nations like Peru and related for-
eign mineral companies. Despite the deserved collapse of some foreign
securities during the panic of 1825, the flotation of foreign securities by
merchant banks remained an important aspect of the London market.

New domestic securities, however, were slow to develop. The first joint-
stock canal was formed in 1766 (Harris 2000: 97). A boom in joint-stock
canals came later and peaked in the early 1790s, but most canal capital
was raised locally, often along the path of the canal itself where property
owners would be most benefited (Thomas 1973: 6). Most canal shares were
never traded, and many canal companies discouraged speculation and
jobbing of shares by limiting the amount of shares any one person could
hold, so organised trade was limited and centred in London (Thomas 1973:
6-7). Similarly, joint-stock gas works and water works were local affairs,
often with limited individual holdings with little secondary trading. The
development of provincial auctioneers into stock brokers instead relied
on the growth of railway securities in the 1830s which coincided with
the growth of joint-stock banks mentioned earlier (Thomas 1973: 10-11).
At the peak of the first railways boom in 1836, brokers in Liverpool and
Manchester created formal exchanges (Thomas 1973: 18-19).

After the first wave of railways established profitability in the early
1840s, a second wave of railways formation began and the source of
capital shifted from insiders who would directly benefit from the new
railways to outsiders and the London market (Killick and Thomas 1970:
97-102). The change was essential because railways required such substan-
tial amounts of capital (Reed 1999: 10). Margin buying, investor exuber-
ance, inadequate accounting and a rush to be the first to lay track turned
the second railway wave into a bubble. The number of railway companies
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listed on the Liverpool exchange in-
creased from thirty-eight in 1836 to one [SEEl:d

Table 6.2 Changes in the number of railways listed by stock

hundred in 1844, and to 305 in 1845 End of 1845 End of 1846  Percentage change
(Thomas 1973: 33). Numerous provincial |jyerpool 305 233 —24%

stock exchanges appeared in 1844 and panchester 166 105 _37%

1845, but only a few exchanges survived |eeds 77 69 —10%

the collapse of the bubble in late 1845. Bristol 72 29 —60%

Table 6.2 shows the retrenchment of rail-  Birmingham 88 21 —76%

ways after the bubble by listing the num-  Sheffield 105 36 —66%

ber of railway companies listed by ex- London 204 147 —30%

change at the end of 1845 and 1846. Source: Thomas 1973: 33.

For the next quarter-century, British
investment focused on foreign securities
as the London stock market assumed its 1873 balance of domestic and
foreign securities. From the mid-1850s to the 1870s, investment in for-
eign securities increased fivefold and included new securities issues from
thirty-four nations, Indian and colonial governments, foreign railways,
and private companies operating overseas (Davis and Gallman 2000: 158).
By 1873, a quarter-million British savers directly owned paper securities;
however, far more savers reached the securities market through deposits
and life insurance policies. While commercial banks were by far the
largest intermediaries shepherding British savings, insurance companies
did account for about one-fifth of all the assets held by UK financial in-
stitutions (Davis and Gallman 2000: 88). Savings banks accounted for an
additional 10 per cent of all financial assets, and savings banks repre-
sented more than 3 million depositors (Horne 1947: 389, 392). In 1873,
British savers had a variety of intermediaries with which to access the
securities market.

CONCLUSION

From 1688 to 1873, shocks and incremental innovations created a new
system of finance for the British economy. Britain began with coins, bills
of exchange and local credit networks. London also had deposit bank-
ing. The Glorious Revolution was the first great shock and triggered a
revolution in government finance marked by the Bank of England, the
South Sea Bubble, the Three Percent Consol and restrictions on English
banking. As a consequence, banking developed more quickly in Scotland
than in England, but the market for securities in London became ro-
bust. The Napoleonic Wars were the second great shock and triggered
token coins, savings banks, discount houses, the London Stock Exchange,
a wave of new foreign securities after 1815, the panic of 1825, Bank of
England branches and joint-stock banking in England. As a consequence,
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commercial banks replaced banknotes with deposits, and London’s money
market and securities market became the largest in the world.

Lesser shocks also mattered. Railway bubbles created provincial stock
exchanges, repeated panics turned the Bank of England into a lender of
last resort, and limited liability laws brought branches and bank amalga-
mation. Still, the adoption of most new financial technology throughout
Britain was incremental. Chains of commercial credit led to specialised
financiers like staplers and warehousemen. Brokers, like attorneys, devel-
oped local networks of external credit. Quasi-bankers integrated lending
with the supply of means of payment, and insider lending became del-
egated lending. Joint-stock banks and railway finance only slowly moved
beyond their local beginnings, and, even by 1873, little British industry
was financed by the national market.

Another consequence of the evolutionary nature of British financial
development was an element of path dependency. The particular se-
quence of English financial development produced a system resistant to
reform based on lessons available from other systems such as Scotland,
America or the continent. For example, many authors have commented
that England suffered from greater banking regulation relative to Scot-
land (Cameron 1967: 98-9; Checkland 1975; White 1995). A consequence,
however, was that England took a different developmental path focused
on the deepening of the secondary market for bills of exchange and es-
pecially on the development of discount houses (Cameron 1967: 58-9).
The London money market created a resilient source of liquidity that
supported bills of exchange as a means of payment, bills of exchange as
a means of lending, and a banking system that relied on both functions
of the versatile bill of exchange. The Bank of England also used the bill
market to conduct her discount policy. As Bagehot concluded in Lombard
Street, ‘A system of credit which has slowly grown up as years went on,
which has suited itself to the course of business, which has forced itself
on the habits of men, will not be altered because theorists disapprove of
it, or because books are written against it’ (Bagehot 1873: 160). Instead,
rapid change followed macro-shocks that disrupted business habits, and
slow change followed micro-improvements to the flow of business.
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In the mid-eighteenth century Britain was the world’s greatest trading
nation. Manufacturers exported a wide variety of textiles and hardware.
Rich London and Bristol merchants imported tropical goods and more
modest provincial merchants dealt in Baltic timber and grain. Two cen-
turies earlier, England had been an economic backwater, exporting un-
finished heavy woollen cloth to the Low Countries for further finishing
before sale throughout Europe. During the century and a half after 1750,
British firms and British investors provided leadership in industrial revo-
lution technology and policy shift that created a fully globalised trading
world.

Trade from the mid-sixteenth century to the end of the industrial
revolution may be envisaged, somewhat oversimply, in two periods. Until
the late eighteenth century, incorporation of the Americas drove change.
The British industrial revolution introduced a shorter second period that
lasted until about 1850. Late in the eighteenth century, British firms in
a few key industries developed technological superiority over producers
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elsewhere. As British firms adopted superior technology and competition
among them drove prices down, they captured world markets. Since the
new cotton textiles depended on a tropical raw material, new import
trades grew as well. In 1846 repeal of the corn laws symbolised a shift in
policy from mercantilism to free trade. Later in the nineteenth century,
a new phase of multilateral globalisation occurred, driven primarily by
technology that dramatically lowered transportation costs, reinforced by
liberal economic policy and population growth.

THE COMMERCIAL REVOLUTION

The broad dimensions of British trade from the Restoration to the
American Revolution are illustrated in Table 7.1 and Figure 7.1 (compar-
isons over time are not entirely appropriate since the 1660s data relate
only to London). Broad trends are clear. Initially Britain exported woollen
textiles to Europe. In the eighteenth century, distant markets, particu-
larly in the American colonies, became important. Imports initially came
mainly from continental Europe; about half were manufactured goods -
mainly linen from north-western Europe - with the remainder split be-
tween wine and spirits and various raw materials. By the end of the
period, imports from Europe still predominated but manufactured goods
had less importance and imports were raw materials — raw silk and dye-
stuffs from southern Europe for the textile industries and iron and tim-
ber from the Baltic. The most dramatic change in imports, like that of
exports, was the rise of distant markets. Initial expansion occurred in
oriental goods: spices — particularly pepper — and cotton and silk textiles.
In the eighteenth century the imports of new tropical and semitropical
staples - sugar, tea and tobacco - grew rapidly to make up nearly 30 per
cent of all imports in the 1770s (Davis 1954, 1962, 1973, 1979; Minchinton
1969). The bulk of Britain’s trade remained focused on nearby areas of
Europe. Exports remained primarily woollen cloth but some change was
underway by 1660. At the beginning of the seventeenth century British
merchants exported heavy unfinished woollen cloth to more advanced
textile centres in the Low Countries for finishing and final sale. After
1568, revolt in the Spanish Netherlands and the Thirty Years War severely
disrupted this trade. Many skilled Protestant craftsmen and merchants
escaped the horrors of war and religious persecution on the continent
and brought their skills and capital to England. English firms began to
produce lighter, more finished, woollen (and worsted) cloth - the New
Draperies - and established a flourishing trade with southern Europe
independent of the Low Countries.

Although Britain’s European trade developed and remained the source
of most trade, the rise of long-distance trade attracted the attention
of contemporaries and historians. These trades introduced exciting new
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Table 7.1 Official values of British trade, 1663—1774 (£000)

1663 & 9 (London only) 1699-1701 1772-4
World Europe East Americas World Europe East Americas World Europe East Americas

Exports 2,039 1,846 30 163 4,433 3,772 122 539 9,853 4,960 717 4176
Manufactures 1,734 1,562 19 153 3,583 2,997 111 475 8,487 3,816 690 3981
Woollens 1,512 1,423 19 70 3,045 2,771 89 185 4,186 2,849 189 1148
Metal 44 15 29 114 31 10 73 1,198 295 148 755
Imports 3,495 2,665 409 421 5,849 3,986 756 1,107 12,735 8,122 1,929 2,684
Manufactures 1,292 1,077 215 1,844 1,292 552 2,157 1,364 792 1
Pepper 80 80 103 103 33 33

Tea 0 8 8 848 848

Sugar 292 36 256 630 630 2,360 2,360

Tobacco 70 1 69 249 249 519 1 518
Re-exports 1,986 1,660 14 312 5,818 4,783 63 972
Manufactures 746 491 3 252 1,562 959 7 596
Sugar 287 287 429 428 1
Tobacco 422 421 1 904 884 1 19

Sources: Davis 1954, 1962.
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Figure 7.1 British
exports, 1660s, 1700s
and 1770s

Source: Table 7.1.
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goods - printed calicos and silks, porcelain, sugar, tobacco and tea - to
everyday use in the eighteenth century and expanded European horizons
(see chapter 13). The trade demanded large capital and new forms of
organisation. The East India and West India merchants epitomised new
wealth, sophistication and political influence that had accumulated in
London as a result of a commercial revolution.

The Spanish and Portuguese discovery of sea routes at the end of the
fifteenth century created the long-distance trades to the Orient and to
America. The voyages of discovery had been motivated by the search for
new routes to Asia and brought eastern goods to Europe. Dutch mer-
chants, despite the revolt against Spain, quickly re-established their mer-
cantile presence in the Iberian peninsula and came to dominate trade by
the late sixteenth century. The Portuguese initially attempted to restrict
the growth of Asian trade to maintain prices and profits, but Dutch and
British competition led to dramatic decline in the European prices of
Asian goods. In England the price of pepper - the main spice from the
East - fell to less than a quarter of its 1570 price by 1660 (Clark 2001b: 60).

The trade tapped into existing networks in Asia but became domi-
nated by the great Dutch and English East India companies whose success
rested on institutional and financial innovations. The Dutch East India
Company led the way early in the seventeenth century by displacing the
Portuguese in the Spice Islands and innovating in business structure. In
1612 the company shifted its organisation from adventures in individual
voyages — as had long been common in European long-distance trade - to
a company with a permanent capital that was not redistributed to the in-
vestors at the end of each voyage. The British company soon adopted simi-
lar structure (Neal 1990). The companies’ success rested on mobilising the
large capital that supported permanent presence in the east. The heavily
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capitalised companies required not only profitable trading ventures but
also a secondary market for company shares. This market developed in the
already quite sophisticated seventeenth-century Dutch and English capi-
tal markets. The Dutch company’s control of Java and the Spice Islands
forced the British to relocate to India - a second-best solution - and ob-
tain spices by Asian trade. The companies flourished for two centuries on
the basis of their organisational skill and military strength, their trad-
ing monopolies and the success, particularly of the English company,
in developing European markets for Indian cotton textiles and Chinese
tea.

Europe’s Asian trade exhibited a peculiarity that is as central to its un-
derstanding as the institutional innovations of the East India Companies.
While Europeans eagerly imported eastern goods, little corresponding
eastward flow of European goods developed. Instead, trade was financed
by an eastward flow of gold and silver that many Europeans (and subse-
quent historians) found disturbing. In fact, trading had become multilat-
eral and the bullion and specie came from America. European demand
for eastern goods was certainly high, but Asian demand for bullion and
coin was so great that the rise of European trade with the east should
be seen primarily as a consequence not of trade routes to the east but of
the discovery of America.

European discovery of America had extraordinary repercussions on
world trade. The dramatic conquest of Mexico (1519-22) and Peru (1531-5)
established Spanish dominance and incorporated the Americas into world
trade. The changes that followed were unlike anything that occurred be-
fore or since. International trade reflects an equilibrium in which traders
in different countries engage in profitable exchange. Although at times
political events create large adjustments, trade usually evolves gradually
as new technologies reduce production and trading costs and as political
changes ease or hamper exchange. America was quite different. Eurasian
and American societies had developed in isolation. In the Americas, Eu-
ropeans found that, sometimes after protracted periods of discovery and
development, they could produce four principal commodities at much
lower cost than previously prevailed in Eurasia. Chronologically the first
was the humble codfish of the northern continental shelf - to which we
will return briefly. The most spectacular was precious metal - silver and
gold. A century or so after the conquest, the great plantation crops of
sugar and tobacco became important.

The Conquistadores plundered native treasures, but the great bullion
flows from America were mined. American deposits were far richer than
any remaining in the Old World. Table 7.2 presents estimates of the an-
nual flow of bullion to Europe; about 2 million rix-dollars of additional sil-
ver annually flowed directly to Manila from Mexico around 1700 (Attman
1986; Giraldez and Flynn 1994). The bullion flows were large. In the mid-
1780s all British domestic exports were worth about £11.4 million or
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Table 7.2 Circulation of precious metals, 1550-1800 (millions of rix-dollars per year)

1550 1600 1650 1700 1750 1780 1800

Production

Spanish America 5 11-14 10-13 12 18-20 22 30

Brazil (gold) - - - 1 9-10 4 3
Shipments to Europe

To Spain 3 10 8-9 10-12 10-15 15-20 20-5

To Portugal - - - 0.5 8-10 3 2
Europe to the East (2-3) 44 6 8.5 12.2 14.7 18

Source: Attman 1986: 33.

48.5 million rix-dollars; so bullion shipments from America had a value
equal to about half of British exports.

Gold and silver were monetary metals and could be easily sold (or
equivalently, used to purchase goods) world-wide. The increase in money
drove down its real value through price inflation and the purchasing
power of silver in Europe declined to approximately a third of its pre-
discovery level in the sixteenth and seventeenth centuries. The monetary
use of gold and silver was not confined to Europe so, as their value in
Europe fell, European traders found that profits could be made using sil-
ver and gold to buy goods elsewhere. If we assume roughly that monetary
demand was proportionate to population so that additions to the money
stock would eventually distribute themselves in proportion to population,
we can begin to appreciate the nature of early modern trade between
America, Europe and Asia. America, with only about 2 per cent of world
population, was clearly going to sell most of the gold and silver it mined
to the rest of the world for other goods. The output of the American
mines, of course, flowed initially in colonial trade to Spain and Portugal -
the Spanish crown collected 20 per cent as tax. However, the population
of Spain and Portugal did not exceed that of the Americas in 1600 and
so very little of the bullion remained in the Iberian peninsula. Much
spread to the rest of Europe as Spanish Habsburg monarchs fought ex-
pensive wars against the Protestant Reformation. Most of the rest bought
European goods for consumption in the peninsula and in America. But
western Europe was only a small part of the monetised economy of the
Old World. Economically advanced China and India each had a popula-
tion twice that of western Europe, and the population of eastern Europe,
the Ottoman Empire and the trading states of central Asia approximately
equalled that of western Europe. American treasure spread throughout
these Old World societies in an exchange of specie from Europe for valu-
able, easily transportable goods from Asia.

The inherent logic of the distribution of the extraordinary windfall of
rich American mines was reinforced by domestic developments in China.
Kenneth Pomerantz has recently summed up the situation (2000: 159-61):
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From roughly 1400 on, China was essentially remonetizing its economy after a
series of failed experiments with paper money and a grossly mismanaged cop-
per coinage . . . [S|ilver was becoming the store of value, the money of account
(and often the actual medium) for large transactions, and the medium of state
payments for this huge and highly commercialized economy. The enormous
demand for silver this created made it far more valuable in China (relative to
gold and to most other goods) than anywhere else in the world: and China
itself had few silver mines. Consequently, China was already importing huge
amounts of silver (mostly from Japan, and to some extent from India and
Southeast Asia) in the century before Western ships reached Asia. When West-
erners did arrive, carrying silver from the richest mines ever discovered . . .
they found that sending this silver to China (whether directly or through in-
termediaries) yielded large and very reliable arbitrage profits — profits so large
that there was no good reason for profitmaximizing merchants to send much
of anything else . . .

[W]e need to see silver itself as a good: a refined product with a mineral
base, which was well suited to an important function and which the West
could produce far more cheaply than any place in Asia (excepting, in certain
periods, Japan).

... What is important here is a more specific point: that the West’s huge
comparative advantage in the export of silver sucked in trendsetting prestige
goods from Asia. This helps to explain why so many other exotic goods flooded
into Europe - they paid for silver.

It is only a slight exaggeration to characterise the first trading impact of
the European discovery of America as an exchange, in China, of American
silver for oriental luxury goods. The exchange was enormous because of
both a discontinuous expansion of the supply of silver from America
and an expansion of demand for silver in China. The trade was funda-
mentally multilateral. Spanish America demanded European goods that
passed through Spain but to a considerable extent were imported from
elsewhere, including Britain. Trade with Spain provided other Europeans
with the bullion that they traded to the east. The Chinese obtained sil-
ver by selling goods both directly to the European East India Companies
and by exchange through South Asia. From the British point of view, this
Asian intermediation occurred via the East India Company that sent silver
to India. Indians then sent silver to pay for Chinese exports (Chaudhuri
1978, chs. 1 and 8; Flynn 1986; Doherty and Flynn 1989).

THE AMERICAN TRADE

In the eighteenth century, two American crops - sugar produced on
the slave plantations of the West Indies and tobacco from Virginia and
Maryland - played a greater role in British (and European) trade than
did all trade to the east. The Europeans introduced sugar cane from
the Mediterranean, but the sugar trade depended unambiguously on
American resources. Before Columbus’ voyages, sugar was expensive — a
spice or medicine of the well-to-do and item of ostentatious consumption
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by kings and princes (Mintz 1985: 44-90). The Spanish and the Portuguese
introduced sugar into the Canaries and Madeira in the fifteenth century
and began the practice of importing African slaves to provide labour.
While the price fell somewhat, sugar remained extremely expensive.
Columbus introduced sugar into the West Indies and the Portuguese be-
gan cultivation in northern Brazil about a generation later. Informed in-
vestors quickly realised that with a suitable labour force the West Indian
islands and north-eastern Brazil could produce large quantities of sugar
at a cost far below the pre-Columbian European price. The history of the
Caribbean for the next two centuries is largely that of exploiting oppor-
tunities for sugar cultivation with capital and labour imports (if one is
willing to encompass the slave trade in such an anodyne phrase).
Tobacco, a New World plant, was the Americas’ other great export
staple. Initially it was a medicine in Europe, widely grown in small quan-
tities in the Caribbean and elsewhere in the mid-sixteenth century. The
English settlers began growing tobacco at Jamestown shortly after its
founding in 1607 and it proved extremely productive. The Chesapeake
colonies became the major tobacco producing areas of the seventeenth-
century world and the rapid expansion of tobacco exports caused tobacco
prices to fall steeply after the first decade of the seventeenth century. West
Indian planters abandoned the crop to concentrate on sugar, and after
1630 the islands quickly transformed from a principally white society
with a mixed agriculture to slave-plantation-based sugar cane monocul-
ture. In the Chesapeake, tobacco was grown on farms that ranged from
small family plots to considerable plantations. The labour force, expanded
by immigration, remained overwhelmingly white until the end of the
sixteenth century (85 per cent of the 1700 population was white). Soon
thereafter, large slave imports began, and by 1780 black slaves made up
nearly 40 per cent of the population (McCusker and Menard 1985: 136).
The stages of the exploitation of both tobacco and sugar were similar.
Both started as scarce luxuries that fetched high prices in Europe. Pro-
duction in America, although it carried with it the vast uncertainty of
an unexplored environment, promised high profits to those who would
succeed. These uncertain but promising conditions still prevailed around
1625 when new English colonies on Barbados and in Virginia began sugar
and tobacco production. A hundredweight of sugar from Brazil cost be-
tween £4 and £5 in London early in the seventeenth century. By about
1660, the price had fallen to around £2 per cwt but sugar remained very
profitable and cultivation expanded rapidly in Barbados, the Leeward Is-
lands and Jamaica. The price fell below £1 in the 1680s (Sheridan 1974;
McCusker and Menard 1985: ch. 7). Tobacco’s seventeenth-century his-
tory was similar. In the 1620s it sold as high as 20 pence per pound
in the Chesapeake, but by the 1680s it had fallen to a penny a pound
(McCusker and Menard 1985: ch. 6). In the eighteenth century, price sta-
bilised and the American colonies continued to increase exports of sugar
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and tobacco. Sugar was the more spectacular, with Britain’s imports grow-
ing 17.5 times or at a rate of 4 per cent per year in the seventy-five years
leading to the American Revolution, while tobacco shipments grew at
about 1.6 per cent per year for more than a threefold increase. Important
differences existed between the two staples, however. Tobacco’s growth de-
pended on finding markets elsewhere in Europe. Sugar from the British
colonies, in contrast, went almost exclusively to Britain, drawn to a large
extent by the spectacular development of tea drinking that accompanied
the fall in the retail price of tea.

Although tobacco was widely grown, by 1740 the Chesapeake shipped
as much tobacco as Spanish, Portuguese, Turkish, Russian, Dutch and
German sources combined (Price 1964: 500). The British Acts of Navigation
stipulated that tobacco had to be shipped to a British port in the first
instance, but most was then re-exported - two-thirds by the 1710s and over
85 per cent by the 1770s (Price 1973: 849). About a third of the re-exports
went to northern and central Europe via Dutch ports, and 20-30 per
cent was bought by the French tobacco monopoly. British consumption
increased only slightly faster than population and probably more slowly
than national income.

The spectacular growth of sugar, on the other hand, was entirely do-
mestic. Sugar re-exports amounted to 75 or 80 per cent of the amount
retained for home consumption at the end of the seventeenth century
but sugar from the British West Indies lost its competitive position, par-
ticularly to sugar from the French island of Saint-Domingue (modern
Haiti). By the middle of the century, the British trade statistics show
re-exports equal to about 10 per cent of imports but this sugar sold in
Ireland - a market reserved to sugar from British colonies by British leg-
islation. Elsewhere in Europe, French sugar was cheaper. Why then did
the trade in sugar from the British West Indies increase so rapidly even
though the retail price, which had fallen spectacularly in the seventeenth
century, probably increased slightly? Per capita consumption on the
eve of the American Revolution was about twenty times the level it had
been at the beginning of the century. The explanation rests in another
important connection between American and Eastern trade - tea.

The British East India Company started shipping of tea directly from
Canton at the end of the eighteenth century. As early as 1724, a London
merchant observed: ‘The Consumption of Sugar in England, by the great
use of Tea and Coffy is very much encreased, of late, especially by the
cheapness of Tea which will alwise enlarge the Consumption.” Tea fol-
lowed the familiar pattern of initial high prices that encouraged the
expansion of the trade followed by fall in the price and the growth of
consumption. The price fell from about £3.5 a pound at its first intro-
duction in 1652 to about £1 at the end of the century (Sheridan 1974:
28). In the eighteenth century, tax dominated the British retail price
and, not surprisingly, stimulated widespread smuggling, which clouds
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our knowledge of the tea market. In the 1720s and 1730s taxes on tea
considerably exceeded price net of taxes that the East India Company re-
ceived at its sales. None the less, the price of tea after paying taxes fell
quite dramatically, to a little below 40 per cent of its 1725 price in the
early 1770s (Cole 1958, 1975; Mui and Mui 1975). Contemporaries esti-
mated that consumers sweetened a pound of tea with between 12 and 16
pounds of sugar. The cost of the combination was overwhelmingly tea. At
wholesale prices in 1725, one pound of tea cost over 132 shillings while
adding 12 pounds of sugar brought the cost just over 150 shillings. The
price of sweetened tea fell by about 1.2 per cent per year from 1725 to
the early 1770s, implying a very high price elasticity of demand for tea
of about 9. This was the period during which the British developed their
extraordinary demand for sugar (Myntz 1985: ch. 7 explores the evolution
of sugar consumption, which peaked in 1901 at more than 90 pounds of
sugar per capita).

The American mainland colonies need integration into this story of sta-
ple trades. They were key markets for British exports and, after all, they
became a great economic power in a few generations after the American
Revolution. By 1770, the non-staple, non-slave colonies north of Maryland
contained two-thirds of the white population, if only 45 per cent of the
total population, of British America (including the West Indies). These
colonies played a key role in the eighteenth-century diversification of
Britain’s exports by developing multilateral trading opportunities that
arose from the staples. Although woollen textile exports grew, by the
1770s other exported manufactured goods exceeded them in value. Some
two-thirds of the export of the ‘new’ industrial goods went to America.
Without the northern mainland colonies, the exchange of British manu-
factured exports for tropical imports could not have developed to the ex-
tent that it did. In the early seventeenth century, the West Indian colonies
became essentially sugar cane monocultures that depended on imports
from the northern American mainland colonies for a large portion of
their food and raw materials but purchased only limited amounts of
manufactured goods.

New England - although its original financiers had hoped to profit
on American resources — was not settled for staple production. The
region lacked valuable minerals and was unsuitable for staple agricul-
ture. The Puritan commonwealth, none the less, drew immigrants during
the ‘great migration’ in the troubled 1630s leading up to the outbreak
of the English Civil War, and its 13,500 population in 1640 surpassed
the 8,100 in the tobacco region of the Upper South. Thereafter New
England attracted few immigrants but a high birth rate caused popu-
lation to grow at an annual rate of 2.7 per cent from 1640 to 1770. New
Englanders, although non-economic considerations dominated their mo-
tivations, needed exports and they developed them in multilateral oppor-
tunities that Atlantic trade presented. Fishermen from Europe’s Atlantic
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littoral fished the Grand Banks cod and sold their catch in Spain and
the Mediterranean in the sixteenth century. New Englanders quickly
exploited this resource, which provided them with a staple-like export
(Grafe 2001). In addition, they sold food (particularly dried fish), timber
and, increasingly importantly, shipping and other mercantile services to
the British West Indian sugar colonies.

The middle colonies lacked New England’s early religious impetus and
developed somewhat later; the British captured New York from the Dutch
in 1664 and Pennsylvania was established in 1682. They had better agri-
cultural potential but still they too lacked staple exports that could be
sold profitably in Europe. Their eighteenth-century expansion also rested
on multilateral trade in Britain’s Atlantic Empire. Colonists financed im-
ports of manufactured goods from Britain by selling flour, grain and meat
to West Indies plantations and with income earned from shipping and
commercial activities based in Philadelphia and New York (Shepherd and
Walton 1972; McCusker and Menard 1985).

Britain occupied the central position in a multilateral world trading
system that developed from the exceptional seventeenth- and eighteenth-
century American opportunities in mining and then in sugar and to-
bacco. By the late seventeenth century, Britain’s growing long-distance
trade had developed a pattern that persisted for a century and a half.
Imports, consisting heavily of tropical primary staple products, were
paid for by exports of manufactured goods and the earnings from ship-
ping and other international services. Multilateral trading was central
to the pattern. Much of this trade occurred within the British Empire,
at least nominally directed by the mercantilist regulations of the British
Acts of Navigation, which like other European powers’ mercantile regula-
tions controlled long-distance trade with the east and the Americas. The
mid-seventeenth-century British Navigation Acts were designed to protect
British shippers from Dutch competition - at that time the world’s lead-
ing commercial and shipping economy. The acts stipulated that goods
from Asia, Africa and America could be imported into Britain and her
possessions only in British ships. Imports from European ports could only
be carried by British ships or ships of the country of the imports’ origin.
Further certain ‘enumerated’ colonial staples — particularly sugar, tea and
tobacco - had to be shipped to a British port, even if their ultimate mar-
ket was elsewhere, and colonial imports of European goods had to pass
through a Brit