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INTRODUCTION

HOW DID THE Chinese manage to remotely download up to twenty terabytes of information from the Defense Department—equal to about 20 percent of all the data in the Library of Congress? And why don’t we know exactly what they took? How did WikiLeaks get its hands on classified diplomatic cables, and why hasn’t the U.S. government been able to shut it down? How did the specifications for the avionics and armor on the president’s helicopter end up in Tehran, and what has that got to do with the theft of Supreme Court Justice Stephen Breyer’s private data from his investment adviser? The answers to these questions reveal alarming threats to our personal, corporate, and national security that come from a new type of espionage and from the sudden transparency that electronic connectivity has brought to all aspects of our lives. Your difficulties with electronic privacy, the electronic theft of America’s cutting-edge technology, and the government’s loss of state secrets are a lot more alike than you know.

I spent most of the first decade of the twenty-first century working at the heart of the U.S. government’s efforts to thwart spying and terrorism against us, first as inspector general of the National Security Agency, and then as chief of counterintelligence for the director of National Intelligence. As I carried out these assignments, I saw plenty of the old-fashioned kind of espionage, but I also witnessed the  dramatic rise of a new kind of spying that exploits digital technology itself, and the fact that we have all come to rely so thoroughly on that technology.

During my tenure in government I came to understand how steeply new technology has tipped the balance in favor of those—from freelance hackers to Russian mobsters to terrorists to states like China and Iran—who want to learn the secrets we keep, whether for national, corporate, or personal security. Much of my understanding arose from classified work that I cannot discuss here or anywhere. But I can share the insights I gleaned about this new form of espionage: how it works; what the biggest and most vulnerable targets are; who does it best; as well as what it means for the future of warfare, intelligence, market competition, and society at large. I also came to understand what we can—and cannot—do to counter this flood of espionage.

The truth I saw was brutal and intense: Electronic thieves are stripping us blind. I’m not just talking about the pirating of DVDs and movies in Asia or somebody ripping off your Social Security number. That’s bad enough, but it’s worse than that. Technologies that cost millions or billions to develop are being bled out of our corporate laboratories via the Internet; or they’re slipping out after hours on thumb drives, walking onto airplanes bound for foreign ports, and reentering the country as finished products developed by foreign entrepreneurs. In effect, we’re buying back our own technology. Other Western firms, meanwhile, are bleeding trade secrets, engineering designs, know-how, and other intellectual property through electronic leakage. In the public sector, sensitive diplomatic cables are suddenly splashed across the headlines worldwide. The same organizations that broadcast those cables gleefully distribute lists of critical infrastructure—airports, bridges, chemical plants—that are the most vulnerable to attack. And as I describe in the pages that follow, we’re losing strategically sensitive data about aircraft and ship design, radars, and other defense technology, as well as information about auto manufacturing, engineering designs, and other commercial innovations. This theft contributes to  the tidal flow of capital from West to East that threatens our prosperity, and it could in wartime cost many American lives.

This kind of theft is targeted and systematic. The U.S. Navy spent about $5 billion to develop a quiet electric drive for its submarines and ships so they’d be silent and hard to track.1 Chinese spies stole it. The navy spent billions more to develop new radar for their top-of-the-line Aegis Cruiser. Chinese spies stole that, too. The electronic intelligence services of the Chinese and the Russians are working us over—taking advantage of our porous networks and indifference to security to steal billions of dollars’ worth of military and commercial secrets. Some of our allies, like the French and the Israelis, have tried it too.

Pentagon information systems have been under attack since at least 1998. In August 2006, Major General William Lord of the air force let the public in on the secret when he mentioned that massive heist of up to twenty terabytes. To carry this volume of documents in paper form, you’d need a line of moving vans stretching from the Pentagon to the Chinese freighters docked in Baltimore harbor fifty miles away. If the Chinese tried to do that, we’d have the National Guard out in fifteen minutes. But when they did it electronically, hardly anyone noticed. As it happens, the data were stolen from the Pentagon’s unclassified networks, but those networks hold lots of sensitive information—including the names and private identifying information of every man and woman in the U.S. armed forces.

It would be a serious mistake to think that the difference between classified and unclassified is the difference between important and unimportant, or sensitive and nonsensitive. Lots of information is sensitive but not classified, especially when it relates to technology and personnel. According to the air force’s General Lord, when the Chinese pulled off this heist, they were “looking for your identity so they can get into the network as you.”2 General Lord did not reveal what is perhaps even more troubling: We don’t know exactly what data were taken because the Defense Department doesn’t bother to encrypt this kind of data. They thought it was too much trouble. But the Chinese, on  their way out the electronic door, did encrypt it. Too much trouble? They didn’t think so.

According to the Government Accountability Office, the number of unauthorized accesses or installations of malicious software on U.S. government computers increased by 650 percent since 2006.3 The trend is disquieting, and the official data almost certainly undercounts the problem.

And this trend is hardly limited to the public sector. To give just one example of the magnitude of threat aimed at private companies: A sophisticated team of hackers broke into a Royal Bank of Scotland payroll system in late 2008 and stole information that let them counterfeit credit balances on ATM cards. They then mounted a coordinated attack on 139 ATMs in the United States, Canada, Russia, and China that netted about $9 million in thirty minutes. If this were a traditional bank robbery, it would rank as one of the largest in history. Chinese and Russian cyberoperators have made advanced, persistent intrusions into the networks of other banks too—to what end, we don’t yet know. This kind of intrusion infects a system with malicious code that’s difficult—sometimes even impossible—to wipe out, because it continually changes to evade detection. It opens electronic “trapdoors” so that outsiders can bypass the system’s security, and if one door is nailed shut, the code automatically opens another one. We don’t even know who’s doing this. This point will come up again and again throughout this book, because our inability to figure out who’s responsible for illegal behavior on our electronic networks is a fundamental reason why we can’t safeguard our personal data, corporate intellectual property, or national defense secrets.

Nor can we ensure the safety of the infrastructure without which our world would collapse: electricity grids, financial systems, air-traffic control, and other networks. All these systems run electronically; all run on the same public telecommunications backbone; and increasingly all run on commercial, off-the-shelf hardware and software that can be bought anywhere in the world. Many of these systems have already  been penetrated by criminal gangs or foreign intelligence services—sometimes to steal, sometimes to reconnoiter for uncertain purposes—using offensive tools that are often more effective than our defenses. All of these systems could become targets for disruption in wartime or even during a lower-grade conflict like a diplomatic standoff.

These are all things I learned during my four and a half years as inspector general of the nation’s electronic intelligence service, the National Security Agency, and my subsequent three years as head of U.S. counterintelligence. In the latter job I was responsible for strategy and policy coordination among the CIA, FBI, Defense Department, and other government departments and agencies. Counterintelligence is the business of dealing with foreign intelligence activities against our own intelligence services, military, and national security infrastructure. This business used to be concerned almost entirely with foreign spies, and that remains its core mission. But electronic espionage has increased exponentially since the mid-1990s, so counterintelligence has become deeply concerned with what’s happening on—and to—the nation’s electronic networks.

 

 

ONE MORNING ABOUT five months after 9/11, I was perched on a sofa in a large office on the top floor of a glass-enclosed building called OPS 2B, in Fort George G. Meade, Maryland, thirty miles north of Washington, answering questions from then Lieutenant General Michael V. Hayden, the director of the National Security Agency, and his then deputy William Black. They were interviewing me for the position of the NSA’s inspector general. This is a nonpolitical, top-secret job at the top level of the intelligence community’s version of the civil service. The IG is in charge of internal investigations, and he audits and inspects the agency’s operations for fraud, abuse, and just plain inefficiency. Along with the head of security, he’s one of the two people in any agency—especially an intelligence agency—you do not want darkening your doorway. Like most people, I’d rather be liked than disliked,  but if you need to be liked, this job is not for you. By my early thirties, however, having been an antitrust prosecutor, I was already used to lawyers for price fixers and monopolists accusing me of single-handedly destroying the U.S. economy. I knew what I’d be in for if I got the job.

A cordial man in his late fifties, Mike Hayden was unassuming even with three stars on each shoulder of his blue air force uniform. Hayden had run signals intelligence, or SIGINT, for the air force, and before that had flown countless hours in the windowless fuselage of unmarked airplanes, wearing earphones and collecting radio signals in Eastern Europe. He had also been deputy chief of staff to the four-star commander in Korea. But he was not a techie. Hayden had been the star pupil of the nuns and priests in an Irish Catholic neighborhood in Pittsburgh and had driven a taxi to work his way through Duquesne University, where he studied history, not engineering or computer science. He was ambitious, but he never forgot his Pittsburgh roots.

Black was a different type altogether. If you looked at an organization chart of the NSA at the time, all the solid lines ran predictably to Hayden, the NSA director, or DIRNSA, and the dotted lines ran all over, but the invisible lines ran to a table in Bill Black’s next-door office, where this bald, blunt character in cowboy boots summoned subordinates, pulled bureaucratic levers, and worked the phones. On the wall over his left shoulder he had hung a drawing of Wyatt Earp, so when you sat at his table you were staring down the barrel of Earp’s Buntline Special. Bill was a bureaucratic operator, and many feared him. I liked him. He grew up on a ranch in New Mexico, and in the late stages of the cold war ran what was then called A Group. A Group was the NSA’s main game: It was in charge of collecting signal intelligence against the Soviet Union. A dark master of electronic intelligence, Bill knew every intelligence satellite in the sky and what it did, and every success and every blunder in the history of the NSA, which he loved deeply. He knew the wheels within the wheels. He also had a wellearned reputation as a tough SOB who wasn’t afraid to make decisions. (In government, anybody who isn’t afraid to make decisions is regarded  as an SOB.) After 9/11, Hayden brought Black back from retirement, and the two of them were determined to steer the NSA out of the doldrums, budget slashing, and decline of the 1990s. They wanted an outsider as IG, someone not afraid to tell them the truth.

And so began my near nine-year journey into the belly of the intelligence beast, first at the NSA and then running counterintelligence for the director of National Intelligence, where my biggest headache was cyberespionage in a world where everything was becoming electronically connected to everything else. In those positions I had a hair-raising view of the incessant conflicts being waged in cyberspace—conflicts short of war but involving concerted attempts to penetrate our nation’s information systems and critical infrastructure. Some of these conflicts could indeed turn into war, but the tendency to treat them as such is likely to lead us astray. In American law and politics, “war” and “peace” are presented as a binary toggle switch: We’re either enjoying peace or waging war. In this view, in which the world is drawn with straight lines and right angles, peace and struggle cannot coexist. But the world is not so easily compartmentalized, and as I argue in this book, we are now in a period, typical in international affairs, in which conflict and symbiosis, struggle and trade, exist side by side in a condition that is neither war nor peace, and which is both promising and dangerous.

Personal and organizational secrets all live on the same electronic systems. Gaming and social media technologies once thought to be solely for personal and entertainment uses are now at the front edge of many business applications. Boundaries of many kinds are eroding—legally, behaviorally, electronically—in all aspects of our lives: between the public and private behaviors of ordinary people, for example, in the dress, speech, and decorum appropriate to the street, the office, or houses of worship; between what the government does and what privately owned companies do; and, not least, between nation-states and nonstate actors. Large corporations have police, military, and intelligence capabilities that are hardly distinguishable from those of most governments. Organizations like al-Qaeda, Lebanese Hezbollah, and  the Russian mob operate across international borders with ease and have budgets that exceed those of many nation-states. Meanwhile, some of those nation-states are hardly more than lines on a map. Technical capabilities that a decade or two ago could be found only in advanced military aircraft—GPS, for example—now come standard in your rental car and can be bought at RadioShack for a few bucks. Computing capacity greater than governments could muster during the cold war now resides in mobile devices that fit in a pocket. The original iPhone, released in 2007, weighed a hundred times less than a portable computer from 1982, was five hundred times smaller, cost ten times less, and ran a hundred times faster.4 There are now 5.3 billion handsets in use around the world, and three fourths of them are in the developing world.5

In the postindustrial West we think technology advances in the order in which it was invented—usually by us. Plumbing came before wired telephones and radio, which came before airplanes, which came before penicillin, which came before television, and so on. But this isn’t the way the rest of the world experiences modernity. Thirty years ago, approaching Lahore’s airport in a Pakistan International Airlines Boeing 727, I watched out the window as a stick-wielding peasant prodded a buffalo tethered to a water wheel—a scene from biblical times. Ten years ago, in rural Yunnan Province, China, I stopped for lunch at a roadside restaurant where the ducks on the menu were slaughtered out back. The only toilet was an open-air hole in the ground, and a local businessman was squatting over it while talking on a cell phone. Technology in the developing world is moving fast—but not in the order we take for granted. People in the developing world may not have all the modern conveniences we do, but they do have the same digital technology and programming skills we do. And many of them have the skills to pick our electronic pockets.

The boundary between national and economic security is also eroding—has eroded, in fact, almost completely. When it comes to national security the boundary between public and corporate secrets  has also more or less vanished. The current U.S. National Security Strategy—that’s the president’s statement to Congress about the nation’s principal security concerns—contains sixty-eight references to economic issues.6 The boundary between military and economic secrets remains firm in the law of Western nations, but the law is always trying to catch up with life. The technology our military relies on is mostly developed in the private sector, and most of the research it’s based on is carried out in universities and private companies. The know-how of our engineering firms, the drugs that our pharmaceutical companies spend billions to develop, the trade secrets of our aerospace industry—these are the bases of our national welfare. Much of our infrastructure is also privately owned and subject to attack. Terrorists pilot jetliners indiscriminately into private office buildings as well as into the headquarters of government departments and blow up passenger trains in Russia and under the streets of London. As a result, the infrastructure, the technologies, and the information that governments must protect extend well beyond government property.

The Office of the National Counterintelligence Executive, which I headed from 2006 to 2009, is charged with protecting America’s secrets. Our responsibilities required us not only to understand and thwart the systematic efforts of foreign intelligence services to insert spies into our government, but also to prevent foreign spies from working in the bowels of private industry and the nation’s laboratories. But human spies are no longer the whole game. If someone can steal secrets electronically from your office from Shanghai or Moscow, perhaps they don’t need a human spy. Or perhaps the spy’s job is no longer stealing secrets but subverting your network to allow the secrets to bleed out over the Internet. In a networked world, I quickly saw that counterintelligence must contend with the penetrations of the public and private electronic networks that are the backbone of our communications, the storehouses of our technology, and the nervous system of our economy and government. These networks, I regret to say, are porous and insecure, vulnerable not only to casual hackers but even  more so to professional electronic thieves and powerful foreign intelligence services. But we want seamless, effortless interconnectivity and the productivity that comes with it—who doesn’t? And so our vulnerabilities multiply as we continue to privilege convenience over security.

Meanwhile, the world is speeding up. We experience this acceleration in the pace of our daily lives, in product cycles and fashion trends, in the instantaneous dissemination of information, in the awesome and continual increases in the capacity of our electronic systems, in the speed at which our products and ideas are copied and pirated. Businesses know that their ability to profit from their own innovation depends on their ability to get their products to market faster than ever and to exploit them more quickly than ever—before they become obsolete or unfashionable, or are ripped off by an overseas pirate with low overhead and no R&D costs. Value appears and disappears with bewildering speed. Who today remembers the computing juggernauts Wang Laboratories or Digital Equipment Corporation? Financial giants like Bear Stearns, Lehman Brothers, and Washington Mutual vanished overnight.

The value of intelligence is also transitory. This is especially true of SIGINT—the electronic stuff. It’s useful only if you can act on it in time, and the time for action is getting shorter and shorter. Information from an African country about an impending attack on an airliner at Kennedy Airport is useless if you can’t put it in the hands of security officials at the airport right away. With tactical military intelligence—that is, on-the-spot information about unfolding situations—commanders must be able to feed it into their decision cycles, which grow shorter and shorter.

This kind of acceleration is ubiquitous in our society. For example, if the price of a security on Wall Street is momentarily $0.005 more or less than the price of the same security in London or Frankfurt or Singapore, a trader whose electronic systems are agile enough to act on that difference can make millions in less than a second. So both the public and the private sectors are bowing to unrelenting pressure to enhance the connectivity that both increases productivity and  decreases security, to shorten decision cycles, and to move information faster and more widely. That pressure also creates a dilemma, because the more widely and quickly you make information available, the more trouble you have protecting it. Regardless of whether that information is a classified diplomatic cable, valuable engineering drawings, or your own medical records, when you put it on an electronic network to which thousands of people have access, it is no longer really secret—or private. The name for this condition is transparency, and it is a fundamental condition of contemporary life, for good and ill.

In this book I hope to show that the difficulties of protecting your privacy and mine and the difficulties of keeping secrets in an intelligence agency or corporate office are remarkably alike. Secrecy is to companies and governments as privacy is to individuals. Both rise or fall on the same technologies and cultural proclivities, and at the moment both are falling precipitously.

In 1949, the architect Philip Johnson built himself a remarkable house on an eleven-acre Connecticut estate of woods and meadow: a transparent glass rectangle with a completely open floor plan, and without shades or curtains. Even the sleeping area was completely exposed to the outside. Johnson did make one concession to privacy in his glass house: He enclosed the bathroom, whose walls were the only interior structure to extend from floor to ceiling. Nearby he constructed a more conventional house, called Brick House, for weekend guests. But transparency was not an unalloyed virtue, even for a modernist architect, and soon Johnson sought police protection to ward off trespassers, and he nailed up a sign pleading: THIS HOUSE IS NOW OCCUPIED. PLEASE RESPECT THE PRIVACY OF THE OWNER. This measure apparently did not meet with great success, because Johnson eventually moved into Brick House and used Glass House chiefly for entertaining. Even modernist architects need places of refuge. Johnson’s transparent dwelling is now an icon of twentieth-century architecture—and a fitting image of our current predicament in which relentless transparency threatens our security and our privacy.

I begin this book by examining the threats to our personal security, all of which are more dire than we generally realize. Then I expand the focus to the welter of threats facing the larger-scale enterprises and institutions that together form our society: companies, financial markets, infrastructure, the military, and intelligence. Throughout the book, as I widen our view, we’ll see that the same principles—the same dangers—apply at all levels, from the personal to the national. In all cases, the views I express are my own, not the U.S. government’s. Our world is becoming a collection of glass houses that provide only the illusion of shelter. Finally, I’ll draw on my experience to offer suggestions for how all of us—individuals, companies, and the government itself—can shore up these ever more fragile and transparent structures.




1

ELECTRONICALLY UNDRESSED

YOU’VE PROBABLY DECIDED that in order to save a buck on a bunch of grapes, you’ll let the supermarket compile data about your eating habits, and that in order to avoid a long line at the tollbooth, you’ll let some contractor for the state know how often and at what times of day you cross that bridge or drive on that highway. Maybe you even pay for a cup of coffee with a credit card. We are what we eat—and what we buy, and who we know, and where we live, and what we look at, and where we go. All of us—not just young people—give this information away freely because it’s convenient and often enjoyable to do so. Forty-five percent of Facebook users are twenty-six years old or older, and the fastest-growing segment of that group is women over fifty-five.1 Older people may not use Twitter, but they do use credit cards, pay tolls automatically on the interstate, bank online, and buy cars equipped with GPS.

In the last twenty years the ready availability of inexpensive, increasingly powerful, and ever-smaller networked computers has revolutionized how—and how fast—we create, process, store, and transmit  information. These developments have changed our lives so pervasively, and accelerated the speed of change in our lives so sharply, that it’s hard to recall what the world was like before we were so happily and relentlessly connected. We think of letters written on paper as relics of a bygone era, but even dial-up modems or waiting thirty seconds for a Web page to load now seems quaint. In 2010 a six-year-old watching a 1980s movie asked her father, “Why is the phone attached to the wall?” If you can answer this question, you’re getting old. Manual typewriters, carbon paper, party-line telephones—these are incomprehensible phrases to the majority of people now living.

Computing power has doubled every year and a half since the mid-1960s.2 To grasp what this means, consider that in 1978 it cost about nine hundred dollars to fly from New York to Paris, and the flight took seven hours. If airline travel had accelerated at the same rate as computing power, you could now make the trip for about a penny, in less than a second.3 Our machines have sped up—today’s game processors can do at least a billion operations per second—but we haven’t. We can’t keep up with our own machines. So our machines have begun to talk to one another, making decisions for us, exchanging information about us. They apply the brakes in our cars when we’re too slow to do it, land huge aircraft unassisted, trade enormous volumes of securities, adjust the flow of electricity on the grid, and share data about us that we think of as private. And these machines are everywhere. The “personal digital assistant” in your pocket is more powerful than the 1960s IBM mainframe computer that occupied an entire room.

The movement of technology between government and the private sector is not a one-way street. Just as GPS has migrated from fighter planes to your car, so has technology moved from your living room to the front lines of conventional and cyber warfare. Most of the government’s computing systems are developed in the private sector now, and gaming consoles have directly influenced the design of instrumentation for weapons systems. The Cyber Crimes Center in the Department of Homeland Security has even dumped the  eight-thousand-dollar consoles it once used to crack the passwords of seized computers—then replaced them with Sony’s PlayStation 3s for “brute force” password attacks that run through every conceivable password until they find the right one.4 The difference between electronic toys and business applications is vanishing.

The border between commerce and government wasn’t always so porous. In the beginning the Internet and its precursors were federally funded links between universities and government researchers, and it was illegal to use them for commercial purposes. Congress didn’t change that law until 1992.5 Even so, many university users were furious at the thought that an educational tool would be polluted by commerce, and as recently as the mid-1990s the Internet was still essentially a research tool and the plaything of a few. In 1995, the idea of buying and selling on the Internet aroused more suspicion than enthusiasm, but by January 2008 there were 1.3 billion Internet users .6 By 2011 the number of users had climbed to nearly 2 billion, and many of them were buying and selling online.7 No wonder that by 2009 information technology stocks had become the single largest sector in the U.S. economy.8 By 2015, the number of Internet hosts is expected to exceed the planet’s human population.9 Mobile data traffic is doubling every year, and all that data leaves a trail.

Going from rummaging in a file drawer to searching electronic data and images was dramatic; so was clicking a mouse instead of traveling to the library. In these cases, however, we were fetching things we wanted; new technology merely allowed us to fetch faster. Now data comes to us unbidden, based on choices we made in the past, who our electronic friends are, and where we live. Or it comes based on where we are, like a coupon for a latte that shows up on our mobile phone when we walk past the coffee shop.10 We now live in a sea of ambient data. Or rather, each of us increasingly lives in his or her own customized virtual sea of ambient data. And wherever we swim in that sea, each of us leaves electronic evidence of where we’ve been and strong indicators of where we are likely to go next—of which we are often unaware.




The Data Market 

Data is a commodity, and the market for it is measured in billions of dollars—trillions if we include electronic banking and credit card issuers. Reed Elsevier PLC, one of the world’s biggest data aggregation companies, has reported a steady 10 percent annual growth of online traffic since 1999.11 Reed Elsevier owns LexisNexis, the largest source of online legal and periodical information. It also owns ChoicePoint, which does background and public records searches; it’s the outfit that checks the accuracy of the résumé you sent to a prospective employer or graduate school.12 These companies and others like them make fortunes based on information that has always been publicly available. They aggregate that information, sort it, reformat it, and make it instantaneously available to public- and private-sector users willing to pay for it. Other firms occupy other niches: financial data for investors; medical records for hospitals, doctors, and insurance companies; credit scoring for any business that gives you credit; and of course banks and credit card issuers. MasterCard alone made $5.5 billion in net revenue by managing $567 billion in charges, transactions, and settlements worldwide.13

Aggregated data tell a merchant what goods to stock and how to target advertising. Do you like fish but avoid red meat? Fine, we’ll send you an ad when we have a fish special, but we won’t waste our money sending you ads for roast beef. You prefer SUVs to convertibles, or casual clothing to suits, or certain kinds of movies or music? Great—we won’t waste our money or your time telling you about products you won’t buy anyway. This is good for the merchant; arguably it’s good for you, too. Aggregated data is also good for insurance companies, because without it they can’t calculate premiums for groups of people that represent different levels of risk. Whether that’s good for you depends on which risk pool the insurance companies put you in—and whether the data is accurate.

A single set of fingerprints probably has no value, but a bank of such prints helps the police identify criminals; DNA databases do the same. The federal DNA database holds 4.6 million profiles, or 1.5 percent of the U.S. population—mostly convicted criminals. Across the ocean, two thirds of Britons favor a law that would require everyone’s DNA to be stored.14 And if you visit central London you’re being photographed every time you walk down the street or enter the Underground, and if you drive, your license plate is being photographed wherever you go. The better the database, the more crimes will be solved. Whether that benefit is worth the privacy loss is another question. But however you feel about that, the benefit of aggregated data in solving crime is beyond dispute.

Data are valuable in all these cases because the aggregator can link an identity with a history or a pattern of behavior. But aggregated data also have enormous social importance even without links to individuals. Without that information, public health officials don’t know what diseases need more or less attention and resources, and predicting what kind of flu will strike next year would be even harder than it is. Having this data in real time, or near real time (as opposed to getting it a month or a year later), is also valuable, because it can warn that a new epidemic is breaking out right now, when we may be able to prevent or slow down its spread, and this is true whether the epidemic is natural or the result of a terrorist attack. Add personally identifying information back in, and you add more value. It helps find victims and, in some cases, the source of infection or attack.

The amount of information available about you is startling: your date of birth, driving record, medical history, credit rating, shopping patterns (including where you shop and what you buy), mortgage and property records, political contributions, vacation patterns (including the route you drive), whether you drive, telephone numbers (even if unlisted), the names of your spouse and children and business partners, your grades in school, your criminal record (if you have one)—and much else besides. In order to get that information about you, someone  used to have to stand in line in several different buildings, not necessarily in the same city, just to request it, and he probably had to wait around or come back a second time to pick it up. Now, with several mouse clicks, the information is often available to anyone anywhere in the world who wants it.15 Your medical records are supposed to be under lock and key, but who keeps them? Your doctor, to start with, but so does the software provider that your doctor pays to store those records, and the doctor’s outside laboratory, and the insurance company that covers you, and their database administrator, who may work for someone else. Information you may think is confidential, sensitive, and private is sent to many different places automatically, sometimes in different countries, and each leg of its transmission over public communications networks represents a potential vulnerability. There is rarely such a thing as a single, unique record anymore. There are multiple copies of every record, stored in multiple places, in databases whose level of security is a mystery to most users, and sometimes even to company officials.

 

 

“We never don’t know anything about someone”

 

How did all this data become so readily available? Because you and I have given it away. In many cases we’ve had little choice about it—not if we want a mortgage or lease, a marriage or driver’s license, or health insurance; not if we want to enter the hospital, send our children to school, contribute to a political candidate, or buy a snack on the many airlines that no longer accept cash in flight.16 In other cases we don’t even know it’s happening. If you click on the credit card page of Capital One Financial’s Web site, for example, thousands of lines of code representing information about your education and income level and residence will be sucked up by the company in a fraction of a second. Your machine is talking to their machine, and in that fraction of a second your machine is working for them, not you. And so aggregated data snowballs. As Capital One’s data contractor quipped, “We  never don’t know anything about someone.”17 That contractor probably doesn’t think he’s in the personal espionage business, but he is.

But do we care that we’re being spied upon? Is this new type of commercial spy collecting secrets—or simply gathering information we freely spread around? Many people find it comforting that someone else knows where they are at all times. Mobile phone companies and location services for your car, like OnStar, advertise their ability to do just that for you. Your mobile phone or PDA makes a constant record of where it goes. Mobile devices in the United States generate about 600 billion events per day.18 These events don’t just include the calls, text messages, and Internet connections you know you’re making. They also include the silent “pings” between each cell phone and a nearby tower whether you’re using the phone or not. They are the heartbeat of cell phone service and typically occur every few minutes. Each ping is tagged with geospatial location information,19 and if you have GPS or use Wi-Fi that record is very precise—less than eleven yards. If not, the record is still pretty accurate, because the cell towers that handle your calls are constantly pinging your phone and pinpointing your location to within about a block. According to Jeff Jonas, a data expert at IBM, this information will soon warn us about events that haven’t even occurred yet. Your free Gmail account, he surmises, will advise you “that your buddy Ken is going to be 15 minutes late to the pool hall this coming Thursday, unless he leaves work 15 minutes early . . . which he has done only twice in seven years.”20 With enough information about your past movements, scientists can predict your movements with about 94 percent accuracy. Or forecast traffic congestion. By examining patterns of communication and movement, they can detect flu symptoms before you know you’re getting sick. The emotional content of Twitter lets researchers predict the moves of the Dow Jones index with about 88 percent accuracy.21 Jonas also points out that the police could use the same kind of information to watch crowds form and disperse—a powerful tool for crowd control. Or for discouraging political expression. As of mid-2011, law enforcement officials in most  jurisdictions can get geolocation data from mobile carriers simply by issuing a subpoena. Most jurisdictions don’t require a warrant signed by a judge—at least not unless the surveillance is long-term or involves movements inside a dwelling.22

And so, little by little, we find ourselves living in a glass house. Last year’s novelty is this year’s necessity; your friends wonder why you don’t have one. The price of last month’s expensive electronic luxury just fell by half. Your kid wants one for her birthday. It’s not simply adults who are being watched and marketed to, identified, and classified. Sure, we give up some privacy with each little step, but we get something back: convenience, peace of mind, whatever. We may be electronically naked, but we demand it. This is the world we now live in, and let’s face it: We find that world irresistible.23

 

 

THIS IRRESISTIBLE WORLD in which we are all numbered and accounted for crept up on us largely unnoticed, but its roots are old. Americans and Western Europeans have been counting, classifying, and identifying ourselves for several hundred years, but the initial steps were slow. The first modern European census was taken in Prussia (naturally) in 1719; the United States took its first census in 1790; Britain and France24 followed in 1801. Indeed, representative democracy required counting in order to achieve fairness in taxation and legislative representation. 25 And then, in the last quarter of the nineteenth century, two things happened that dramatically accelerated this business of identifying everybody. First, the state pension was born in Germany, and therefore the state was required to know who was owed money and at what age. Keeping increasingly exacting records was one essential result. National identity cards began to appear. Second, in big cities like London, Paris, and Buenos Aires, the police began to wonder, Who is this man we have arrested really? Haven’t we arrested him before?

Enter Alphonse Bertillon, a low-ranking functionary in the Paris sûreté who in 1882 showed that he could reliably reidentify anyone by  measuring his or her head and body and making a careful record of tattoos, scars, and other quirks. Bertillonage was the beginning of systematic biometrics but it was soon superseded by fingerprinting, which quickly became the identification method of choice for law enforcement agencies worldwide. We fingerprint not only those charged with crimes, but also everyone in the military, everyone who applies for a security clearance, and welfare recipients. In the UK and in some parts of continental Europe, the fingerprinting of schoolchildren is widespread, and it is used in place of library cards.26 There are now fingerprint scanners, fingerprint door locks, safes with fingerprint locks, fingerprint time clocks, and fingerprint kits for your favorite niece or nephew.27 These devices are not being foisted on people; there’s a market for them. Fingerprinting is so ubiquitous that it has become a metaphor for any system of positive identification, like “DNA fingerprinting.”

The credit markets we take for granted are another aspect of this irresistible world. We could hardly live without them. Pioneered in the United States during the Great Depression,28 these markets require instant, accurate information about potential borrowers. Without them a home buyer could not “prequalify” for a mortgage on the phone or get instant credit to buy a refrigerator, as we now do as a matter of course. Before that, creditors didn’t lend to people they didn’t know, or they took property as security, like a pawnshop.

The overlapping and ever-expanding appetite of government and commerce to keep tabs on us—and our own appetite for keeping tabs on one another—means that it’s virtually impossible to elude our own autobiographical trail of purchasing habits, property ownership, employment history, credit scores, educational records, and in my case, a security clearance record a mile long. If you live in India, everyone’s personal data record will be a mile long, because the government there has launched a project to assign a unique twelve-digit identification number to every one of its 1.2 billion inhabitants, and to link that number to their fingerprints and iris scans. The idea is to ensure that welfare payments reach the right people and to permit India’s vast  impoverished population to gain access to online banking and other services.29 Critics worry that the information will not be guarded adequately. They should also worry that aggregating data to prevent fraud also enables fraud, because gathering huge quantities of data in one place means it can all be stolen from one place.

Meanwhile, the shelf life of all this data gets longer and longer, because the cost of storing it has fallen like a stone. In 1990 a oneterabyte storage drive would have cost $1 million to buy. (A terabyte is a billion bytes of eight 1s and 0s, or a thousand times more than a gigabyte. Sixty-four terabytes is half the size of a big university library.) Now you can buy that drive for under $100. The price has fallen ten thousand times. Information about us doesn’t disappear with time. It can be saved forever, cheaply, in lots of places. That’s worrisome, but we also find it appealing. For about $175 you can buy a USB stick—also called a flash drive or a thumb drive—with sixty-four gigabytes (or “gigs”) of memory. That’s thirty-two million pages of text dangling at the end of a key chain. As we will see later, the ease of transporting huge amounts of data has dramatically changed the espionage trade.

 

 

FOLLOWING A SUDDEN explosion of Internet-enabled crime and the growing sense that our personal lives were exposed to strangers, Americans and Europeans began to search for ways to protect ourselves. Chiefly we have sought to regulate “personally identifiable information.” 30 The European Community defines this somewhat more broadly (and vaguely) than do U.S. laws, but the phrase generally means data such as your postal and e-mail addresses and Social Security and credit card numbers, which can readily be associated with you. Companies like to tell you how carefully they protect this kind of information. But are these efforts effective?

The answer depends on the objective. The rules have undoubtedly forced companies and government agencies to tighten their handling of information about their own customers and employees. Whether they  have had any effect in reducing fraud is doubtful, however, because the amount of personal information legally available is burgeoning, and the black market in such information is vast, as we’ll see in the next chapter. But if the objective is to protect your anonymity, these laws have little effect—and may soon have none at all. That’s because each of us can now be easily identified without reference to any of the usual categories of personally identifiable information. Strip it away—that’s called “anonymizing” it—and data aggregators can put it back almost instantly.

Let’s suppose I know your zip code and gender. If twenty thousand people live in your zip code, I can eliminate ten thousand of them by gender. Add in your age, and I can reduce the number much further. If I know what kind of car you drive, I can identify you with near certainty. Researchers at Stanford University were able to reidentify people by their Netflix viewing habits simply by comparing the company’s carefully anonymized viewer ratings with publicly posted ratings on other Web sites that rated the same movies. Essentially, they showed the emptiness of the promises that Netflix and others make that you can do, watch, or buy whatever you like anonymously on their Web sites. Information scientists says they need only thirty-three “bits” of information—mundane things like your zip code or the make of your car—to identify you, and the information may have nothing to do with the legal definition of personally identifiable information. There are two possibilities for each bit (each bit must be a 1 or a 0), and 233 is a very large number—more than 8.6 billion, which is more than the Earth’s human population.31 A firm called PeekYou has filed a patent application for a “computerized distributed personal information aggregator” that matches real names with pseudonyms used on blogs and social network sites like Facebook and Twitter.32 It’s becoming almost impossible to be anonymous anymore.

Many of us are uncomfortable with the proliferation and transparency of personal data, and some would like Congress to pass laws to stop it. But the law is chasing reality, not shaping it. (This is another theme we’ll see cropping up repeatedly throughout this book.) The law is not  fundamentally altering the direction or speed of our society’s movement toward the instant, universal availability of massive amounts of information that can be sliced, diced, and analyzed in microseconds—nor can it. You will have such data if you want it; your friends, enemies, and bank will have it too, and the government will either have it or be allowed to get it under certain legally defined conditions. We will write some rules that make access somewhat more difficult, but those rules won’t be able to hold back an overwhelming tide.

There are aspects of this that I find wonderful; others strike me as distasteful or worse. It has led to massive increases in productivity and wealth. It has also created vulnerabilities of staggering proportions—vulnerabilities that now generate billions of dollars in criminal revenue, are exploitable and exploited by foreign intelligence and military services as well as by criminals, and that—if not better understood and mitigated—put our communications, our economy, and even our military at risk of failure. For both good and ill, this is what’s happening. This is the glass house we live in.
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A PRIMER ON CYBER CRIME

JUST AS THE RAIN FALLS on the unjust and just alike, so aggregated data have value for thieves and swindlers as well as for law-abiding merchants and public health officials. Organized gangs of international criminals have moved eagerly into cybercrime, and often use it to fund other nefarious enterprises, because it makes more money than even the illegal drug trade.1 Profits are high because crime on the Internet is cheap; e-mail is essentially free. The chance of scamming any particular individual for data is poor, but the chance of scamming one in a thousand is much better, and if I can get my hands on a million sets of records, my chances of running a successful scam become really good. This is why electronic crooks are systematically stealing large batches of data from places such as the University of Virginia, the Catholic Diocese of Des Moines, Citibank and the Royal Bank of Scotland, hospitals across the country, the Pentagon, the General Dynamics Corporation, and a slew of other agencies and companies .2 In 2010 Verizon, a telecommunications company that tracks this market, reported that over nine hundred million sensitive data records had been stolen from  Americans in the previous six years.3 And an ominous new trend has emerged: The rate of theft by corporate insiders, who are in a better position to steal valuable information than are external hackers, has gone up.4 In 2010, the incidence of electronically stolen data surpassed that of physical theft for the first time.5

The Internet crime business has become international. An identity thief in Tulsa, Toulouse, or Tunbridge Wells can buy stolen credit card numbers from a gang in Moscow that freely advertises its wares. He can e-mail those numbers to a counterfeit credit card shop in Guangzhou that produces cards that are indistinguishable from the real thing. And if that shop doesn’t make driver’s licenses—he’ll want a fake ID before he goes shopping—he can get one from another counterfeiting shop in Minsk, in Belarus.

If you’re a victim, you pay for this kind of theft directly in loused-up credit, months of aggravation, and possibly money you’ll never recover. And all of us pay indirectly through higher prices. For example, our banks prefer not to talk about their losses from credit card fraud, because they don’t want to scare us away from doing business on the Internet, which is highly profitable. That’s why in the United States you pay nothing when someone makes a fraudulent purchase on your card, not even the fifty dollars the issuer could legally charge. Instead, banks prefer to make up the losses by charging you for transactions that used to be free or cheaper than they are now.

The cost of becoming an Internet thief is low—and getting lower. You can download user-friendly hacking tools for free. The cutting-edge tools cost money, but not much considering the potential rate of return. They are stealthy, innovative, and customized for the kind of information they target.6 If you want one that searches out engineering drawings, for example, you can buy it. If you want one that searches instead for personal identification numbers (PINs) and bank data, it’s available.

Thieves who know how to steal your data but may not know how to exploit it can sell it to a third party who does.7 And so, when an Indian hacker broke into the European computer systems of the Best  Western International hotel group in 2008 and scraped up the credit card information of about eight million customers, he immediately sold it to an underground network run by the Russian mafia, who knew exactly how to misuse it.8 It would be comforting to think that hoteliers have learned since then to protect themselves, but that’s doubtful. 9 In 2010 HEI Hotels & Resorts, which manages hotels for Hilton, Marriott, Sheraton, and others, reported that thieves had gotten away with the credit card data of several thousand guests, apparently by doctoring the swipe machines at check-in counters. 10 That kind of operation requires a combination of network skills and close-up physical penetration—the sort of operation that only a few years ago would have been associated exclusively with a state intelligence service.

In the last few years the flood of stolen credit card data has been so vast that its value has recently sunk to junk levels on the black market. According to Verizon, market saturation drove the price down “from between $10 and $16 per record in mid-2007 to less than $0.50 per record” by late 2008.11 But even this bit of good news has a dark side: Instead of ripping off credit card numbers, the smart criminals have begun focusing on PINs and cash. When credit card numbers are stolen, consumers rarely pay for any resulting fraud. This is one reason why anxiety over identity theft hasn’t translated into consumer demand for more secure communications or more careful online behavior. But when a criminal steals the PIN to your account, he grabs your cash. And if you want your bank to refund the money you lost, the burden is on you to prove the withdrawal was fraudulent, which is often impossible.

Let’s look at who these criminals are, and how they rip us off.




“Most of the Money Was Sent to Russia” 

When the feds finally took it down, the criminal organization known as Shadowcrew had as many as four thousand members and had operations  in Russia, Ukraine, Hong Kong, Estonia, and Latvia, as well as in the United States. National boundaries pose no difficulty for international cybercrime. This organization had a virtual private network, or VPN, for secure communications. It had an efficient internal auction system for stolen credit information, known as dumps, which they stored on servers in Latvia and Ukraine. Its members obtained blank credit and debit cards from China. With an embosser, printer, heat foil press, and magstripe writer, they turned out counterfeit cards that no cashier could spot, complete with holograms. And they were hierarchically organized. Administrators decided who could or could not join, rewarded loyalty, and punished disloyalty. 12

Shadowcrew hijacked at least 1.5 million stolen numbers, resulting in actual losses of more than $4 million to companies. People who do this are known as carders, but Shadowcrew didn’t just do credit cards. It was a full-service operation that also counterfeited passports; driver’s licenses; birth certificates; and Social Security, college IDs, and health insurance cards—all subject to quality control “to ensure,” as the indictment put it, “that only the highest quality illicit merchandise and services” were being sold to its members. This gang even had a presale system for verifying whether retail vendors would accept stolen numbers. They did this by hacking into a seller’s computer network and electronically swiping it to see if it was still good. This was precertified merchandise—like taking a car for a test-drive before you decide whether it is worth stealing.

Busting Shadowcrew was a big victory for the feds—their biggest cybercrime takedown ever to that point. The indictment happened to mention that one of the nineteen defendants, Andrew Mantovani, aka BlahBlahBlhSTFU, had cofounded Shadowcrew in August 2002. But a careful reader would notice that no other cofounder was identified. One of them turned out to be a guy with the screen name of CumbaJohnny. His real name was Albert Gonzalez. As a kid, Albert had a knack for computers. By age fourteen he had hacked into NASA. By age twenty-three, when the Secret Service took his mug shot, Gonzalez  was running Shadowcrew’s VPN, giving him an exclusive window into the activities of every Shadowcrew member around the world. But the feds didn’t indict Gonzalez. They flipped him, making him a key witness and guide through the cyberunderworld.

Gonzalez’s former confederates had no idea, of course. With continuing access to the Shadowcrew VPN, Gonzalez knew his way around the organization like no one else, and he was trusted. Outsiders don’t just walk into a criminal organization and start doing business, but if Gonzalez vouched for you, you were in. And so began Operation Firewall, an eighteen-month investigation in which federal agents posed as buyers of stolen information.13 What the feds didn’t know, however, was that CumbaJohnny, aka soupnazi, aka segvec, aka j4juar17, was also running parallel, compartmented operations—different sets of cronies running different fraud schemes who knew nothing of one another. While Gonzalez was ratting out his Shadowcrew pals, he was running two other major scams, each larger than Shadowcrew. And not incidentally, he was playing the Secret Service agents for suckers.

About nine months after the Secret Service took down Shadowcrew, Gonzalez and a different set of confederates, including a couple of Russians, began hacking into the networks of the Marshalls department store chain. They’d sit with their laptops and powerful antennas in a van in the parking lot of a big-box mall. These stores were using wireless networks that transmitted unencrypted data by radio waves—hence the antennas. Within minutes they’d be in the store’s network and using a “sniffer” program to seek out the most sensitive data. Their software would gather it up and encrypt and compress it, after which the software would “phone home” and slowly bleed the data out—not too fast, because large volumes of moving data attract attention. With this technique they stole about four hundred thousand credit card numbers from BJ’s Wholesale Club and about a million from DSW. Then they went after the TJX Companies, Marshalls’s parent company. TJX also owns T.J.Maxx, and in the next fifteen months, Gonzalez and his cronies swiped 45.6 million credit and debit card numbers from the  company, which later paid out more than $130 million to settle claims with banks and customers.14

When a Gonzalez gang broke into 7-Eleven’s network, they got about $2 million cash from twenty-two hundred Citibank ATMs in the stores. They also got another $5 million in fraudulent withdrawals tied to prepaid iWire cards. According to the Financial Times, “Most of the money was sent to Russia.”15

If you thought security standards were keeping up with the electronic thieves, you were wrong—but you wouldn’t be in bad company. Hannaford, the supermarket chain, discovered that its systems had been hacked on the same day that its system was declared compliant with the Payment Card Industry Security Standards Council’s Data Security Standards. This heist netted 4.2 million credit and debit card numbers, resulting in at least eighteen hundred fraud cases. Gonzalez was behind that one, too.

In earlier cases of retail data theft, merchants—including T.J.Maxx—were criticized for transmitting customer credit and identity information through unencrypted wireless networks, which can be hacked by a moderately competent high school student. Hannaford was more careful, transmitting its point-of-sale data over fiber-optic cable. But the Gonzalez gang apparently hacked into Hannaford’s server and used it to remotely install malware (poisoned software) in the hardwired swipe machines at every checkout counter. Once you control point-of-sale devices, you’ve hit gold. The malware grabbed the data before Hannaford encrypted it, and then sent it out it to servers in far-flung locations controlled by the gang. This is called exfiltration.

The Hannaford incident illustrates an important principle: If you can do something with software, someone else can undo it with software, and often they can undo it remotely. In software, a “lock” on information is just a figure of speech. It consists of an electronic instruction expressed in 1s and 0s. If you can get into the system, you can change the lock—or just open it—by changing the 1s and 0s.

Eventually the Secret Service figured all this out. They figured out Gonzalez’s other electronic heists, too: Dave & Buster’s, OfficeMax, Boston Market, Barnes & Noble, and Sports Authority—some of the largest retailers in the country. Gonzalez is now locked up, and this is not a figure of speech. In 2010 a federal judge sentenced him to twenty years in prison, by far the longest sentence ever imposed for such a case.16

Breaking Shadowcrew has had no effect on the rate of economic loss from this kind of crime.17 Other criminals have cracked Walmart,18 Montgomery Ward, 19 and many other companies. Data aggregators such as ChoicePoint have been prime targets. Individuals are also under attack. Every week criminal hackers churn out 57,000 new Web addresses onto which they load computer viruses and other malware in the hope that you or I will click on them and give up the log-in credentials for our accounts with eBay, Western Union, Visa, and other financial sites, such as those of banks.20 Shadowcrew had nothing to do with the electronic heists from the Royal Bank of Scotland or Citibank, each of which appears to have netted tens of millions of dollars.21 These jobs were pulled off by a professional Russian gang, probably the Russian Business Network, or RBN. The Internet security firm VeriSign calls RBN “the baddest of the bad”; it is based in St. Petersburg but reportedly has servers in Panama, Turkey, Malaysia, Singapore, China, the United States, and Canada. Like other criminal organizations, RBN may have links to figures in the Russian government.22

This kind of malware is increasingly spread on social networking sites such as Twitter, Facebook, YouTube, and Flickr.23 Criminals go where the action is. Their next major target set will be cloud-based services. A “cloud” means you have a keyboard and a screen, but the real computing—including word processing and spreadsheet manipulation—is scattered across multiple servers in multiple locations. Cloud-based services offer efficiencies, but their security characteristics are not yet fully trusted by many businesses. As they become more widely accepted and used, they will become targets of crime.  There will also be more indictments, but not many. The problem is international, and it’s out of control.

According to Microsoft, 97 percent of all e-mail is unwanted; most of it is spam, and much of it has malicious attachments .24 In Britain more than 420,000 spam e-mails are sent every hour.25 Like their American cousins, British gangs have subverted point-of-sale devices in retail shops by physically adding extra circuitry in ways that were extremely difficult to detect. The data taken at the point-of-sale were then used to steal from bank accounts and make purchases on a random basis, and only in relatively small sums, so the scam went on for months before it was discovered. In at least one case the money then ricocheted between foreign bank accounts until it ended up in Pakistan.26 A few years ago only a foreign intelligence service or a very sophisticated crime syndicate could pull off a scheme this complex. Now it’s a business model for small-time hoodlums. The Secret Service, the FBI, Britain’s Serious Organised Crime Agency (known as SOCA), and European law enforcement authorities are all capable and diligent in dealing with cybercrime.27 They just can’t keep up.

Consider the numbers. The Internet Crime Complaint Center referred 72,940 crime complaints to law enforcement officials in 2008, mostly involving fraud. The total fraud loss was about $264 million.28 Yet, with all the thousands of reported abuses in the United States in 2008, only fifteen resulted in arrests or prosecutions,29 and only nineteen in 2007.30 The truth is that in most heists we have no idea who the thieves really are. And we don’t know because the Internet is one big masquerade ball. You can hide behind aliases, you can hide behind proxy servers, and you can surreptitiously enslave other computers without their owners’ knowledge—and then use their computers to do your dirty work. This is a cruel irony: If you want to shield yourself against information theft or hide your own identity as you go about your business, it’s extremely difficult. But if you want to hide your identity in order to attack a person or an institution, it’s unnervingly easy. Assuming you’re in the United States or a small number of industrial  democracies, the law enforcement authorities can eventually find out who you are, but that’s expensive and time-consuming. As a practical matter, the volume of crime is so great that no one will bother to find you unless you’re a huge player, like Albert Gonzalez.

The Internet was not built for security, nor was it built to be the commercial and financial backbone of an advanced, postindustrial economy. But that’s how we use it. We’ve taken an open system based on anonymity and meant for a small, trusted community of government officials and university scientists, and we’ve turned it into the backbone of our national commerce and much of our national and military communications. Few people, even among business and government leaders, realize how gravely vulnerable this situation makes us.31 The prosecutions of Shadowcrew and the other Gonzalez conspiracies were major victories, but those cases took years of effort and millions of dollars to develop. If you doubled, tripled, or even quadrupled the number of prosecutions—which in light of the required resources would be impossible—there would still be an overwhelming mismatch between the number of cybercrimes and the number of prosecutions. Law enforcement is an essential tool for dealing with cybercrime, but law enforcement alone cannot bring it down to a tolerable level.

We got a taste of the difficulty of the situation in late 2010, when the FBI, together with its UK and continental counterparts, announced that it had rolled up more than a hundred people in raids on a criminal ring that specialized in the ZeuS Trojan virus. Once you let it inside your computer by clicking on an attachment that carries it, it sneaks around to find your banking information, then logs in and makes transfers. That’s how this gang sucked more than $700,000 from a county school district in Pennsylvania in late 2009. And by the time the district and the bank figured it out, more than $440,000 had already disappeared abroad. These arrests were a big deal, enabled by unparalleled international cooperation. Unfortunately, the cooperation didn’t extend to the countries like Ukraine where the operation’s masterminds were located. All the people nabbed in the West were low-level money  mules, merely the willing funnels who agreed to let their accounts be used to siphon the money out of the country in exchange for a chunk of the cash. Much later, Ukranian police arrested five people who were the supposed masterminds behind the operation; their case is pending. Meanwhile, ZeuS remains still readily available on the Internet, and new strains of malware appear faster than one every second, and we can’t train cybersleuths fast enough.32

 

 

AS A SOCIETY we tolerate a level of lawlessness and anonymity on the Internet that we would never tolerate in the brick-and-mortar world. Perhaps the root of the problem is that we don’t quite know how to think about something that has taken over our lives in what seems like the blink of an eye. Indeed, most of us don’t even know what that something is. To an engineer the Internet is a vast network of computers connected by wires, switches, and wireless devices that exchange information through an agreed-upon system, or protocol. Called TCP/IP (or Transmission Control Protocol/Internet Protocol), it dictates how bytes of information should be structured so they can be read and understood and how senders and receivers of information all over the world can identify each other. To some people, a computer is an amazing tool for communicating and finding things out. It helps them do what they used to do but much faster and more thoroughly. These people want the Internet to be easy to use, and safe. As a rule they don’t care much about how fast it is, but they want it to be free.

Other users have experienced the power of the Internet in transforming the way they do businesses—to take orders, ship goods, target advertising, and so on. These people want the Internet to be fast and secure. If they’re in financial services, they want it to be very secure. And they’re willing to pay for that security.

For still others—mainly but not entirely younger generations of Internet users—a computer is a portal into another zone of existence,  an entrance into a palace of virtual places where they can chat, play games, put on masks, and make and break rules—in short, a place to have experiences. These are the terms on which tens of millions of users understand virtual Internet space. It conditions how they experience the world. Making rules for technology that serves as the mechanism for commerce and pleasure, politics and play is no easy task. At the end of this book I’m going to propose some steps to help us get there, but for now let’s examine what’s happening to technologies that we all depend on but which are creating serious insecurities for you, your employer, and your country.




The Art of the Scam 

With no warning your bank manager calls and says your account is overdrawn. Stunned, you demand to know how this could have happened. “Well,” says the bank manager, “we got instructions using your PIN number to wire your entire balance to a bank in Ukraine—so we did.” You’re furious and want the bank to reimburse you for honoring fraudulent wire instructions. But the bank points out that the instructions came with your password and reminds you that your account agreement, which you never read, exonerates the bank from acting on instructions received in that manner. When the ZeuS gang siphoned $700,000 from the account of that school district in Pennsylvania, that’s how they did it. Other cyberthieves cracked the account of the town of Poughkeepsie, New York, at TD Bank and transferred $378,000 to accounts in Ukraine. In another case, $800,000 was looted from a Texas company and ended up in accounts in Romania and Italy.33

Here’s how that works. First, an electronic fraud artist copies the format codes used by the real Web site of the bank (or of another merchant). That allows him to create another Web site that looks exactly like the real one. Then he starts sending mass e-mails that look like they came from your bank. These e-mails might say that there’s a  problem with your account or announce that you’ve just won an award. To solve the problem or collect the reward, the e-mail directs you to click on a link. When you do, you’re automatically routed to the fake Web site. But unless you pay close attention to the Web address34 at the top of the page (it will be different from that of your bank), you probably won’t detect any differences between the fake and real Web sites until after you log in. Even then you won’t figure it out unless you try to follow one of the links to your account, or to customer service, or to whatever, because those links will be dead ends. If the criminals are particularly clever, they’ll also keep you from figuring this out by quickly sending you an error message after you log in. The message might say “System temporarily down. Try again in a few minutes.” That way you’re not likely to know you’ve been scammed. Or it will automatically redirect you to the legitimate Web site, and you’ll be none the wiser. Meanwhile, you’ve given up your customer ID and password. By clicking on the site you may also have unknowingly downloaded an “executable” malware file to your computer. An executable file (which often ends in “.exe”) runs, or executes, preset directions that tell it what to do without your involvement. When your computer boots up, for example, it runs an executable file. Depending on its sophistication, the malware may then reconnoiter your system in search of particular kinds of files (like the password to your brokerage account) that are likely to be valuable, package them up, and automatically send the information back to the thieves.

Many schemes are based on a technique called “phishing” because, like fishing, it involves a lure or baited hook and requires the fish to “bite.” When the e-mail is socially engineered to a specific person or narrow audience—for example, by appearing to come from a friend or coworker or boss—it’s called “spear phishing.” You open the e-mail because it looks like it’s from someone you know, and in an instant you’ve downloaded poisoned code. Even the most careful person can be trapped by a well-executed spear-phishing campaign, and the  credulous elderly, using a computer chiefly to chat with their grandchildren, are especially vulnerable to this kind of fraud. You don’t have to be gullible to fall for some of the more sophisticated schemes, however; you just have to be less than perfectly careful, as all of us are. Indeed, most electronic crimes don’t involve gullible old ladies. In 2008 more than half the victims were men, mostly between the ages of thirty and fifty. The median loss was $931. On average men lost more than women but today the average is evening out.35

We users unwittingly introduce vulnerabilities into computer systems all the time. For example, have you ever used file-sharing software such as Kazaa, BearShare, Morpheus, or FastTrack? Even if you haven’t, your kids or your coworkers probably have. These are peer-to-peer, or “P2P,” sharing systems that let you stream in your favorite movies, music, and other large data files. Lots of people use them at home, blithely putting information onto P2P networks unaware that this is little short of publicly broadcasting their most private information. Researchers investigating these networks recently turned up tax returns, medical records, financial information—all freely available to anyone with file-sharing software. They also turned up information about an Iraqi student who offered to help U.S. forces in Iraq and then had to go into hiding for fear of being killed.36

Many people also install personal P2P software on systems where they work—including, unfortunately, a contract worker at the Pentagon.37 This kind of software links computers directly rather than through an Internet service provider (ISP) like AOL or Verizon, and like most people who install this stuff, this Pentagon worker had no idea that unless P2P is configured correctly, it basically lets down the drawbridge into your entire system—or your employer’s entire system. Millions of government and private documents containing sensitive and sometimes classified information began floating around on file-sharing networks as a result of what this worker did. The documents included Defense Department security system audits, IP addresses and passwords, information on how  the military was using radio frequencies to defeat roadside bombs in Iraq, terrorist threat assessments for three U.S. cities, and a lot more.

Most of us have no idea when we’re playing with electronic fire, and P2P software is a flamethrower. In July 2008 an employee at a Washington-area investment firm set up P2P file sharing on the LimeWire network so he could trade music or movies from the office. The result was the unwitting compromise of the birth dates and Social Security numbers of about two thousand investment clients, including Supreme Court Justice Stephen Breyer. The breach wasn’t discovered for six months—and then only by accident.38 These stories tell us something, if we’re willing to listen: Security doesn’t work when it’s left in the hands of the customer or user. We shouldn’t expect ordinary people, few of whom are trained computer experts, to understand the vulnerabilities of the systems they work on. The institutions responsible for those systems should have made sure that nobody could set up open P2P networks on them. When convenience butts heads with security, convenience wins. This is true even among security professionals. 39 If these people won’t follow their own rules, others won’t follow them either. In short, if security is not built into our systems, our systems won’t be secure.

 

 

THE KEY WEAPON in the cybercriminal’s arsenal is the “botnet,” or bot (slang for networked robots), which is a tool for enslaving multiple computers of unwitting victims. You start by hacking victims’ computers. This isn’t hard if you already have personal identifying information for a million people, which, as we’ve seen, is widely available and dirt cheap. It’s even easier if you have password-cracking software, which is also cheap, but you don’t really need it. If only one computer user in a thousand uses “password” as her password, and if you have a million names, you can crack a thousand computers. If another one in a thousand users uses “12345” as his password, you can crack another thousand. And so on. Once you’re in, you can remotely instruct your  newly enlisted legion of computer slaves to download your malware, which you have either developed yourself (if you’re a pro) or purchased on the thriving black market.

At some point the botnet malware beacons out through the Internet and says, in effect, “Master, here I am. I await your command.” The instructions may arrive quickly or not for some time, or they may be built in. They may tell the enslaved computers to start sending spam to the computer owner’s address list. This is a valuable service for pornographers, vendors of illicit drugs, and other sleazy types. Criminals can buy botnet services the way you can buy time in a beachfront condo for your next holiday. Or the first generation of slaves may be instructed to recruit more slaves by installing malware on the machine of anyone who clicks a link in the next wave of spam. Bots therefore grow exponentially. At the beginning of the year it took me to write this book, the largest botnet had about ten thousand enslaved machines. Before I’d finished, the number was over one million.40

Botnets can also put people out of business, at least temporarily, by shutting down their systems. The bots do this by instructing the enslaved computers to send vast numbers of messages to a particular address. The content of the messages doesn’t matter; the point is to flood somebody’s system so completely that it shuts down. This is called a “distributed denial-of-service,” or DDOS, attack, and it’s a fairly elementary form of delinquency. Supporters of WikiLeaks, for instance, used DDOS attacks against its perceived enemies, such as PayPal and MasterCard. These companies were targeted as enemies of free speech because they stopped doing business with WikiLeaks after that group broadcast stolen classified information and published a list of the nation’s critical infrastructure. 41 With much greater effect, Russian hackers used DDOS attacks against Estonia in 2007, shutting down government ministries and banks for days after the Estonians announced plans to move a World War II memorial to their Russian “liberators.” The following year, in a foretaste of the use of a network onslaught in conjunction with a conventional armed attack, the  Russians employed DDOS attacks when they invaded Georgia. They temporarily brought down Georgia’s communication networks just as Russian troops were moving in, making it difficult for the leadership to understand what was happening or to coordinate a response. We’ll discuss cyberwarfare in chapters 6 and 7.

Botnets propagate themselves over a cascading series of computers and servers in different countries. That way, when investigators trace the proximate source of the attack, the culprit appears to be an enslaved computer owned by an innocent and unwitting person like you or me. Good forensic cyberinvestigators can follow the trail further, but it usually leads overseas, often to a country with weak law enforcement, like Russia or Ukraine. China, meanwhile, is stepping up its enforcement—but only if the victims are Chinese—because the Chinese government doesn’t care if their nationals are committing crimes overseas. Or else the money ends up in a country with no laws at all against cybercrimes, like many nations in Africa and Latin America. Forensic investigations require effort, time, and lots of resources. The FBI, the Secret Service, and their European equivalents are good at it, but unlike the bots themselves, these investigations are not efficient. In some cases law enforcement officials can shut down the IP address used for the botnet’s command and control, but then the botmaster just sets up another one. Once again, the good guys simply can’t keep up.

 

 

NETWORK INSECURITY ISN’T just the threat of identity theft for individuals. As we will see in the next chapter, it has also become a serious corporate problem. Big companies as well as consumers have been severely hurt by cybercrime where it hurts most—in their stock prices. Corporate officers and directors who don’t understand this danger and defend against it are assuming unnecessary risk. Here’s a cautionary tale.

In December 2008, Albert Gonzalez and yet another bunch of his cyberthugs were launching an attack on the networks of one of those  companies that make the world go round but few people have heard of, Heartland Payment Systems. Heartland processes bank card payments for merchants. You may not know it, but you cannot use your credit or debit card without putting your credit information into the hands of Heartland or another company like it. These businesses are an essential cog in the credit and debit card clearing process, and Heartland is one of the biggest, processing one hundred million transactions per month for more than 250,000 merchants.42 The company maintains millions of credit and debit card numbers on its network, but the first phase of the attack was aimed simply at Heartland’s payroll-manager application software, which holds personal information about the company’s own employees. Heartland’s network security people put this fire out in about a month and figured they had solved the problem. But they didn’t know that the attack had also implanted hidden malware in the company’s payment-processing system—the heart of its business. During 2008, Gonzalez and his cronies stole about 130 million credit and debit card numbers from Heartland. The company didn’t figure this out for about a year. On January 20, 2009, Heartland publicly disclosed the theft,43 and immediately its stock began to tank. From over $15 per share on January 19, it fell to $3.78 by March 9. A year later it had still not fully recovered. A business built on network security had been exposed as deeply insecure. Heartland has reserved about $100 million to deal with this intrusion, and the figure could go much higher.44




 Putting an End to Anarchy 

As we saw in the first chapter, the Internet was designed for a relatively small, trusted community of mainly American university researchers and government officials to share their work and ideas, and commercial uses were actually outlawed until 1992. For its original purpose the Internet is cheap and extremely efficient. When you want to send an  e-mail or check out somebody’s Web site, you call up an e-address, and essentially you get an electronic handshake that says “Okay, we’re connected, no questions asked.” This is good. You can review unpopular or controversial material without anyone looking over your shoulder. You can go electronic window-shopping for free and visit many merchants in less time than it takes to drive to one brick-and-mortar store. If you like, you can visit politically or socially controversial Web sites or electronically bad neighborhoods, like Web sites devoted to data scraping or porn, and do it incognito. Or you can simply chat with others while in disguise—a pastime with a long and elaborate history but until now not so easily done. “Man is least himself when he talks in his own person,” Oscar Wilde observed. “Give him a mask, and he will tell you the truth.”45 Now that ordinary people have the ability to do this, proposing that they give it up would be foolish and futile—though the mask of anonymity is often penetrable. Giving it up would also be expensive and, in some contexts, pointless, or worse. Being able to visit hundreds of thousands of commercial Web sites cheaply is good for business and good for customers.

But is that little electronic handshake good enough when you want to pay your mortgage or make a bank deposit? Today this simple handshake is the economic underpinning of the Internet and thus the economy of the entire developed world. Without the Internet our financial systems would collapse and our commerce would slow to a crawl. Yet the risk to that commerce is growing. The risk to our military communications, which ride on the same public backbone that you and I use, is also growing. Reducing this risk will require great care, because Internet security involves not only how—and how freely—we converse and express ourselves but also how and whether things work.

In every aspect of our lives other than in cyberspace, we expect liberty under law: On the sidewalk we expect to go where we please—free from assault. On the highway we drive unmolested—provided we obey the traffic laws. We also expect that the road signs won’t intentionally mislead us. In public parks we value the freedom to linger,  rest, and converse—provided we permit others to do the same. In the marketplace we expect to buy, sell, and trade—but we also expect fraud to be stopped and punished. In short, we demand a balance between liberty and order, and while we may disagree at the margin on how to strike that balance, no one in the West contests the basic principle that liberty goes hand in hand with accountability when what we do harms others.46

If I am found loitering after hours with a crowbar in the alley behind the jewelry store, a police officer has the right to stop me, frisk me, and ask me questions.47 I can’t be arrested, because I haven’t committed a crime, but I can be stopped. If I use the crowbar to smash a window or pry open a trapdoor on the roof, I can be handcuffed and arrested. There’s a graduated threshold for the state’s ability to interfere with my liberty. We could do this in cyberspace, too.

The stakes are high, and the danger goes far beyond the theft of personal information.
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BLEEDING WEALTH

FOREIGN INTELLIGENCE AGENCIES have been penetrating American corporate networks and stealing technology electronically since the 1990s, but we have been slow to catch on. That began to change in January 2010, when Google went public with news of massive attacks on its networks and blamed the Chinese government.1 In retaliation, Google announced that it would stop filtering and blocking searches that the Chinese government deemed politically sensitive. This kind of censorship was a condition the government of China required in exchange for allowing the company to conduct business there. Partly as a result of this threat, and partly because Google wasn’t eager to advertise that its source code has been filched,2 the company treated the episode as a story about censorship. The White House also adopted this line, and most of the media went along.3 Freedom of expression is a bedrock issue in our relations with China, which would like nothing better than to lock down the Internet and regain government control over what its people can know and write. Once inside the company’s networks, Chinese operators could determine who was running politically sensitive  searches, and through Google they “routinely accessed” the accounts of “dozens of U.S.-, China-, and Europe-based Gmail users who are advocates of human rights in China.”4 That’s serious. But the Google incident was not entirely, and perhaps not even chiefly, a story about Internet freedom.

When it launched Google.cn in 2006 (“.cn” is the designation for the China domain name), the company had acknowledged that China would require it to censor “sensitive information” from its search results. Google nevertheless intended to be in the Middle Kingdom “for the long haul” and announced its intention to make “significant and growing investments” there. Google invested billions in the Chinese market after it had accepted these limitations on freedom of expression as a condition of doing business there. Why would the company jeopardize its investment in the largest national market on Earth over that issue? Yet Google publicly went ballistic over the 2010 incident. Something else was also going on.

Operation Aurora didn’t just hit Google. It was a coordinated attack on the intellectual property5 of several thousand companies6 in the United States and Europe—including Morgan Stanley, Yahoo, Symantec, Adobe, Northrop Grumman, Dow Chemical, and many others.7 Intellectual property is the stuff that makes Google and other firms tick. The caper was enabled by an expertly targeted phishing expedition that must have involved months of research and reconnoitering inside the Google servers on the roles and habits of company executives, careful target selection based on probable access to proprietary data, and an analysis of each target’s network of acquaintances. The attackers then generated fake e-mails that seemed to come from another executive whom the target knew, so the target clicked on it, clicked again on a hot link or an attachment—and presto! the attackers were in. They then exploited a previously unknown vulnerability in Microsoft’s Internet Explorer to install customized malware that opened a stealth connection to a pirate server. At that point the attackers owned the system and could explore it at leisure. Their operational  security was excellent. They encrypted their malicious code at a very high level to make it undetectable by ordinary filters—the kind of encryption you’d expect from a foreign intelligence service but not from commercial criminals. A McAfee executive said, with grudging admiration, “Like an army of mules withdrawing funds from an ATM, this malware enabled the attackers to quietly suck the crown jewels out of many companies while people were off enjoying their December holidays.”8

This is why Google flew off the handle: The keys to Google’s magic, in the form of source code—or at least some of it—had been swiped, and the company was being used unwittingly not merely as a filtering tool but also for surveillance.9 Not only that, but if you can get to the source code, you can change it to give the attackers long-term, persistent access to Google and its customers. Google should now assume that the Chinese authorities are permanently inside its systems.

So who did it? We can cavil about whether the right verb is “directed” or “oversaw” or “authorized,” but the operation was approved at high levels of the government of the People’s Republic of China. According to sources available to U.S. diplomats, Li Changchun, a member of the Politburo Standing Committee and therefore a top dog,10 did what lots of people do: He looked himself up on Google.cn. And what he found upset him: Chinese people were writing unpleasant things about him, which other Chinese people could find on Google. This should not have been too surprising for a man who was the country’s senior propaganda official, nor was his response surprising. Li decided it was time to reassert control over China’s information space. So he directed (or oversaw, or authorized) a payback operation.11

This is one of the many stories from classified State Department cables that are now floating freely around the world thanks to WikiLeaks, but while the details were new to the public, the Chinese government’s involvement in the operation should not have surprised anyone who had been paying attention.

Promptly after the attack, Google sleuths easily traced the attack to a server in Taiwan and took over that server. From there they quickly saw that the attack came from the mainland, and they could identify some of the other companies that had been whacked.12 At that point State Department spokesman P. J. Crowley asserted, “We will be issuing a formal démarche to the Chinese government in Beijing on this issue in the coming days, probably early next week.”13 (A démarche is diplomatic jargon for a formal complaint.) A few days later the case got even stronger when an American software analyst reverse engineered the malware and discovered that it contained code from a Chinese language technical paper that had been published exclusively on Chinese language Web sites.14 But the démarche never came. Meanwhile, the Chinese became indignant. All this business about a free Internet, said a prominent academic at Beijing’s Tsinghua University, was nothing but a calculated “U.S. tactic to preserve its hegemonic domination.” 15 By mid-February, however, the New York Times was reporting that the attacks on Google and other U.S. companies had been traced to specific computers at two Chinese educational institutions. One of them was Shanghai Jiao Tong University, a world-class computer programming school; the other was Lanxiang Vocational School, which trains computer scientists for the People’s Liberation Army. Lanxiang’s computer network is operated by a company with close ties to Baidu, a homegrown search engine that competes directly with Google in China.16

About a week after the Google story broke, the plot was revealed to be even thicker, when Mark Clayton of the Christian Science Monitor exposed systematic, long-term electronic espionage against Marathon Oil, ExxonMobil, and ConocoPhillips in which thieves got away with a huge trawl of real-time “‘bid data’ detailing the quantity, value, and location of oil discoveries worldwide.” Bid data are among an energy company’s most closely guarded secrets. This information costs tens of millions of dollars to obtain, using expensive exploration techniques. Energy companies use it to make huge bets on which fields  will produce oil and gas, and of what quality and quantity. In these three cases, however, Chinese intelligence operators had hidden in the networks for months and gotten the data free from three of the world’s biggest oil companies. These were orchestrated, highly professional attacks, using custom-tailored malware that no antivirus software could filter because no antivirus software maker had seen it before. As in the Google affair, the attackers had used an elaborate phishing expedition that involved advance reconnoitering, good target selection, and social network analysis of company executives. The companies had no idea what was going on until the FBI alerted them months later. Where did the stolen information go? According to the Monitor, at least some of it flowed “to a computer in China.” More recently the computer security firm McAfee traced all these attacks to a single site in China.17

Still, the United States issued no démarche. There may have been several reasons for second thoughts in the White House and State Department, but one key reason must have been the difficulty and uncertainty of attributing cyberattacks. As we’ve seen, the Internet is built for anonymity. Until recently I couldn’t place a nasty phone call to my neighbor and make it look like the call came from someplace else (alas, this too is changing). Caller ID screens and phone company records almost always told the truth—and nobody thought that was an invasion of privacy any more than having a license plate on your car. Even those who blocked their own phone numbers from view assumed—and appreciated the fact—that incoming calls really did originate from the number that flashes on the screen. That’s why we’ve been largely successful in blocking telephone spam.18 Moreover, a caller can place only one call at a time, and if I want to block calls from someone who won’t disclose his or her own number, it’s easy to do. This is not true on the Internet. I can send a single message to thousands, even millions of people. My service provider doesn’t guarantee that any or all of them will arrive, but it does let me throw a message into a vast network of networks. Nor is the originating computer’s IP address (those strings of numbers that correspond, say, to an  e-mail address or to a name like www.store.com) a single, unchanging identifier like a phone number. Most IP addresses are dynamic. They change. And if you know how, you can change them very, very fast, over and over again, so tracing can be difficult. On top of that, the Internet’s naming and addressing protocols are fairly easy to spoof.

By mid-May the State Department had excellent information from human sources about who authorized the assault on Google, but it could not take that information to the Chinese government without burning its sources.

Definitive forensic proof of where a cyberoperation originated—this is called attribution—can be difficult to obtain. To attribute a cyberattack you first have to find out what hardware it came from. To do that, forensic investigators must trace the path of the intrusion back to the server that handled it last. But as we saw in the last chapter, almost invariably that server was merely the last of several through which the attackers passed in order to hide. But let’s assume that with international cooperation and some delay, we get beyond that problem and trace the attack all the way back to the computer that generated it. Unfortunately, identifying a computer and its location doesn’t mean we know who was behind the attack. Further painstaking analysis may answer that question, possibly with the aid of human intelligence, but the people behind the attack are usually in a country with weak law enforcement. That country may not even have laws that prohibit that kind of behavior.19 If their authorities cooperate, we may be able to shut down the botmaster’s Web site, and that’s worth doing, because it raises the thieves’cost of doing business. But it won’t shut them down for long. It costs them money to move elsewhere, set up a new Web site, and notify their confederates—but they do.

Or perhaps the attack came from a booth in an Internet café in Riga or Hyderabad or Houston. Who was at the keyboard? Extensive and time-consuming forensic analysis of the operator’s habits may point to a particular operator and a screen name or alias. But who is that person really? Whom does she work for? We could be dealing with  a clever loner, a malicious member of a private hackers’club, or a shill for a foreign intelligence agency. When it comes to Chinese cybermilitias and Russian gangs, this is a significant difficulty. Governments play dumb.

The State Department could insist that nations are responsible for acts of war originating within their territories,20 but were the attacks on Google and the oil companies acts of war? That’s doubtful. Nor does the United States or any other nation wish to declare war simply in order to defend its networks. Besides, if you’re unsure who mounted the attacks, whom do you declare war against? The laws of war aside, we could also take the diplomatic position that the Chinese government is responsible for cybermischief originating in its territory. But that would prove a twoedged sword. Which country originates the most cyberattacks worldwide? If you include ordinary hacking, crime, and sport, it’s the United States.21 The Chinese can’t control all of their Internet cowboys and bandits any more than the U.S. government can control theirs.22

One way forensic sleuths attribute attacks is to figure out who wrote the malware. But that line of investigation brings its own frustrations. In the Google case, for example, the malware seems to have been written by a diverse and unorganized group of Chinese security professionals, consultants, and contractors who operated largely in the open and did not necessarily know how their code would be used.23 Programs, including malware programs, are usually written by teams of engineers, often from different countries. To complicate matters even further, a third country’s foreign intelligence service could spoof an attack to make it look like it came from China.

The difficulty of attributing a particular cyberattack coming out of China does not mean that China and its government are unwitting dupes. In the Google case there is no room for serious doubt that the PRC government was behind it. As a general matter, American and European companies and governments are under constant, withering cyberattacks from China, and these attacks reflect government policy, denials notwithstanding. The wave of attacks emanating from China is  too relentless, the connections to Chinese institutions too pervasive, and the relationships of certain targets to Chinese governmental interests are too close to admit of any other conclusion. There are also cases in which U.S. intelligence has been able, beyond a reasonable doubt, to attribute attacks to identifiable Chinese attackers, and we know the relationship of those attackers to the Chinese government. These people are not amateurs. They’re big-game hunters who know what they’re after. And once inside a system they need be in no hurry. They can exfiltrate what they want when they want. Typically they work during daytime hours—that is, daytime in China.24

 

 

CHINESE THEORY AND practice do not recognize a clear line between governmental and nongovernmental functions, or between government and society. For example, the China National Aero-Technology Import & Export Corporation, or CATIC, is part of a complex, state-owned conglomerate of profit-making companies with an annual export-import volume of $24 billion. It markets, sells, and buys civilian and military aircraft.25 In American terms, CATIC functions like a combination of the marketing and sales departments of Boeing and Lockheed Martin plus the Export-Import Bank—plus parts of the Commerce and Defense departments. Comparing CATIC to a private U.S. company would be therefore highly misleading. In 2001 CATIC pleaded guilty to making false statements in order to procure a U.S. export license for specialized equipment used for airframe fabrication. According to the license, CATIC was going to use the equipment for civilian purposes. According to the indictment, however, it intentionally diverted the equipment for military use, in direct violation of U.S. criminal law.26 Neither the case nor the company can be understood in terms of our Western distinction between public and private, or official and unofficial, functions. CATIC was operating as a privatized government ministry.

China’s legions of cyberoperators also straddle the line we draw between official and unofficial. According to press reports, a classified  FBI account states that the People’s Liberation Army (PLA) of China has developed a cadre of 30,000 cyberspies, who are supplemented by more than 150,000 “private sector” cyberexperts “whose mission is to steal American military and technological secrets and cause mischief in government and financial services.”27 In effect, China has fostered a vast electronic militia, a sort of cyber National Guard on virtual active duty every day of the year. Just as CATIC was pursuing Chinese government policy in connection with the illegal export of U.S. airframe equipment, the electronic pirates who attacked Google and the oil companies were pursuing official policy whether or not they were on their government’s payroll. In some cases we know these militias have close relations with government officials and operate under official sanction. In those instances they operate like seventeenth-century privateers, who were freelance sea captains with crown commissions to attack enemy shipping. Sir Francis Drake, the most famous of them, was a pirate to the Spanish, but to the English a hero. In China, cyber-privateers are heroes. In this respect China enjoys a benefit long lost to Western governments: The educated elite in China are nationalistic and have high confidence in their government.28 When a Los Angeles law firm sued the Chinese government and nine Chinese companies over a state-sponsored “censorware” called Green Dam Youth Escort, the law firm quickly became the victim of a phishing attack that infiltrated its server. According to the firm, the attack “appears” to have come from China.29 Did the Chinese army or security services do it? Not likely. They didn’t have to. The Russian government also uses cyberoperators that it keeps at arm’s length, but in Russia the surrogates are criminal gangs with deep ties to intelligence and security services.




 The New Espionage Game 

All nations, including the United States,30 spy on their adversaries, and even strategic allies sometimes target one another’s state secrets. They  do it because they want security and do not want to be surprised. And some nations do it because they want to catch up with an adversary that has an overwhelming technical or scientific advantage. But unlike China—and to a lesser extent Russia, France, and Israel—the United States does not use its intelligence services to support its national industrial base.31 The French services have even bugged the seats in Air France’s first-class cabins to spy on U.S. executives.32 Espionage is a constant. In the last ten years, however, it has changed in two fundamental ways. First, it is no longer a game played only with human spies and electronic bugs in government offices. Ferreting out human penetration remains a daunting challenge for the FBI, the CIA, and the military. But running spies is risky and expensive. If you can steal terabytes of sensitive information electronically, from the comfort of a computer terminal thousands of miles away, perhaps you don’t need a spy. Or perhaps your spy’s job is no longer stealing information but planting malicious software from the inside to enable a remote cyberthief to snatch information later. In that case, your ideal mole may no longer be the minister’s private secretary but rather the ministry’s chief technical officer.

The second recent change in espionage is the rapid expansion of the target set into the private sector, particularly into companies that are not working for the Defense Department or their ministerial equivalents. Foreign intelligence services are not only pilfering intelligence from our military and our government; they’re robbing us of the technology that creates jobs, wealth, and power. China is not the world’s most skillful cyberoperator—at least, not yet. The Russians, the French, the British, and the Israelis have more advanced cybercapabilities, at least in some respects. So does the United States. But the Chinese are catching up quickly, and their attacks are relentless, determined, and persistent. Chinese attackers are not smash-and-grab criminals, pilfering personal bank accounts and running up fraudulent credit card charges. Their line of work is hard-core cyberespionage, and their targets are the technology, designs, and trade secrets  of private companies, many of which have no direct connection to traditional notions of national security. Who’s winning this battle? They are. And that has profound implications for your children and grandchildren and the world they will inherit, and for the place of the United States in the world.

Economic espionage has been on the upswing since the mid-1990s, following the end of the cold war.33 In response to that development, Congress passed the Economic Espionage Act of 1996,34 which sought to deter this kind of spying through prosecution.35 As a deterrent it has yielded some successes but has certainly not stemmed the tide of technological losses. More than ever Western companies as well as governments are high-priority targets of foreign intelligence operations, especially companies that know how to create and market advanced technologies, pharmaceuticals, and industrial designs. These firms export to the world. They take brainpower and raw inputs and create value, jobs, and a standard of living that the rest of the world envies. Advanced industrial designs, business plans, and test data are called intellectual property, and they are the private sector’s equivalent of top secret. Like secret State Department cables and the PIN for your bank account, corporate secrets no longer exist on a few pieces of paper locked in a safe. They’re arrangements of 1s and 0s that live in vast electronic databases, and they move at the speed of light over electronic networks. We are losing these secrets over the same vulnerable networks that threaten your personal privacy.

Commercial espionage has long been practiced by freelancers bent on personal gain.36 In the early 1990s, the purchasing chief for GM’s European operations jumped ship to Volkswagen and allegedly took with him GM’s cost-cutting secrets. (Yes, they had some.) He was never convicted, but German prosecutors tied him to a huge stash of secret GM documents, and VW settled with GM for $100 million and a commitment to buy $1 billion in auto parts.37 In 1997, Steven Davis betrayed Gillette’s design for a battery-powered safety razor to a competitor. That kind of theft still goes on,38 and we deal with it more  or less satisfactorily through criminal and civil litigation. What is new, however, is the amount of information that a corporate insider can steal with a few keystrokes, or by sticking a thumb drive into a USB port. And many of the thieves are taking what they steal overseas. In late 2010, for example, the U.S. software firm Oracle won a $1.3 billion judgment against the German software firm SAP for what amounted to a systematic industrial espionage scheme that involved repeated and unauthorized access to Oracle’s proprietary, password-protected Web site. SAP was able to compile an illegal library of its competitor’s copyrighted software code.39 At about the same time, a former employee of Bristol-Myers Squibb, the pharmaceutical firm, pleaded guilty to stealing trade secrets from his employer, which he planned to take to India to start his own venture. Unfortunately for him, his “investor” was an FBI agent.40

Less than two weeks later, Xiang Dong (aka Mike) Yu, a product engineer for Ford, pleaded guilty to stealing about four thousand Ford documents with sensitive design specifications for engines, transmissions, power supplies, and so on. He copied the information onto an external drive and took it straight to his new employer, the Beijing Automotive Company, which competes directly with Ford. Most of the information Yu stole had nothing to do with his job, but he was able to download it anyway. This case is an almost exact parallel of the hemorrhaging of classified State Department cables to WikiLeaks, allegedly by an army private in Iraq. There, too, the soldier was able to download to external media information that was totally unrelated to his job. Neither the government nor most companies have understood the danger of giving all their employees access to all their information, regardless of an employee’s roles and responsibilities.

There’s more economic thievery from the United States than most Americans realize. In March 2011, a former vice president of Goldman Sachs, Sergey Aleynikov, was sentenced to an eight-year prison term for stealing the secret algorithms (the mathematical formulas) the firm used to run its automated securities trading operation. Brokerages and  investment banks use these trading programs to buy and sell securities very fast, taking advantage of price changes or differences in prices among markets. Aleynikov reportedly encrypted and uploaded the program, or at least part of it, to a server in Europe, then decamped for a new employer.41 In March 2009, two Tennessee engineers were indicted for stealing trade secrets from Goodyear Tire & Rubber on behalf on a Chinese tire manufacturer. According to a recent study, electronic media were involved in all ten recent cases involving foreign economic espionage that led to indictments.42 In every case the defendant stole either to form a competing business abroad (overwhelmingly in China) or to take intellectual property to a new employer in a competing business abroad (usually in China). Losses in two of the cases could reach several hundred million dollars.

If the companies involved in these cases had been an intelligence agency, the press would call the cases counterintelligence failures and, indeed, that is what they are.

 

 

“There’s tons and tons of stuff going to China”

 

Radiation-hardened, programmable semiconductors are used in satellites to withstand the high doses of solar radiation that would quickly burn out ordinary chips. They’re made in the United States, but you can’t buy them at RadioShack or Best Buy. These chips cost thousands of dollars apiece, and they appear on something called the United States Munitions List, together with a lot of advanced weaponry, precision radars, state-of-the-art cryptography, and other items whose uncontrolled export would be dangerous to our national security. Items on this list are controlled by International Traffic in Arms Regulations, known as ITAR, and it is a crime to export them without a license.43 Which doesn’t stop some people from trying.

In early 2010, an engineer in the Seattle area, a Chinese national named Lian Yang who did contract work for Microsoft, began making inquiries about programmable semiconductors.44 An acquaintance  put him in touch with a “confidential source,” as the FBI calls him, who might be able to help out. They met on March 9, 2010, and Yang explained to this source that he wasn’t a spy, and he certainly didn’t want to deal in restricted goods, but he was interested in acquiring part number XQR2V3000-4CG717V from a company called Xilinx. How many? Three hundred. So Mr. Yang’s source began checking around, only to learn that the buyer would be required to produce an “end-user certificate,” which states precisely what the goods will be used for, by whom, and in what country. So on March 19 he reported back to Mr. Yang, who advised him that the parts were intended for China Space Technology’s next generation “spaceship program.” This was apparently a reference to a state-owned enterprise, Xian Space Star Technology (Group) Corporation, which specializes in the research and development of satellite load systems.45 On March 31, however, Mr. Yang’s source explained to him that the parts were radiation-hardened, programmable semiconductors, and they were on the munitions list. No problem, said Mr. Yang, and on the same day he e-mailed his source an end-user certificate that listed a Hong Kong firm as the end user and said the parts were for “China’s new generation of passenger jet.”

The two men met on April 1 at a restaurant in Bellevue, a Seattle suburb, to discuss splitting the profits, but on April 13 the confidential source gave Mr. Yang the bad news: Since these parts were on the munitions list, the company could not sell them for an end user in China. Weeks passed. Mr. Yang’s Chinese contacts grew impatient and began to push. On August 15, Mr. Yang’s confidential source sent him an e-mail. He was getting nowhere, he wrote, because the parts are restricted by ITAR. However, he happened to have a promising new contact. “I am certain he will be able to arrange for us to obtain and buy the parts in large quantities,” the confidential source said, “and on a regular basis, and have the items delivered for us here. What we do with them is up to us.”

Ten days later Mr. Yang and his contact had a heart-to-heart in a  Seattle restaurant. “You know,” the source said, “what we’re doing is illegal, for all intents and purposes. So, we have to be really careful.”

“Yeah,” said Mr. Yang.

The source’s contacts in the industry were careful too. They wanted to meet Mr. Yang in person.

So the four men met in a restaurant on September 14—Mr. Yang, his confidential buddy, and two men who seemed to know the business very well. These semiconductors, one of the men explained, basically come in two flavors. One’s hardened and controlled by law, one’s commercial and not controlled. If Mr. Yang’s partners in China could use the commercial grade, well, “everybody is safe and there’s no issue.” Yang rejected the commercial grade. His partners were “very firm” on that. They want the radiation-hardened version, he said, and “they want it badly.” Mr. Yang said he didn’t know how the parts would be used, but said they’d be going to China. They mulled it over. It would be dangerous. Did Mr. Yang understand what would happen if they got caught? The industry man answered his own question: “We’re going to jail.”

“Yeah,” said Mr. Yang. “That, that’s like, that’s exactly why my first concern is safety.”

Yang met the two men from the industry again on October 1, this time in San Francisco, to discuss how to move the goods to China. “The product will stay here in the States until it is safe, absolutely safe, to ship to China,” Yang said. Then his stateside associates would figure out “how to repackage it, erase the serial number,” and ship it over as something else. Really? Sure, said Yang. “There’s tons and tons of stuff going to China.”

On October 7, a wire for sixty thousand dollars came in from a Hong Kong account in the name of “Ardent Solar, LLC.” Obviously a fake company, a cutout.

On October 15, Yang flew to China. On November 2 he flew back.

On the day delivery was to occur, November 5, one of the men e-mailed Yang. For some reason, he wrote, the State Department had not yet approved the transaction. There would be a delay. A phone call followed. Mr. Yang was told not to worry; it’s just paperwork.

But of course Mr. Yang did worry. Finally, anxious weeks later, on November 30, the men agreed to meet Yang in Seattle on December 3 and deliver the goods. Yang would bring the final twenty thousand dollars in cash. That same day Yang e-mailed his bogus purchase order. It misidentified the supplier and falsely claimed the goods were “commercial” grade. Under “prepared and approved by,” the document said YANG.

On December 3, 2010, the day delivery was to be made, the FBI arrested Yang for violation of the Arms Control Act. Yang’s original confidential source was an FBI informer. His two industry contacts were FBI agents. They had taped every meeting.

This is what a good counterintelligence investigation looks like, but there’s so much thievery going on, it’s impossible to keep up.46

A few months earlier, in July 2010, the FBI arrested Huang Kexue, formerly a Dow Chemical employee, for sharing Dow’s research with scientists in China and then obtaining a grant from a Chinese state-run foundation to start a rival business there. Former engineers from Ford, General Motors, and the DuPont Company were also arrested during 2010 for stealing intellectual property, but the Huang case is different. He was charged with economic espionage rather than with an export violation, and he was charged with acting directly on behalf of the Chinese government.47 That link is difficult to prove beyond a reasonable doubt and so is rarely charged, even in a case like Yang’s. Whether the goods are illegally exported (perhaps to be reverse engineered), however, or whether the specifications and drawings for the goods are stolen, may make no economic difference. In both cases we bleed technology.

Chinese economic spying is not confined to the United States, and much of it is electronic. Both the British and German governments have publicly complained about it,48 and the British Security Service  known as MI5 has warned British businesses that Chinese agents are eavesdropping and stealing secrets from British firms and compromising executives through blackmail. They do this in part through “lavish hospitality” at trade fairs and exhibitions49—the sort of hospitality you might not tell your wife about. The Chinese are also generous with “gifts”—cameras and thumb drives, for example. Connect the camera or thumb drive to your computer, and you’re infected with a program that lets electronic spies into your company’s system. Electronically transmitted diseases work like sexually transmitted diseases: When you insert a thumb drive into your USB port, you’re exposing your computer to every electronic disease your thumb drive has ever been exposed to.

The Chinese have other even subtler methods of stealing our know-how. Several years ago, while serving as the national counterintelligence executive, I sat with colleagues discussing how we would plan an espionage attack against an American business. And then a lightbulb went on: the law firms! Of course: A company’s outside intellectual property lawyers have its technical secrets, and their corporate law colleagues are privy to strategic business plans. And lawyers don’t like taking instructions from anybody, particularly their less well paid underlings who are responsible for network security. They’re impatient. In some firms the rainmakers have nixed even simple steps, like requiring a password on mobile devices that connect with the firm’s servers. They couldn’t be bothered. Privileged with secrets, highly paid, often arrogant and usually impatient, lawyers are the perfect targets. I cannot disclose what I know, because it’s classified, but I can disclose that I know that my surmise was soon justified. U.S. law firms have been penetrated both here and abroad. Firms with offices in China or Russia are particularly vulnerable, because the foreign security services are likely to own the people who handle the firms’ physical and electronic security. These services are not interested in stealing brilliant legal briefs; they want information about the firm’s clients. Every law firm with offices on several continents holds privileged and sensitive  electronic documents worth millions of dollars to a foreign service, ranging from investment plans to negotiating and business strategies, and much more.50

 

 

OUR ADVERSARIES UNDERSTAND that the strategic security of the West is bound up with our economic security. Our science, technology, and ability to rapidly turn ideas to commercial use are what generate our wealth, fund our defense, and make us powerful. A strong military is only one of the elements of national power. In the 1940s, every industrial nation knew how to build ships and tanks and airplanes, and ours weren’t always the best. At the beginning of World War II, to take only one example, the Mitsubishi A6M Zero had a longer range and was more maneuverable than any Allied fighter.51 But World War II was an industrial war of massed armies supported by mass production. The Allies won because the United States could produce more armaments well enough, in larger quantities, and faster than anybody else. Today a postindustrial world order is being created—not by ships and tanks and airplanes but by a changing economic dynamic. This order depends heavily on the balance of trade, which in turn depends on a nation’s ability to nurture science, to turn that science into applied technology, and to quickly turn that technology into products that people want to buy—products that may or may not have military applications. On the whole the United States has done this better than any other nation in history. The day when virtually all advanced technology resides in the United States may be over, but it is still the case that more of the world’s advanced technology resides here than anywhere else. And it’s worth stealing. At least one former French official has been uncharacteristically candid on this point. According to Claude Silberzahn, who headed France’s External Security Directorate from 1989 to 1993, “It is true that for decades, the French state regulated the markets to some extent with its left hand while its right hand used the secret services to procure information for its own firms.”52 And most of that technology is in the private sector.

The Chinese also went to school on the cold war. They saw what happened when a rigid, command economy on Lenin’s model took on the most dynamic market economy in history: The USSR collapsed. They also went to school on our two Gulf wars and saw what happened when mechanized armor on the 1940s model went to war with the most technologically advanced armed forces in history: Saddam’s army collapsed. Chinese, Russian, and other military observers also studied NATO’s war in Kosovo, when Serbian hackers disrupted U.S. command-and-control networks, and both sides used the Internet in a fierce public relations battle.53 It dawned on the Chinese (and anyone else who was paying attention) that our military was commanded and controlled electronically—through porous public networks that were easily hacked. This was its weak point. And so the Chinese, the Russians, and others have gone to work on our networks, which are privately owned.

Another reason foreign intelligence services target our private sector is that many of our classified military secrets also reside there. About $400 billion of the Pentagon annual budget of about $700 billion is spent on contracts.54 Companies like Boeing, Lockheed Martin, General Dynamics, and Northrop Grumman now do much of the national defense work that used to be done within the government. These companies don’t just make tanks and airplanes anymore. Along with big consulting firms like Booz Allen Hamilton, SAIC, and others, they’re called “systems integrators.” They take complex defense and intelligence subsystems and make them function together—and not just for the Defense Department. In a real sense, they make the government work. This wasn’t true in 1945. Today we rely heavily on private companies because they are agile and creative, and they attract much of our most experienced and well-educated talent, because they pay well. Without these companies our national defense effort would shrivel. Republicans and Democrats may disagree at the margin about how much work the government should contract out, but there is no disagreement that the government must rely heavily on these firms. If anything, our government is likely to become more reliant, not less, on  the private sector in the future. This means that ever more national defense secrets can be stolen from the private sector. Government communications live on a privately owned telecommunications backbone. Not just telephones. Voice, video, and data signals have converged. All these modes of communication travel across the same fiber-optic cables, the same microwave signals, and the same satellite links. If you can penetrate our telecommunications carriers or the companies that make their equipment, you may be able to penetrate government and other private systems, too.

About 108 foreign intelligence services target the United States, and many of them collect information against economic targets. Collection by Russia and Cuba is back up to cold war levels. Against economic targets, however, the heaviest foreign human spying comes from Iran and China. The 2008 Economic Espionage Report examined twenty-three such cases: nine involved Iran (which chiefly targets nuclear technology), eight involved China, and two involved India. No other nation was involved in more than one case.55 Prosecutions represent only the visible fraction of all commercial espionage, however.

Criminal gangs have also figured out that there’s more money to be made from stolen intellectual property than from credit card numbers. In February 2010, the computer security firm NetWitness exposed a gigantic botnet that had infected at least seventy-five thousand computers at twenty-five hundred companies and governments around the world, including the pharmaceutical giant Merck & Co., Paramount Pictures, and Juniper Networks, a U.S. manufacturer of electronic routers. 56 The attack used ZeuS malware, which until then had not been seen except in connection with identity theft. Now it was being used to steal log-in credentials for corporate electronic financial systems.

Counterintelligence used to be the stuff of government spies and nation-states; it was the concern of the FBI, the CIA, and the military. It is now a concern for every organization that lives on electronic networks and has secrets to keep. Information is liquid, and liquid leaks.  You can sneak a whole library onto a thumb drive in your pocket, and nobody’s the wiser. We expect to access data from everywhere, and we carry around massive quantities of it. This genie cannot be put back in the bottle. Technological expectations accelerate; they do not go backward. (You bought a laptop because it was portable. Then you bought a BlackBerry and a thumb drive because the laptop was too heavy.) Information also moves at the speed of light on our networks, and when it’s gone, it’s gone forever. You could surround a system with a watertight membrane and make it leakproof, but then you couldn’t use it. If you want e-mail, you have to punch a hole in the system’s membrane. Downloads? That’s another hole. WiFi? That’s a third hole, and a particularly risky one. And so on. No system can be widely usable and watertight at the same time. And so our corporate national wealth, like our personal data, is leaking. The Google story, the oil company thefts, and similar cases now coming to light are merely the visible edge of the massive theft of Western intellectual property. As for the electronic penetrations, they’re mostly invisible. To put it plainly: Corporate America lives in a glass house—just like the rest of us.




 China’s Long View 

China had the world’s largest economy for eighteen of the past twenty centuries.57 The two exceptions were those of America’s youth and rise to power. The Declaration of Independence and Adam Smith’s The Wealth of Nations, the twin pillars of political and economic liberalism, were published in 1776. At the same time that our textile industry was being mechanized, inventions were being patented at an unprecedented pace, and coal was being mined with the aid of machinery. The transfer of wealth from the East and South to the North and West was underway, and that transfer would literally pick up steam as the Industrial Revolution accelerated. Along with Western Europe, we bought raw materials cheaply, added value to them through capital and  manufacturing know-how, and resold them at a profit in Asia, Africa, and Latin America. There was also a dark side to the amassing of such wealth. By the late eighteenth century, the colonization of these continents was underway, and so was the slave trade.

While 1776 marks the beginning of the American national story, for China it merely marks the beginning of an ignominious, twocentury aberration in a national history that goes back more than four thousand years. The West was not created rich and the East poor. In 1776 a farmer in China had an annual income that was about the same as that of a farmer in Britain.58 But this was about to change. By 1820, China’s share of world output had peaked at about a third.59 By 1870, the United States, Germany, the UK, and France accounted for nearly 79 percent of the world’s manufacturing production. India accounted for 11 percent. No other Asian country, including China, even shows up in the tables.60 Living standards evolved accordingly.

The British had been trading heavily with China, their principal source of tea, since 1800, but it was a one-way trade. China controlled foreign trade rigidly and required its manufactured goods to be paid for in hard currency, usually sterling. Its government was not interested in European goods, but it did want European money for Chinese goods, so money was flowing from West to East. The British therefore needed to find something the Chinese were willing to buy, and around 1816 they found it: opium. The British grew opium poppies in India. In Bengal, the British actually suppressed native textile manufacturing, which competed with their home industries, and expanded the cultivation of opium poppies. The British quickly became the world’s largest dope dealers.

Like drug trafficking today, the nineteenth-century opium trade from British Bengal to China grew like a virulent disease. By the 1830s China’s Qing rulers had seen enough of the social and economic effects of widespread addiction and decided to close their ports to the drug. To the British this was a violation of the principles of free trade, and Whitehall sent the Royal Navy and Marines to argue London’s point  of view. China’s military was no match and suffered the first of a string of humiliating defeats. In the Opium Wars of 1839–42 and 1856–60, the British forced China to reopen its ports to opium. China fought the original “war against drugs,” and they lost. The result was the carving up of China’s trading ports into European concessions governed by European law. The Chinese have not forgotten this humiliation and the attendant economic dislocation.

Just as we have a national story, so do they. A thousand years ago, when Europe was in a Dark Age at the western end of the Asian landmass, China had a highly developed literature, graphic and plastic arts, and philosophy. So did India. China had also developed an administrative apparatus second to none. By the eighth century the Chinese had invented gunpowder. By the tenth century they had invented the compass and were becoming a maritime power. Until the fifteenth century China had the world’s highest per capita income and was the world’s technology leader. If you think this is “just history,” you’re mistaken. Chinese leaders know these things in their bones. When the U.S. treasury secretary complains to the Chinese premier that his country creates an unfair trade advantage by pegging its currency at artificially low levels, this history cannot be far from the premier’s mind. Like India, China does not regard Western domination as normal, and it does not suffer from an inferiority complex. China’s chief national strategic objectives are to lift its population out of poverty and reestablish its place in the international order. Those objectives do not make China our enemy. But they do mean we must learn to think about the Chinese in subtler terms than the convenient black-and-white simplicities of ally and foe.




 Struggle Without War 

China has demonstrated the ability and intention to dominate its neighbors, and it has mounted a full-court press to steal from us  whatever intellectual property it can. At the same time, we are so deeply enmeshed with China economically that neither partner could extricate itself without creating immense suffering for itself, the other, and the rest of the world. Our relationship with China is difficult, rewarding, profitable, and full of real and potential conflict, and it is destined to remain so for many years. It is also very different from our relationship with the Soviet Union during the cold war.

After World War II we didn’t trade with the Soviet Union, Soviet bloc nationals rarely were allowed beyond the Iron Curtain, and Westerners couldn’t readily travel in the other direction. Today, in contrast, China is a major trading partner, we invest heavily and travel freely there, and Chinese nationals travel freely in the West. Diplomatically, the U.S.–China relationship is sometimes mutually supportive and sometimes adversarial. Economically, the relationship is both competitive and mutually supportive, even symbiotic. Try telling an American or European businessman who’s making a 50 percent return on his direct investment in China that it’s hostile territory, and he’ll think you’re crazy. But the same businessman may not understand that the Chinese have made his cyberenvironment entirely hostile and are picking his pockets of know-how and technology. When he goes to Shanghai or Guangzhou, his hotel room may be searched, his laptop and mobile devices will be compromised, and his networks back home are almost certainly under attack.

This kind of ambiguity is difficult for Americans to digest. We are direct and aboveboard, and we like to think others are like us—or would be if given half a chance. Throughout most of its history America was largely isolated from the world and could indulge in the idealistic notion that friends were always friends and enemies were always enemies, and that the distinction between them was clear. In the aftermath of World War II, the international order seemed for a time to actually conform to this Manichean worldview, if only superficially. As one of our finest scholars of statecraft, the late Adda Bozeman, put it, we suffer from a Western misconception in our law, religion, and policy that  “peace” and “war” are opposites that cannot occur at the same time.61 “Our ideology,” she wrote, has led us to the befuddling but “controlling conviction that ‘war’ and ‘peace’ are always absolutely polarized, mutually exclusive, strictly factual conditions, and that total peace must naturally take over when the fighting stops.”62 In the 1990s this naiveté led the United States to gut its intelligence services. Whether a nation capable of such guileless simplicity can remain a world leader in the twenty-first century remains to be seen. But the cold war was over, and according to prevalent opinion, the need for intelligence had more or less vanished. Bozeman contrasted this artless trust with the culture of Indian statecraft, in which trust in espionage “reaches back to the Rig Veda, where the spies of the god Varuna are pictured seated around him while the deity holds court over the cosmic universe—much as angels are often rendered in the Christian religious tradition.”63 In our law and political theory conflict is open and declared and occurs between nation-states. Indeed, in the minds of many for whom World War II remains the paradigmatic conflict, war is not “real” unless it involves complete mobilization. Many Americans cling to this view, even though war has not been declared on the planet since 1945, while there have been hundreds of organized, violent, and militarized struggles in the interim.

China challenges this mind-set as well as our place in the world order. Disengagement from China—let alone war—would be a worldwide disaster. Yet conflict is the reality, even in the midst of a mutually advantageous relationship. For the foreseeable future our relationship with China will continue to involve constant struggle for unilateral advantage, even as we seek common ground and mutual advantage. Sometimes this struggle will occur in ways that are open and visible and sometimes in ways that are clandestine or covert. There are mutual advantages to be had and zero-sum disadvantages to be avoided. The struggle is diplomatic, economic, and ideological, and it involves radically different visions of individual liberty and social order.

That struggle also involves economic espionage in which we are targets far more often than thieves. There are two reasons for this.

First, the developed world has a deep interest in a global order that protects and defends intellectual property rights. Upholding this interest, and persuading developing countries to uphold this interest, is far more important to us than any advantage that would accrue from state-sponsored violations of our own legal norms on behalf of a domestic company. Our position as the scientific, technological, and business leader is not ours by right, however; that lead can be lost abruptly and, once lost, may not be recovered.64

Second, China doesn’t have much to steal, while the United States is the prime target of economic espionage, with Europe not far behind. It is likely to be two decades or longer before China amasses scientific and technological know-how that rivals our own. In the meantime its leaders are determined to close the gap, and their success has been awesome. During the most rapid economic growth in U.S. history, American living standards doubled about once every thirty years. In China, for the past thirty years, the standard of living has doubled about every ten years.65 Never before have so many millions been lifted from poverty in so short a time.

 

 

WESTERN COMPANIES ARE largely unprepared to deal with either the Chinese challenge or the hostile and anarchic cyberenvironment they live in. To be sure, there are exceptions. Several large financial services firms have superb reputations for electronic security. So do many companies in the gaming sector. But much of the corporate world fails to confront this threat, either because they don’t understand it or because their leadership isn’t convinced that cybersecurity is worth the investment. Before a CEO approves a strategic investment, he or she wants to know what the return on that investment will be. If the company spends $10 million to improve its electronic security, how much will it get back? If we don’t spend it, what is the risk? These questions are difficult to answer. Companies did a pretty good job of it where personal data was concerned: They just added up the fines, legal fees, and cost  of providing credit counseling to those customers whose personal information had been stolen. The resulting cost was hefty, but it didn’t represent a strategic risk to the business. Or so they thought. Then came the Heartland Payment Systems debacle in 2009, when the company’s stock tanked after it disclosed that its credit-card clearing system had been hacked. Still, that was a case involving the theft of other people’s personal secrets, not their own corporate ones. Companies must now reassess their risk postures and ask: What would happen if our basic designs, our formulas, or our codes were compromised? What would happen if our networks were taken down or corrupted? These are strategic risks, and organizations must do what well-managed organizations always do with risk: Buy it down.

The cybertheft of Google’s source code and of bid data from the oil companies didn’t change the corporate stakes as much as they exposed what the stakes have been for more than a decade. Identity theft is a minor league game in comparison. Our companies are under constant, withering attack. After the Google heist, companies started asking the government for help in defending themselves against nations. This was unprecedented. We are now in uncharted territory; the boundary between state actors and private actors has become much blurrier, and the boundary between economic security and national security has completely disappeared.
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DEGRADING DEFENSE

THE AMERICAN MILITARY-INDUSTRIAL complex is the world’s fattest espionage target. While the scope and intensity of economic espionage have assumed startling proportions, the “traditional” espionage assault on our national defense establishment dwarfs anything we have ever before experienced. This assault is constant, it is relentless, and it is coming from all points on the compass in ways both old and new. As I previously indicated, about 108 foreign intelligence services target the United States. The number of Russian intelligence officers in the United States, which fell sharply at the end of the cold war, is actually greater than it was when the Soviet Union collapsed. The Russian services are adept at both human and technical intelligence, and they now target both economic and military secrets. The other top-tier intelligence threats come from China and Iran. The Cuban services, trained by the KGB, are also highly skilled and disciplined at human intelligence, but Cuba is not a strategic threat to the United States. Since the late 1990s, however, the overall threat has become both more intense  and more complex, for reasons that should now be obvious: Stealing information electronically is cheap, easy, and low risk.

What are foreign services after? They want to know how to get into our systems and remain there undetected. They want information about plans, weapons, and people—the identities, roles, and responsibilities of everyone who works in an organization. That information identifies who has access to the other kinds of information they really want. In the case of the Chinese, we know what they want because they have told us in writing.




 Red Flower of North America 

In the mid-1960s, when all of China was a poor and chaotic tyranny, a modest, compulsively hardworking engineer named Chi Mak was given permission to leave the mainland and move to Hong Kong, which was British, free, and rich. For a time he worked in a tailor shop, but by the 1970s he was working for the Hongkong Electric Company and, in his off-hours, keeping copious notes on the hull numbers and other details of U.S. Navy ships coming in and out of Hong Kong.1 In 1978 he emigrated to the United States, where the defense contractor Rockwell employed him as a stress analyst for the space shuttle. Air- and spacecraft are subject to enormous stresses in flight. Understanding those stresses, knowing how to test for them, and figuring out how to withstand them are what stress analysts do. We’re good at this, while the Chinese have a lot to learn. By 1979 Chi Mak was supplying stress and testing information to Chinese officials. Meanwhile, living a modest married life in a California suburb, he made friends, worked hard, and earned the respect of his colleagues. He became an American citizen and gained a secret-level clearance. According to the government, he also took masses of classified and unclassified documents home, some of which he shipped back to China, much to the satisfaction of his handlers. No one asked him to “hurt” the United States, of course.  His handlers merely wanted him to “help” China. From time to time he was invited to return to China to lecture on specified aspects of his work, such as “F-15 Jet Fighters,” “Helicopter structure design,” and “Fight lift,” and he did—secretly. All the while, he communicated with his handlers in code, using the name Red Flower. When Boeing acquired Rockwell the pattern continued. Chi Mak was reliable—so reliable that his handlers sometimes used him as a conduit for information from other spies, with code names like Chrysanthemum. That was bad tradecraft, because when the FBI rolled up one spy it had a direct link to others. But it was convenient, and, as we’ve already seen, people will often break rules for the sake of convenience.

The Chinese were specific about what they wanted and gave Chi Mak written task lists that went far beyond his original area of expertise. They were after the technology that makes the U.S. Navy the world’s best fleet as well as its biggest. China’s interest in our navy is not surprising. An armed conflict between the United States and China would likely be a naval confrontation, and naval modernization is one of China’s highest priorities.2 Topping the task list was the Quiet Electric Drive propulsion system that would allow our warships to run with less noise than a Lexus sedan—and make them extremely difficult to track. By that time Chi Mak was working for L3 Power Paragon and was the lead engineer on the quiet drive project.3 His task list, which he had shredded but which the FBI had painstakingly put back together, also included sixteen other topics, including information about the DD(X) (the next generation of U.S. Navy destroyers), aircraft carrier electronics, submarine torpedoes, electromagnetic artillery systems, and so on. This technology cost American taxpayers tens of billions of dollars and many years to develop. But the People’s Republic of China didn’t pay us for it. The PRC now has warships that look remarkably like ours. Their new ships also have radars as good as those on the DD(X), but with one difference: They know the characteristics of our radars, but they have modified their own in ways we must guess at.

Chi Mak spied for about twenty-five years. The FBI arrested him  and his wife in 2005 just as they were yanking his brother Tai Mak and Tai’s wife, Fuk Li, out of the security line at Los Angeles’s airport before they could board a midnight flight to Hong Kong. A PRC countersurveillance team was at the airport to watch them board. The Chinese knew they were coming, because Tai Mak had left a telephone message: “I work for the Red Flower of North America and will be traveling to the PRC on October 28th and will be bringing the assistant.”

Tai Mak and his wife were arrested carrying a CD-ROM disk stuffed with encrypted secrets in disguised file formats that were further hidden under innocent-looking music files. A typical CD-ROM disk holds about 740 megabytes of data. In paper terms, this is about three fourths of a pickup truck full of printed pages. Not long afterward the FBI rolled up an entire network of spies whose lines of communication ran through Chi Mak.4 He is the first spy (that we know of) through whom we lost critical military secrets and who was not a government employee. He will not be the last. If further proof were required, the case thus illustrates how thoroughly the functional boundary between the private sector and the government has dissolved.

Chi Mak is in prison for twenty-four years—but not for espionage. The basic espionage statute criminalizes giving or selling national defense information to someone not entitled to receive it “to the injury of the United States or to the advantage of any foreign nation.”5 The Justice Department will not prosecute under this statute unless the information transmitted is classified, however, and although Chi Mak had access to classified information, the government could not prove that he actually sent classified information to China. He was therefore convicted of economic espionage, under a different statute.6 His brother Tai was sentenced to ten years for conspiracy to commit export violations, and Chi’s wife Rebecca was sentenced to three years for acting as an unregistered agent of the PRC. Their son Billy, also part of the conspiracy, was sentenced to the time he had served while awaiting trial. All three were to be deported upon the conclusion of their sentences.7

I am not proposing that we expand our classification system. If we sometimes classify too little, we often classify too much. But when it comes to research, our classification system creates a rigid dichotomy between basic science and developmental research, with no intermediate category. It assumes a kind of on/off switch, a point at which all of a sudden laboratory work ceases to be pure science and becomes the less glorious business of developing something practical. Identifying technologies with practical applications, military or not, is difficult, especially in the early stages. Venture capitalists spend their fortunes and professional lives trying to do it, and the best of them lose their bets three or four times out of five. As technologies move closer to practical applications, however, the odds shorten. Take lasers, for example. Research on lasers is an inquiry into how certain kinds of light behave. In its early stages we don’t classify that research, even if it’s sponsored by the Defense Department, nor should we. There is a somewhat arbitrary point, however, at which it becomes apparent that certain lasers are likely to be weaponized. That process involves both science and engineering. At a still later stage there are no scientific questions to answer, just engineering challenges. Our classification process is not sophisticated enough to recognize the middle ground, where we can identify technologies that are likely to be classified in the near future. We should not only become more nimble at protecting R&D in that middle ground, we should also be scrupulous about whom we permit to do the work. As a nation we are not good at this.

The Chinese intelligence services meanwhile have made an art of exploiting the seam between the classified and the preclassified, where technologies begin to emerge from basic science but which, under our rules, are not yet military R&D. This is the sweet spot to an espionage strategist as well as to a venture capitalist, and this is an area where the Chinese services spend a great deal of effort. In essence, the PRC is leveraging the Pentagon’s R&D budget in support of its own warmaking capability.

The Chinese also specialize in illegally exporting dual-use technology  and military equipment that is on our Munitions List. In 2009, for example, an ethnic Chinese U.S. citizen pleaded guilty to violating the Arms Export Control Act by sending a low-temperature fueling system that would be used by the People’s Liberation Army. Jian Wei Ding and Kok Tong Lim pleaded guilty in the same year to conspiring to illegally export high-modulus carbon fiber to China and other countries.8 Of the twenty-three arrests and convictions for industrial espionage in 2008, eight involved China, nine involved Iran. No other country was close behind. The list of technologies involved included hard-core military equipment, such as infrared assault-rifle scopes, military aircraft components, missile technology, and others that show the convergence of military and civilian technologies, such as engineering software, telecommunications equipment and technology, and certain kinds of amplifiers.9

Chinese espionage methods are unusually varied. In contrast to the Russians, who are highly professional, the PRC often enlists amateurs from among a huge pool of sympathizers. In 2008 there were about 3.2 million ethnic Chinese living in the United States, heavily concentrated in a few large cities. About half of them were born in China.10 They are among our best-educated and most productive residents. Additionally, there were about 600,000 visa applicants from the Chinese mainland alone in 2009, of which 98,500 were for students. These numbers are rising at an annual rate of 16 to 20 percent.11 In the 2009–10 academic year, there were about 128,000 Chinese students studying here. 12 About a million Chinese tourists visited the United States in 2010.13 These figures are a sign of American strength, not weakness. The huge presence of ethnic Chinese in North America nevertheless represents a rich recruiting ground for Chinese intelligence services, and they exploit it. In the most startling example, an employee of Rockwell (later Boeing) named Dongfan “Greg” Chung volunteered himself. “I don’t know what I can do for the country,” meaning China, he wrote to a professor in the PRC. “Having been a Chinese compatriot  for over thirty years and being proud of the achievements by the people’s efforts for the motherland, I am regretful for not contributing anything.” 14 Later he became part of the Chi Mak spy ring and contributed quite a bit before he was arrested and convicted.

The motivations for espionage are varied.15 In some cases they are ideological, as with Chi and Chung.16 The more common motivations, however, are money, ego gratification, and the resentments that come from thwarted ambition. Kuo Tai-shen, a Taiwanese businessman, was recruited recently to milk secrets from a midlevel Pentagon employee named Gregg Bergersen, who knew he was violating the law but thought he was helping Taiwan rather than the PRC. By feeding information to Kuo, Bergersen was greasing the skids for the kind of lucrative postretirement contract he saw others getting but which had eluded him. He thought he was reeling in a Taiwanese high-roller client, when in fact he was a pigeon in a PRC trap. The FBI caught Bergersen on tape exchanging classified information with Kuo for cash.17 Now they’re both in prison.

The rationale for espionage, as the novelist Alan Furst remarked, is a matter of MICE: “the m stands for money, the i for ideology, the c for coercion, and the e for egotism.”18 The Chinese have not omitted coercion. Several years ago a PRC agent in the United States made on offer to an ethnic Chinese executive of a major U.S. corporation. But the target was loyal to his adopted country and his company; he turned it down. Some time passed. Then they approached him again. This time the pitch was different: Look, the agent essentially said, your mother back in China is old and sick. She should be in the hospital. Unfortunately our hospitals are crowded, and she’s not near the front of the queue. Would you like to reconsider our offer?19

Counterintelligence officials work these cases night and day and can talk about very few of them. It would be a mistake to believe there are no others we have not caught. Many red flowers are growing in North America.




 Cyberattacks on the Pentagon 

I began this book with the story of how Chinese hackers broke into Pentagon systems and carted off ten to twenty terabytes of data—so much information that, had it been on paper, they would have needed miles and miles of moving vans lined up nose to tail to cart it away. That attack, known as Titan Rain, was part of a series that began in 2003. It targeted the Defense Information Systems Agency, the Redstone Arsenal, the Army Space and Strategic Defense Command, and several computer systems critical to military logistics.20 Attacks like these persist, and their intensity is breathtaking. In 2007, there were 43,880 reported incidents of malicious cyberactivity against our Defense networks. In 2009, the figure was increasing at a 60 percent rate and was already at 43,785 by midyear. A large percentage of these attacks originate in China and are part of a series reportedly known as Byzantine Hades.21 Defending against these attacks is extremely expensive. During one recent six-month period the U.S. military alone “spent more than $100 million . . . to remediate attacks on its networks.”22 The Office of the Secretary of Defense had to go off-line for more than a week in 2007 to protect itself from attacks coming from China and to clean up its systems.23 The same kinds of attacks that occurred in 1998 were still happening in 2009, and they continue today.24

Penetrations of Defense networks follow the same paths we encountered when we examined commercial networks in the previous chapter. Peer-to-peer software, or P2P, is a major problem. It permits your computer to communicate with my computer directly, bypassing the Internet service provider (like AT&T, Comcast, or British Telecom) that funnels e-mail and other traffic between us. With P2P there’s no funnel. Just as in a commercial context, unless P2P is configured just right, it drops the drawbridge into an information system. The Washington  Post disclosed in 2009 that personal information on “tens of thousands” of U.S. servicemen and -women, including Special Forces members and others working in war zones, had been downloaded and were found floating electronically in China and Pakistan. The army barred the unauthorized use of P2P in 2003, and the entire Defense Department followed suit in 2004.25 But that merely serves to emphasize a point that cannot be stated too often: Policies regarding information systems that are not expressed technically are little more than blather. No one pays attention. If you don’t want people to be able to run unauthorized P2P on your system, you must design and build your system so that such software cannot be run—or that it pinpoints exactly where it is.

Other penetrations exploit vulnerabilities in the same commercial software we all use—vulnerabilities that let an attacker inject malicious code right into a system. This is often done with a tactic called buffer overflow. A buffer is a region of computer memory where data is stored temporarily. Buffer overflow permits data that is too big for the buffer to overwrite adjacent software code. This can be done intentionally; it’s an attack methodology. In my opinion, software companies could eliminate this vulnerability, but they haven’t done it yet. Consumers and commercial buyers don’t demand it, and the Pentagon hasn’t been willing to pay for it.

Information that used to be top secret now leaks through an open fire hydrant. WikiLeaks gets the most attention in this department; we’ll visit that topic in chapter 8. But WikiLeaks is not the worst offender. Starting in 2007 or before, and extending well into 2008, cyberintruders robbed Pentagon systems of terabytes of information on the electronics of our next-generation Joint Strike Fighter aircraft, the F-35. Electronic systems associated with the project repeatedly were broken into, sometimes exploiting P2P vulnerabilities. While flight control systems have supposedly been isolated from the Internet, the intruders appear to have obtained data about the plane’s design, performance, and other electronic systems. We can’t be sure of what they  took, however, because while we didn’t think it was worth the trouble to encrypt the data ourselves, the thieves did so on the way out.26 Most of these penetrations originate in China. As the U.S.–China Economic and Security Review Commission put it, “A large body of both circumstantial and forensic evidence strongly indicates Chinese state involvement in such activities, whether through the direct actions of state entities or through the actions of third-party groups sponsored by the state.”27 Some of these penetrations are technologically shrewd, but often they target the weakest link in any computer system—the user. Defense workers, including in the military, are just as impatient with security practices and just as susceptible to phishing attacks as everybody else. Like workers everywhere, they are also adept at subverting security rules and mechanisms designed to keep their systems healthy. As we’ve seen repeatedly, when convenience butts heads with security, convenience wins—even in war zones.

 

 

IN APRIL 2006, an enterprising reporter from the Los Angeles Times paid $40 to an Afghan kid for a secondhand thumb drive in the bazaar outside Bagram Airfield in Afghanistan, home to thousands of U.S. and allied troops. He decided to see what was on it. What he found were the names, photos, and contact information for Afghans willing to inform on the Taliban and al-Qaeda. He also found secret documents detailing “escape routes into Pakistan and the location of a suspected safe house there, and the payment of $50 bounties for each Taliban or Al Qaeda fighter apprehended based on the source’s intelligence.”28 When it falls into the wrong hands, this kind of information gets our friends killed. But there it was—on sale in the bazaar for $40. It was probably stolen; there’s a thriving black market for stolen electronics around Bagram. How the device found its way to the bazaar is a trivial detail, however. These devices aren’t going away, and some of them will always be lost or stolen. In war zones as well as downtown office buildings, information walks around. So of course this incident was hardly a  one-off story. British researchers did an experiment in May 2009: They bought up a few hundred hard drives in the UK to see what was on them. Along with banking and medical records, confidential business plans, and so forth, they discovered the test launch procedures for a ground-to-air missile defense system designed by Lockheed Martin.29 All this information had been thrown away like trash. Whether the context is military or civilian, when you replicate secrets and make them portable, they will be duplicated, ported, and lost. (In just this way Apple lost its top-secret next-generation iPhone in 2010 when one of its engineers left it in a bar.30) So while most organizations need to work more diligently to reduce information leakage, that’s merely the easy, tactical lesson. There are also two strategic lessons.

First, organizations must learn to live in a world where less and less information can be kept secret, and where secret information will remain secret for less and less time.

Second, the technologies we require for efficiency not only threaten the security of information we don’t want to share, they also open us up to electronic infections that can kill us. Good stuff flows out, nasty stuff flows in.

To illustrate that point, let’s walk the thumb drive back into Bagram Airfield to understand how an adversary could penetrate our information systems by walking something in instead of sneaking something out. Remember the Afghan boy in the bazaar. He and other merchants and peddlers have lots of thumb drives. Some were stolen from American service personnel right on the base, but not all. Let’s imagine his uncle bought a box of them, brand new, that fell off a truck in Kabul. Maybe Uncle knew a good price when he saw it, didn’t ask any questions, and bought them for his nephew to sell. These little drives happen to be the same brand, even the same color, as those the American heathen have been buying lately on the base, at a higher price. Or perhaps this particular box of thumb drives wasn’t stolen. Perhaps Russian military intelligence (the GRU) or Russian external intelligence (the SVR, successor to the KGB’s First Chief Directorate)  has been quietly seeding Kabul and Bagram with thumb drives specially poisoned with malware. And now, let’s suppose the boy doesn’t sell the drive to a reporter from the Los Angeles Times but instead to Corporal John Smith, U.S. Army, 902nd Military Intelligence Group, 910th Military Intelligence Brigade, now forward deployed from Ft. Meade, Maryland, to Bagram.

John’s working the swing shift this week, 4:00 P.M. to midnight, so after amusing himself in the bazaar and eating a meal, he clocks in to the watch floor, where he mans four different computers with four different screens: an Internet connection, a connection to the Pentagon’s unclassified system (the NIPRNET), a connection to the Pentagon’s secret system (the SIPRNET), and a connection to the Pentagon’s top-secret system (JWICS, pronounced “Jaywicks”). These systems are “air gapped.” That means there is supposedly no way to move electronically from one of them to another. (There are in fact some exceptions, but they don’t matter here.) John is connected to each of these systems through a PC under or next to his cramped little metal desk. That night he’s remotely supporting an operation in Paktika Province, and the captain on the phone urgently asks him for any information he has on a certain informant from a particular village. Is the guy for real, or is he a double agent? Should we trust him? And exactly where is that village anyway? Give me five minutes, John tells the captain. I’ll call you back. John runs a database check on the informant, but he has nothing on the village. The map on SIPRNET is old and the scale is too small. He checks the NIPRNET but finds nothing better. He tries variant spellings and still comes up empty. When he goes to the Internet, however, Google Earth has exactly what he needs. But how will he get that map to the captain, whose only connection is through SIPRNET?

By using his new thumb drive, that’s how. Every PC on his desk has a USB port, and those ports make a mockery of the air gap. Corporal Smith isn’t careless, and he isn’t stupid. He knows the prohibition on moving information between air-gapped systems, but he’s working hard and he can hear the anxiety in the captain’s voice through the  phone line. He’s got an urgent problem to solve, and he knows how. So he downloads the map onto the thumb drive, then removes the thumb drive from the commercial PC and inserts it into the USB port on the SIPRNET box, uploading the map so he can shoot it out to the captain, who can see it for himself. He calls the captain back: Problem solved. A little later John pops the thumb drive back into his commercial PC to download a snapshot his wife has just sent of their eight-month-old daughter. Having once figured out a way through his thicket of systems, he will repeatedly use the thumb drive to move between them. He wonders how he ever managed without it.

John solved his problem, but here’s what else he did.

Russian intelligence had doctored the thumb drive he bought in the bazaar with poison code called agent. btz.31 They couldn’t have known that he would buy that particular memory stick, but they produced lots of them, and the likelihood that one or more American military personnel would buy some of them was very high. The likelihood that one of the buyers would violate U.S. military policy by moving information between air-gapped systems was also very high. The Russians would have known this for the same reason that every corporate information security officer knows it: People don’t obey rules that add inconvenience to their lives. Anybody whose job requires working on four different information systems will at some point have to move information between those systems in order to do his job responsibly, even if rules prohibit it. So Russian intelligence put together a lowcost operation with a high probability of generating lots of trouble for the American military, not to mention excellent information and high entertainment back in Moscow.

When John inserted the poisoned thumb drive into his commercial computer in order to download the Google map, it automatically uploaded malicious code that sent a beacon back to a Russian command post through the Internet. The beacon merely said “Here I am, ready to accept instructions.” When he removed it and then inserted it in the USB port on his secret SIPRNET computer, the drive uploaded  malicious code that began sniffing its way around. It was programmed to look for specific items of interest to Russian intelligence. It was also programmed to package these items for exfiltration upon command. But how could it get the information back to the clever Russian fellows who devised this trick? The Russians are not connected to SIPRNET.

Here again the key to the operation was not technological brilliance but human failure. It was quite likely that the owner of the thumb drive would repeat the maneuver between systems, and in fact that’s what John did when he reinserted the drive into his commercial system to download the photo of his baby daughter and then later reinserted the drive into his SIPRNET computer. He had become the unwitting agent of Russian exfiltration, because the package of data the Russians wanted to exfiltrate was now downloaded onto the thumb drive, and he was then transferring it to the commercial computer, where it would speed out to the Russians over the Internet. Was John the only American serviceman to fall into this trap? Of course not. Pretty soon SIPRNET and NIPRNET were thoroughly corrupted. But neither Central Command nor any other U.S. joint command can operate without them.32

I invented Corporal Smith and virtually all the details in this account, but something very much like this must have happened.33 I can’t explain how the NSA devised and executed a skillful plan to clean this shrewd garbage out of Pentagon systems, but I can say that it hasn’t been simple. Agent.btz is programmed to think. When it’s threatened, it morphs. When one exfiltration path is thwarted, it finds others. It’s another version of a Whac-A-Mole game. The agent.btz story is one of many reasons why I refer to SIPRNET as IPRNET. The S in SIPRNET stands for secret, and you’d have to be delusional to believe this system isn’t penetrated. You’d also have to be crazy not to believe that the Pentagon’s top-secret system, JWICS, isn’t penetrated. Even the NSA now operates on the assumption that its systems are penetrated. “There’s no such thing as ‘secure’ anymore,” said my former colleague  Debora Plunkett, the director of the NSA’s Information Assurance Directorate (that’s the defensive side). “The most sophisticated adversaries are going to go unnoticed on our networks,” she said. Systems must be built on that assumption.34

In November 2008, when Strategic Command belatedly became aware of the seriousness of the threat posed by agent.btz, it issued a blanket prohibition against all removable media, including thumb drives, on Defense systems.35 The outcry was immediate and deafening, and STRATCOM reversed itself within about a week. Why? Because they realized what the Russians must also have known when they devised the operation: Our military personnel cannot do their jobs without moving information between systems that are supposedly insulated from one another. So STRATCOM withdrew the prohibition and instead issued a sort of “safe sex” order for removable media. Basically it said that before you let somebody stick their thumb drive into your USB port, you’d better know where that thumb drive came from and where else it has been. This order was better than nothing—but not by much. As one STRATCOM specialist put it, the Defense Department “cannot undo 20-plus years of tacitly utilizing the worst IT security practices in a reasonable amount of time, especially when many of these practices are embedded in enterprisewide processes.” Translation: We can’t do our job without these devices, and it’s going to take time to fix this. The headline in Wired got it right: HACKERS, TROOPS REJOICE: PENTAGON LIFTS THUMB-DRIVE BAN.36

It’s easy to make fun of the Defense Department or any other large organization trying to manage information across worldwide networks. But nobody does it perfectly, and many organizations do it very badly. Still, leaving aside the NSA and the CIA, no government agency has more at stake in protecting its security than the Pentagon and, in fact, no other agency is better at it. As other agencies and the White House dither, the Pentagon actually does things. They have begun to issue authorized removable media, prohibit the use of everything else, and distribute portable kits that can excise viruses from disks, thumb  drives, and other removable media.37 How well this program works remains to be seen.

The Russians aren’t the only ones who know how to run operations like the thumb-drive caper. I explained in a previous chapter that the Chinese have been caught spreading infected thumb drives around British trade fairs. And the same trick has been tried in Washington, D.C. The Executive Office of U.S. Attorneys in 2008 advised that “two USB thumb drives” were discovered in one of their buildings. One was found in a men’s restroom, another on a fax machine. “The drives contain malicious code that automatically and silently executes when the drive is plugged into a system. The code captures certain system information and transmits it out of [the Justice Department].”38 How many of these drives were actually picked up and used? We have no idea.

If poisoned thumb drives haven’t yet been found in your agency or company, chances are they will be. USB devices are used to spread about one in four computer worms.39 The convergence of the cyberthreats faced by the military and civilian organs of government, and by public and private organizations, is nearly absolute. Exotic technologies that were once the exclusive province of state-sponsored intelligence agencies with massive resources are now available to everyone, everywhere, and they are cheap. At the same time, social networking sites that a few years ago were the province of hipsters and college kids have become official U.S. government channels of communication.




 Our Enemies Are Not Stupid 

In 1996 an official evaluation of the U.S. military’s unmanned aerial vehicles pointed out that, while certain UAVs were designed to transmit encrypted video images, the Predator UAV relied on unencrypted data links. That meant that anybody with modest technical skills could intercept the images from the satellite downlink. This could have significant consequences, ranging from signal interception to active  jamming.40 Nevertheless, the warning went unheeded. The weakness in the Predator’s communications was no longer theoretical, but the military could remain deaf to it because, well, had anybody actually proven it was a problem? Had anybody been embarrassed by it? Besides, were our adversaries in places like Baghdad or Belgrade smart enough to figure this stuff out? Nobody seemed to think so.

In 2002, however, a British engineer whose hobby was scanning satellite downlinks stumbled across footage of NATO surveillance videos from Kosovo that were transmitted on an open commercial satellite channel. He warned the military. If he could watch NATO soldiers looking for infiltrators across the Kosovo border, so could the infiltrators they were tracking. You can watch it too—on CBS, which ran the story.41 The military’s first response was that the footage wasn’t really sensitive, which was nonsense. Then they explained that our NATO partners didn’t have the equipment to decrypt the signals if we encrypted them. That may have been true, but it simply meant that NATO was operating on antiquated assumptions about how the world works. Did anybody fix it? No.

A 2005 CIA memo reportedly said that officials in Saddam’s government had been able to watch real-time video of U.S. military installations in Turkey, Kuwait, and Qatar before Iraq was invaded. Apparently they had “located and downloaded the unencrypted satellite feed from U.S. military UAVs.”42 Still, nothing changed.

Then, in the summer of 2009, some of our soldiers arrested a Shiite militant, confiscated his laptop, and found intercepted Predator video feeds. Surprise! Shortly afterward they found similar images on other confiscated laptops. Somebody was systematically intercepting and disseminating them from our drones. Militants were being taught to do this—probably by Iranian intelligence. They were watching us watching them. Unfortunately, we couldn’t hear them laughing. When the Wall Street Journal exposed this tragicomedy in late 2009, it noted that the weakness in the Predator link had been understood since the Bosnian campaign (actually, it had been understood even earlier, in  1996), but “the Pentagon assumed local adversaries wouldn’t know how to exploit it.” In fact, local adversaries in Iraq were exploiting it with Russian software you could buy for $25.95 on the Internet.43 We thought they were stupid; they weren’t.

 

 

HOW DO WE explain this kind of behavior? The worst wrong answer is to assume it is unique to the U.S. Department of Defense. In fact, it’s typical of people in large organizations who must make difficult budgetary decisions (retrofitting Predators with encryption devices is expensive) and who, like most of us, find it easy to ignore inconvenient facts. The United States may still have more advanced hardware than the rest of the world, but we are no longer years ahead of our major international rivals. Failing to understand this is smug, careless, lazy, and dangerous. Unfortunately, however, there are smug, careless, lazy, and dangerous people in every organization. They can be trained to some degree, but organizational entropy is a fact of life. As the management sage Peter Drucker put it, “The only things that evolve by themselves in an organization are disorder, friction and malperformance.”44 Things fall apart. But in a world where almost everything is connected to almost everything else, the effects of such entropy are far more dire than when Drucker made his observation decades ago, because a gap anywhere in a system can infect information everywhere in the system.

The people who run and use our most vital information systems must take this notion of infection to heart. That thumb drive in Bagram (and untold others like it) passed on malware that weakened the Pentagon’s entire system, just as touching your mouth with a germ-laden finger can infect your entire body. It’s also useful to think of an information system as akin to a hospital, different parts of which require different conditions. The public walks in and out: doctors, nurses, administrators, patients, visitors, and passersby. No one is sterile, and some carry deadly diseases, yet surgeons must nevertheless perform operations. In the operating room we rigorously control who and what can come  in and out, what they can wear, and how they must be scrubbed. We maintain a far higher level of hygiene there than we do in the lobby. We apply an intermediate standard in the kitchen—higher than in the lobby, but not as high as in the operating room. The hospital’s data center applies still another standard: There we care less about bacteria but more about temperature. Risk assessment and management occurs in all of these places constantly, yet we know that at some point, regardless of our precautions, although infection can be greatly reduced, it cannot be eliminated.

Our leaders must similarly accept that their information systems are compromised and must plan accordingly. This is harder than you might think. People don’t readily accept inconvenient news if they can avoid it—especially if the danger is invisible. In my experience, convincing leaders that their systems are probably corrupted is like trying to explain the germ theory of disease to an illiterate. If they can’t see it, they don’t believe it. However, the evidence is now clear for anyone who chooses to see it. Military leaders, agency heads, and CEOs must require systems that are both more secure and more robust. They must also learn to fight and manage with corrupted systems, must know how to restore those systems in the regular course of business—and must practice doing it. If they don’t, they not only risk losing the data that makes them powerful, valuable, and intelligent, they also risk that their operations will grind to a halt.

As we’ll see in the next chapter, the emerging danger is no longer simply the loss of critical information. The newest threat targets our essential infrastructure—from air traffic control to financial markets to the electricity grid. Losing control over any of these systems would create widespread disruption and loss, and bring our society to a standstill.
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 DANCING IN THE DARK

ON MARCH 4, 2007, an electricity generator from the Alaska grid began to vibrate, slowly at first, then faster and faster, until the delicately balanced turbines in the massive generator rumbled, shook furiously, and blew apart. And then the generator just shut down, hissing and belching smoke from its burned-out coupling. Explosives didn’t destroy this hulk of equipment, though you might have thought so from the look of it, nor was it employee sabotage. The saboteurs were outsiders, miles away; their tools were a keyboard and a mouse. They evaded firewalls, took over the controls, and opened and closed breakers at will, all while manipulating the operator’s screen to make it appear that nothing untoward was happening.1

Fortunately the generator had been removed from Alaska and carefully reconnected elsewhere so that blowing it up would not wreak havoc on the grid. It was a secret experiment carried out by clever researchers at the Idaho National Laboratory. They reportedly called their project AURORA,2 and they blew the turbines apart by hacking into the digital devices that regulated power on the grid. When they  got into the system, they simply instructed it to make rapid changes in the electricity cycles that powered the equipment: fast, slow, fast, slow. Then they just waited a second or two for the big diesel-electric generator to explode.

Neither the United States government nor private industry can defend the networks on which our economic and national security depend. This situation is getting worse, not better. The AURORA experiment demonstrated that a risk to information technology had become a risk to operational technology—but few companies in the power-generation business were listening. Electronic security, physical security, and operational security are no longer separate lines of work. Electronic security used to mean keeping your information secure and available. The guys who did it were the geeks in the computer closet tinkering with racks of equipment. Physical security, on the other hand, was all about “guns, gates, and guards,” and the guys who did it were in-house cops. Except in intelligence agencies, where operational security permeates every part of the business, operational security in most firms was just an aspect of physical security: Protect the building and the people in it, and you can keep doing business. Both types, the guards and the geeks, were specialized support cadres that most executives could ignore most of the time.

Business executives and government officials who still think this way are asking for trouble. In the old days a burglar got into a building by throwing a brick through a window, taking a crowbar to the backdoor, or picking a lock. Burglaries got more complicated when separately wired alarms were added, but not much. Today, however, your entire perimeter of windows, doors, and gates, your heating and ventilation, and your information systems are managed and monitored from one or more central servers. So are your production line, your shipping, and your finance and accounting department. The guys in the computer closet now control everything you do. If an intruder can break into the right server electronically, he can remotely shut down production, send your goods to the wrong destination, and unlock your doors. Or shut off your HVAC  system. Or steal your information and delete your log entries so he leaves no record of ever having been there. The company’s private security guards are also electronically connected. Their job includes providing physical security for the chairman of the firm. If an electronic intruder could get access to the chairman’s calendar, planning an assault or kidnapping would be much easier. Everything you do goes back to that computer closet. This is what the experts mean when they say that electronic and physical security have converged.3 Virtually every significant industrial, military, and commercial operating system in advanced nations has become electronic over the last two decades. Manufacturing controls, military command and control, banking and financial systems—they’re nearly all electronic, most of them are interconnected, and many of them are unreasonably vulnerable to operational failure. For example, in 1998 the onboard controller of a communications satellite known as Galaxy IV malfunctioned. As a result, 80 to 90 percent of the pagers in the United States stopped working. Hospitals couldn’t reach doctors on call, emergency workers couldn’t be reached, and credit cards didn’t work at gas pumps.4 This was an early warning about the operational risk that comes with relying upon information systems that have single points of failure—that is, when one part of a system fails, the whole system collapses. But it went unheeded.

More than ten years ago—in 2000—a disgruntled sewer system operator in Maroochy Shire, Australia, decided to settle a score. He worked for the company that installed a radio-controlled sewage system for the shire, but he wasn’t getting along with his employer, and the shire refused to hire him. So he decided to get even with everybody. After filling his car with a laptop and radio equipment that he apparently stole from his employer, he drove around giving radio commands to the sewage equipment, causing the system to fail. Pumps didn’t run, alarms didn’t go off, and pumping stations couldn’t communicate with the central computer. Millions of liters of raw sewage poured into local parks and waterways. This was another physical disruption engineered through an information system. According to an Australian environmental  official, “Marine life died, the creek water turned black and the stench was unbearable for residents.”5 The results of the Maroochy Shire attack were bad enough, but if the disgruntled misfit had attacked the drinking water supply rather than the sewage system, people as well as marine life would have died. This was another warning about connecting industrial control systems to the Internet. Again, nobody paid attention.




What, Me Worry? 

The principal risk of insecure networks is no longer merely purloined information. For a company, the larger risk is now losing the ability to do business. For the nation, the risk threatens to cripple the infrastructure that makes America work—banks, dams, railway switches, electricity grids, stock exchanges—even the military. The AURORA generator was sabotaged using the same kind of computer I’m using to write this sentence. In both cases someone uses a keyboard, a mouse, or a touch screen to move electrons. That’s true of the alarm and video surveillance systems in a nuclear plant, the physical access controls where you work, and a blowout preventer on an oil rig in the Gulf of Mexico. A night watchman, a security officer, and occasionally an engineer may check these controllers from time to time, but the continuous checking and controlling is done by a machine that talks to other machines. This combination of hardware and software is called an industrial control system, or an ICS. SCADA systems perform supervisory control and data acquisition over dispersed components. These systems constantly check temperature, pressure, inputs, outputs, and other variables, and they make systemic adjustments faster and better than a person could. They allow consistent, centralized control of devices dispersed over far-flung areas. And they must be highly reliable. On the electricity grid, we expect these systems to work right 99.99999 percent of the time 6—a far higher standard than any information technology, or IT, system can meet. The latter were designed to create and store information. In  contrast, industrial control systems were designed to manage physical assets, and because they were isolated from the Internet, they were not designed with cybersecurity in mind. Few of them are encrypted. They were assumed to be used under tight physical security and accessible to only a few trusted insiders.

That’s changing—fast. In the name of efficiency—for the short term—the owners and operators of our electric grid are connecting their industrial control systems directly or indirectly to the Internet, and they are putting the nation’s economic security at unreasonable risk. As security expert Joe Weiss has written, companies feel they should be connected “from the plant to the boardroom.” Weiss is still waiting for somebody to explain “why somebody in the boardroom needs to open a valve in a plant or control a breaker in a substation.”7 The problem isn’t connectivity itself. Connectivity is what enables wholesale competition in power transmission—it gives users the same access to transmission information as the utility. That allows users to compare prices and get our power from whoever can provide it at the best price.8 Without connectivity, we’d return to local monopolies over power transmission. The problem is that the industry is handling connectivity poorly, creating needless vulnerabilities. Control systems can actually be accessed with Bluetooth wireless technology in some cases,9 like you’d use in a car or by a voice-over-Internet protocol phone. Both these technologies are highly insecure.

In the summer of 2003, a massive blackout shut down a large swath of the eastern and central United States and Canada. The official report on that incident warned that SCADA systems controlling the grid, “many of which were intended to be isolated, now find themselves for a variety of business and operational reasons, either directly or indirectly connected to the global Internet.”10 The trend is worldwide. A recent study of such systems in fourteen countries showed that three fourths of such systems “were connected to the Internet or some other IP network.”11 Repeated studies have warned in watered-down language that this practice is risky: an “unresolved security issue,” one  of them evasively reports; it “can present” security risks, grudgingly admits another; it “creates potential vulnerabilities,” says a third. 12 Said in plain English: Connecting SCADA and other industrial control systems to the Internet may create marginal savings, but it also creates massive vulnerabilities. If you know how to break into the electronic system, you can alter the words I’ve written, turn off the alarm at the nuclear plant, give someone who isn’t supposed to be there access to sensitive facilities, create or change account balances at banks—or take down the power supply. Defenders of this practice say it makes remote monitoring of the power system more efficient, and no doubt it does.13 Power generators must be able to monitor and audit their systems efficiently in order to manage overhead costs.14 But the bulk power industry—which keeps the lights on, makes the trains run, and powers American business—has been unwilling to mitigate the risk this efficiency creates. 15

Some companies deny—or don’t even realize—that they’ve connected their industrial control systems to the Internet; others reportedly do it so they can patch their software efficiently as soon as vulnerabilities are discovered. 16 (A “patch” is a software fix distributed by a manufacturer, like Microsoft, to close a vulnerability.) They say that if they don’t patch, their software vendors won’t support them. This would be more persuasive if owners and operators of the grid systematically patched their vulnerabilities, but they don’t. One recent study found that firms running SCADA systems took 331 days on average to implement patches.17 A 2004 survey of U.S. electrical operators found “loosely controlled system access and perimeter control, poor patch and configuration management, and poor system security documentation.”18

In fact, automatically patching an industrial control system can be dangerous; it creates the risk of crashing or slowing the industrial controls unless it’s done at the right time with the right sort of expertise. 19 Some experts say that because such systems often combine hardware and software, they can’t be updated easily or quickly under any  circumstances.20 The patching rationale for connecting the grid to the Internet is a red herring. The real issue is money, and the grid’s owners have no incentive to spend it. A recent survey of owners of U.S. SCADA systems—including electricity, oil and gas, sewage, and telecom companies—reported that about 25 percent of them expected a government bailout in the event of a major attack. About 30 percent expected ratepayers and customers to pay. And about 45 percent thought insurance would cover it.21 In short, almost none of them thought they’d incur any financial harm from an attack. So why should they worry?




 “The BP Problem in Waiting” 

Mike Assante is an intense but down-to-earth man who lives with his wife and three young children in Idaho Falls, Idaho. A veteran of navy intelligence and military information warfare, Mike assembled the team that conceived the AURORA project. He was then working at the Idaho National Laboratory, having already spent four years as a vice president and chief security officer of one of the nation’s largest electricity generators, American Electric Power. Blowing up a generator with a keyboard was a shocking idea to the engineers and businessmen in the bulk power business. “I thought if I showed people you could do it, they’d understand the implications and take the threat seriously,”

Assante said.22 “At first nobody wanted to do it.” It took a lot of persuasion and several rounds of congressional appearances before he got the necessary go-ahead. “Then when we proved it, the reaction was: ‘This can’t happen in my system.’ That was baloney.” After that Assante became the vice president and chief security officer of the North American Electric Reliability Corporation, or NERC. Assante was also the executive director of the Electric Sector Information Sharing and Analysis Center and cochair of the Electricity Sector Coordinating Council. If there’s one man in America who understands cyberattacks, industrial control systems, and the electricity grid, it’s Mike Assante.

Here’s how the grid regulatory system works: NERC is composed of the owners and operators of the grid. It is charged by Congress to “establish and enforce reliability standards for the bulk-power system,” subject to oversight by the Federal Energy Regulatory Commission, or FERC. The Federal Power Act instructs FERC to “give due weight” to NERC’s views. But the act also requires NERC to endorse any reliability standard the regional utilities agree on unless NERC can prove the standard is not in the public interest.

This is a cascading system of deference by which a regulatory commission (FERC) gives “due weight” to an industry membership organization (NERC) that must, by law, defer to what the boys in the regional organizations want. As a practical matter, no reliability standard is set without the consent of the regional associations that are being regulated. Because those associations don’t want standards that restrict their ability to connect ICSs to the Internet, there are no such restrictions.

FERC understands the limits on its power. In 2007 it nonetheless declined to approve certain reliability standards, stating that while they met statutory requirements, they failed to address recommendations in the report on the 2003 blackout.23 The commission then ordered improvements—but without stating what they should be, because it had no power to do so.24 NERC, in turn, has begun warning about the dangers of remote electronic attacks on the grid.25 But no standards explicitly address this risk.

According to Assante, “This is the BP problem in waiting.”

The BP problem is the explosion that blew up the Deepwater Horizon rig, killing eleven men and roiling the Gulf of Mexico into an oily stew. The common factor between the BP disaster and the danger to the grid, in Assante’s view, is uncritical deference to an industry with weakly regulated cybersecurity—as opposed to plant safety. “There are people in the industry, right up to the CEO level, who do understand the cyber risk, but they’re very much in the minority,” he said.

“When you have a weak standard, complying with it gives people a false sense of security,” he explained. “I mean, if they meet it, they  check the box and forget about it.” There are more than eighteen hundred owners and operators in the North American bulk-power system, with some two hundred thousand miles of high-voltage transmission lines, thousands of generation plants, and millions of digital controls.26 Charged with auditing the industry’s critical infrastructure while at NERC, Assante calculated it would take seven years just to figure out which assets were being protected—much too long to get a working picture of security in the industry. So he launched a series of surveys to determine whether bulk-power operators were complying with the reliability standards that the industry itself had adopted. For starters, all he wanted them to do was to identify the assets that “if destroyed, degraded, or otherwise rendered unavailable would affect the reliability or operability of the Bulk Electric System,” which is how NERC defines a critical asset.27 His reasoning was simple: If you can’t identify the elements of critical infrastructure, you won’t know what to protect. Unfortunately, there was no common understanding of what was “critical,” and no criteria for making that determination.28 Assante’s insistence on a wide understanding of critical assets made some of the operators “very unhappy,” he said, and the survey results—or rather, Assante’s publication of the results—made them unhappier still. Assante told them, in a letter to industry members in April 2009, that the “survey results, on their surface, raise concern” about whether industry members could even identify the critical assets, including cyberassets, “that support the reliable operation of the Bulk Electric Power System.” Which was a polite way of saying that they could not. In one survey, only 31 percent of respondents said that they had any critical assets at all, and only 23 percent said that they had critical cyberassets. In another, 73 percent of respondents claimed to have no critical assets.29

“The industry engineers didn’t understand the nature of cyber risk,” Assante told me later. They were trained to use abundant data to calculate the risk that, say, a piece of equipment would wear out after a certain period of time. You can predict such events statistically, and you can plan for them; the industry’s good at that. But the risk of malicious  manipulation of the grid by hostile attackers is a different story. “It’s a low-frequency, high-impact event involving a thinking, planning adversary. It’s not probabilistic,” so the engineers don’t know how to think about it, he said. Or don’t want to.

What would it take to start changing their minds?




 “Code for Chaos” 

In June 2010, a security firm in Belarus issued a warning about a computer worm30 it called “RootkitTmpHider.”31 The virus used USB devices to spread itself and it infected operating systems in ways they hadn’t seen before. By mid-July the antivirus firm Symantec had seen enough of this bug, which it called “W32.Temphid,” to adjust its detection software to catch it. Three days later Microsoft issued a security advisory regarding a Windows vulnerability that could allow “remote code execution” by this kind of malware. Advisories like this get the attention of cybersecurity analysts. Remote code execution means that someone can tamper with your system from afar, and it looked like this malware was designed to steal secrets, so analysts in the cybersecurity business paid attention. After another three days, Symantec said it was investigating reports that the malware was infecting SCADA systems manufactured by the German industrial giant Siemens, and it called the bug W32.Stuxnet.32 Three more days went by, and Siemens offered assurances to its customers and free assistance in dealing with the bug. However, there was “no evidence that this was motivated by industrial espionage,” a company spokesman said.33

By the end of the summer, however, it was clear that Stuxnet was the most sophisticated piece of industrial espionage—or more precisely, sabotage—in history, and that its target was the Iranian nuclear program. Before it was discovered, it had existed for at least a year and had replicated itself through removable drives by exploiting not one, but at least four previously unknown vulnerabilities in Microsoft Windows.  It spread in several ways and copied and executed itself automatically. And it hid its own code, so it was invisible. If programmers tried to view all the code on an infected computer, they’d see everything except Stuxnet. It exploited Siemens’s default passwords and reprogrammed the computers. It knew what system the virus was running on, and adjusted accordingly. Peer-to-peer connections enabled it to update itself.

But it didn’t steal information.34 Stuxnet wasn’t designed to find things out; it was designed to bring things down. Reports were filtering out of Iran that the malware was attacking computers in its nuclear complex.35 This was consistent with infection statistics showing that about 60 percent of infections were in Iran. The next highest infection rate was about 18 percent in Indonesia and about 10 percent in India. After that, no nation’s infection rate reached even 3.5 percent. (It was less than 1 percent in the United States, Britain, and Russia.36) In late September Iran admitted that the worm was infecting computers at its Bushehr nuclear site, but it denied the infection was serious.37 Then, in early October 2010, Iran announced it had arrested an unknown number of “nuclear spies” in connection with Stuxnet.38

By mid-November it was clear that the worm was calibrated to send nuclear centrifuges spinning out of control by causing their rotational speed to fluctuate. It was also introducing fake data into systems, making it appear that the centrifuges were operating normally, confusing their human masters.39 Without explanation, in late November Iran stopped feeding uranium into the centrifuges at its main plant. Apparently those centrifuges were no longer working.40

A remote electronic sabotage program this good required the services of a dozen or more world-class experts. It also required the ability to conduct electronic and probably physical reconnaissance of the Iranian systems. Whoever did this had to conduct tests in a closed environment that mirrored the Iranian systems, complete with the same expensive hardware the Iranians were using.41 In short, this operation cost millions of dollars to pull off, and possibly a year of planning, and it very likely required the collaboration of human and electronic intelligence services.

Almost certainly this operation was carried out by a government or under government direction, and speculation turned quickly to the Israelis and Americans, especially after the discovery that a small piece of Stuxnet code might contain an obscure reference to the Book of Esther, in which a tyrant threatens the Persian Jewish community, only to be overthrown in a sudden turn of fate.42 The Israelis are not above such chutzpah, and the operation would have been consistent with Israeli policy. It would also have been consistent with U.S. policy but not with previous U.S. methods, which avoided computer operations likely to damage others besides its intended targets. While the Stuxnet worm disproportionately harmed Iran, about 40 percent of the infected computers were elsewhere. That’s a lot of collateral damage.

The French and Russians also could have engineered this operation, and the Russians had opportunity as well as motive. Russian engineers work in Iran, and some of them have access to Iranian nuclear installations.43 We know the Russians have used thumb drives to propagate malware in U.S. military systems in Afghanistan; this is a signature modus operandi for their intelligence services. The Russians want to maintain friendly ties with the Iranian regime in order to do business there and exclude the West, but they don’t want a nuclear-armed Iran on their border. A covert Russian operation could have accomplished all of these goals and is as plausible as an Israeli one, especially because the Israelis were likely to be blamed (or congratulated). The leading theory, however, is that Stuxnet was a joint Israeli-American operation: The Americans knew the Siemens equipment inside out, and the Israelis reportedly duplicated the Iranian centrifuge array to unlock its secrets. The attack was not a total success; it disabled about a fifth of Iran’s nuclear centrifuges but left the rest unharmed. It was successful enough, however, to delay Iran’s nuclear weapons program by about five years. An armed attack on Iran’s nuclear facilities would not have achieved a better result .44 In any case, nobody’s talking.

Stuxnet will not be a one-off affair. The malware is now out of the box for amateurs to analyze and copy—and it will be copied. If  systems are electronically isolated from public networks, and if physical access is limited, as in Iran, a successful attack might require the concentrated efforts of one of the world’s better intelligence services. But much of the North American electrical grid is not isolated from the Internet. The fact that Stuxnet was aimed at Siemens equipment should give no comfort to the makers and owners of other brands of industrial controls. That specific code was simply the last stage of a multistage attack. That means, said Joe Weiss, “this isn’t a Siemens problem and . . . they could have substituted [General Electric], Rockwell or any other” brand of industrial control equipment as the target. 45 Ralph Langner, the German security consultant who was among the first to grasp the significance of the Stuxnet attack, agrees. “The problem is not Stuxnet,” he said. “Stuxnet is history. The problem is the next generation of malware that will follow.”

That brings us back to the vulnerability of our electric grid.




 Targeting Electric Power 

“We know that cyberintruders have probed our electrical grid,” President Obama has said, “and that in other countries cyberattacks have plunged entire cities into darkness.”46 Presidents don’t say such things without significant, validated intelligence. Obama was apparently relying, at least in part, on intelligence disclosed more than a year earlier by a senior CIA official who, according to the Wall Street Journal, “told a meeting of utility company representatives in New Orleans that a cyberattack had taken out power equipment in multiple regions outside the U.S.”47 Later that year, CBS News identified one of the countries involved as Brazil, which reportedly suffered a series of attacks, one of which “affected more than three million people in dozens of cities over a two-day period” and knocked the world’s largest iron ore producer off-line, costing that company alone $7 million. The utility’s later assertion that the blackouts were caused by routine maintenance failures are difficult to credit.48

Senior intelligence officials believe the Russians and Chinese are already inside the U.S. grid, or parts of it, and Iran has shown an interest in following in their steps. “Authorities investigating the intrusions have found software tools left behind that could be used to destroy infrastructure components,” one of them said. “If we go to war with them, they will try to turn them on.”49 You can also put al-Qaeda in the group of wannabe intruders, and al-Qaeda would have far less compunction about trying it than a nation-state. Computers seized from al-Qaeda operatives contain details of U.S. SCADA systems,50 and the industry knows it.51 According to the report on the 2003 blackout, “The generation and delivery of electricity has been, and continues to be, a target of malicious groups and individuals intent on disrupting this system.”52

In 2003 a group of extremists affiliated with the Pakistani group Lashkar-e-Taiba conspired to attack the Australian grid. This is the same terrorist group that was behind the mass murders in Mumbai, India, in November 2008. Other terrorists plotted to attack the UK grid in 2004, 2006, and 2009. Physical security has been breached at some U.S. plants. These incidents are well-known to NERC officials. In America, security-related incidents tend to be criminal—copper theft, for example—but extremists have tried to disrupt or sabotage generating plants and transmission.53 If would-be attackers had an ally inside a power plant, the odds of a successful attack would rise sharply—and there are, unfortunately, malicious and disaffected employees in every large organization who can identify critical systems, open virtual and literal doors, and provide details of security setups.

So far we know of more than 170 cybersecurity incidents in industrial control systems, most of them unintentional.54 But this figure is undoubtedly low, because nuclear plants are the only power utilities required to report such incidents. As a result, neither the regulators nor the operators have a complete or reliable picture of the type, severity, or frequency of cyberevents that could take down parts of the grid.

The bulk power owners and operators have regrettably been  reluctant to wrap their minds around the possibility that their industry could be the target of an intentional, sophisticated attack—or even suffer an unintentional cyberevent.55 “There’s evidence of advanced, persistent penetrations in control systems,” Assante said, but he wouldn’t name any company. And then he paused. “It’s a sad state of affairs. The analytic tools are so bad,” he said, speaking about those in use at some of the companies, “that you couldn’t even do the analysis. They couldn’t see the communication flow on their own networks. They weren’t grabbing that traffic, so they weren’t analyzing it.... When you asked the engineers those questions it was like speaking Greek. They had no idea why you’d want to do those things.” And because they couldn’t see the cybertraffic in their own systems, they had no idea who had penetrated them. Then, when he went to the owners and operators with his concerns, Assante said, “they’d insist there was a lack of evidence [that] they were penetrated.” Catch-22.

Assante recalled the thefts of a couple of laptops from utility vans during his days working in the industry. The laptops contained the keys to the kingdom—lots of information about how to access SCADA controls and field systems. “Somebody broke into their field engineering vans. They”—he meant the utility—“assumed it was a smash-and-grab operation,” he said, a run-of-the-mill burglary aimed at stealing and fencing laptops and tools. Smash-and-grab thieves don’t care about the information on your hard drive. They just want the equipment. The utility’s management “wouldn’t act on the risk that somebody had actually targeted those laptops” for the information on them. “They wouldn’t even change their compromised passwords after that. They thought it was too expensive.”

The system also discourages disclosure when it should require it. As Joe Weiss puts it, “If two organizations have the same vulnerabilities and only one is willing to share the information, the organization sharing the information will be punished as not being cyber secure, while the organization that does not share will be viewed as cyber secure by default.”56

Apparently there’s at least one firm that’s paying attention. In 2008 a power company challenged Ira Winkler, a penetration-testing consultant, to hack its network and the power grid it oversees. Winkler won’t disclose the company that hired him, but he got into the network within a day. “We had to shut down within hours,” Winkler said, “because it was working too well. We more than proved that they were royally screwed.”57 But still most owners and operators don’t want to believe it, even as the evidence of their vulnerability mounts higher and higher. They’d rather dance in the dark, figuratively—and raise the risk that the rest of us will be dancing in the dark, literally.

 

 

OFFICIALS AT NERC have now acknowledged that “[a] highly-coordinated and structured cyber, physical, or blended attack on the bulk power system . . . could result in long-term (irreparable) damage to key system components in multiple simultaneous or near-simultaneous strikes.”58 Under persistent prodding from Assante and like-minded colleagues, NERC has warned that if such an attack were “conducted on a large enough scale, it is possible that the bulk power system could not recover in its present form.”59 The Chinese have understood this for some time. Unlike us, they have designed key parts of their electric grid so it can be isolated quickly from the Internet.60 But that arrangement requires real-time awareness of what’s going on in your system. You have to constantly monitor the electronic traffic coming in and going out; otherwise you wouldn’t know you were in danger until the lights went out. As Mike Assante’s survey showed us, however, the state of network awareness in North America is dismal.

Yet NERC has been unwilling to propose any rule that would discourage, let alone forbid, connecting bulk-power industrial control systems to the Internet. Why? Because NERC is essentially a memberbased organization, and in spite of its ostensibly independent board, it is unwilling to cross the wishes of its powerful members. This power  structure is reflected in existing NERC standards for critical infrastructure protection. Their approach is based on size: the bigger the plant, the bigger the risk. This makes sense when you’re concerned only about equipment failure. But when the risk is cyberpenetration, size is irrelevant. An attacker is just as happy to get into your system through one of those insecure, remotely monitored field devices as through your main server. Once he’s in, he’s in. From this point of view, Weiss says, a relatively tiny twenty-megawatt facility in rural California “that normally would have no effect on the reliability of the grid can potentially bring down the entire California grid by providing compromised packets” to the system run by the California Independent System Operator.61

NERC’s regulations are unsatisfactory for other reasons, too. They permit each utility to develop its own risk assessment methods. This directly undercuts our national policy on critical infrastructure, which calls for standardized risk assessments. In 1998, President Clinton directed the preparation of the National Infrastructure Assurance Plan, based on sector-level proposals and organizations, like NERC.62 In 2006, the Bush administration followed up with its National Infrastructure Protection Plan, which was based on standardized assessments. 63 The Obama administration has followed with an Energy Department plan to establish a national energy sector cyberorganization that is supposed to do the same thing.64 That’s the policy. But in the electricity sector it hasn’t happened. And so long as Congress allows the owners and operators to remain in control of the standards they apply, it isn’t likely to happen. “Priority should be given to designing for survivability,” NERC has rightly said.65 Survivable systems are resilient and can recover quickly from failure, in part because of built-in redundancy. If one part of the system is down, another part takes over. The more redundancy, the greater the security. For ordinary contingencies, the North American system may have enough.66 But “ordinary contingencies” as previously understood are likely to be a poor guide to the future. As the report on the big blackout of 2003 told us, many  operators are skating close to the edge of reliability. As a result, we can expect an increase in large-scale disruptions.

In the years since 2003, the system has actually become less resilient. As NERC has warned, “[R]esource optimization trends have allowed some inherent physical redundancy within the system to be reduced.”67 Translation: By continuing to squeeze the last penny of short-term operating efficiency from our electric grid, we have reduced the already insufficient redundancy in the system that would let us recover from a large-scale outage, let alone from a well-coordinated malicious attack.

Another characteristic of a resilient system is that it can replace damaged equipment quickly. On this score we could be in serious trouble. It would take two years to replace the heavy-duty generators necessary to supply large cities. Why so long? Because we rely on foreign manufacturers for these heavy goods. Nearly all North American industrial electric generators are made abroad, and nearly all the really big ones come from China and India—mostly China.68 This trend is accelerating; according to Scott Borg, director and chief economist of the U.S. Cyber Consequences Unit, an independent, nonprofit consultancy. World production is limited and could not be increased quickly.69

Nor is the electric grid the only critical infrastructure in danger. Worldwide, owners and operators of all types of critical infrastructure report that their cybernetworks are being attacked repeatedly by sophisticated adversaries. American infrastructure is no exception. In one survey, 60 percent of U.S. companies reported experiencing a large-scale attack.70 The oil and gas sector reported the highest level of stealthy infiltration, and more than half of the companies in that sector had multiple stealth attacks every month.71 Malware has interfered with freight and passenger rail signaling systems,72 and the government’s own reports have concluded that our air traffic control system is vulnerable to cyber-attack. 73 As we’ve seen, American firms have lost critical information through cyberespionage, and if you can penetrate a network to steal information, you can also shut it down.

THERE’S AT LEAST one other possible motive behind the penetration of any enterprise’s electronic networks: extortion. This is the least understood aspect of cybercrime, and perhaps the most important. One in four infrastructure companies had been the victim of extortion through real or threatened cyberattack within the previous two years, according to one study of critical infrastructure operators around the world. Some suggested that the real figure might be higher, since no company wants to admit it has been had. Eighty percent of these companies had experienced a large-scale DDOS attack, and 85 percent had been infiltrated. The victimization rate was even higher in the power industry, and higher still in the oil and gas sector.74 So far, this kind of extortion has been reported most frequently in India, Saudi Arabia, the Middle East, China, and France, and least frequently in the United States and Britain.75 Some people insist it couldn’t happen here. But what starts a long way off has a way, sooner or later, of ending up on our own doorstep.

 

 

The phone rings in the chairman’s office. It’s 7:15 P.M. and the lights have just come on around the lake outside his expansive suite. The chairman is alone, plowing through a stack of reports in preparation for a meeting of the compensation committee of the board of directors. His package of salary, bonuses, and stock options is up for renewal, and he’ll be making a pitch for a generous increase. His assistant in the outer office doesn’t screen this call; it’s ringing on one of his private lines—the one number known only to his wife and son. Even his personal lawyer doesn’t know this number. He answers it.

“You don’t know me,” the caller says, “but I have information about your last trip to Geneva, when you opened an account at Union Bancaire. Judging from the photographs we have of you coming out of your room at the Le Richmonde with Madame Hottiger, you appear to have had a lovely trip.” Madame Hottiger is not his wife.

“Who are you?” the chairman blurts out. “How did you get this number?”

“Mr. Chairman, we have all your numbers. Please listen carefully. My associates and I . . .”

His assistant pops her head in the door and mouths the words “Is everything okay?” He waves her off and sits down heavily.

“. . . have completely penetrated your corporate information networks. Don’t take my word for it. Please go to your own Web page and click on the link to ‘The Chairman’s Message to Shareholders.’” The chairman, who is used to giving instructions rather than taking them, takes this one. “Are you there?” He grunts. His photograph has been replaced with a photo of Adolf Hitler, in full Nazi regalia. “Don’t worry. We will take that down in a moment. That is just to get your attention. Now please look out your window. In about ten seconds, watch the lights blink on and off around your beautiful lake.” The chairman’s heart beats the count, rather too fast; the lights blink. His heart rate rises, and he holds the phone away from his ear, tempted to slam it down.

“Do not hang up. There is more. If you hang up we will be forced to make more forceful demonstrations of our capabilities in your networks, and that would be difficult for you to keep to yourself. No, quite impossible to keep to yourself. You would force us to take harsh measures. You may decide to ignore what I say, but at least you should have all the information you need before you decide.

“Mr. Chairman, if you would please return to your computer, you will see that the system has gone down. Don’t worry. We won’t keep it down long.” The wheels are turning in the chairman’s head. Whom can he call?

“In half an hour your IT geniuses will have it back up, and they will no doubt have a silly explanation for what happened. As you see, we own your IT system—all of it.”

His general counsel? The FBI? His chief information officer?

“I know you have a backup system,” the voice continues. “The servers are in Ohio. But you’re not dealing with children. We own your backup too. Every time your IT geniuses back you up, they send our . . . How shall I say? Our commands. They back up our commands along with your  own files to those pointlessly expensive servers in Ohio. We can alter your budget figures, destroy your records, or take you down completely. We own you. We could also make bank transactions on your behalf—but we prefer not to do that. It might trigger conversations between the bank and your staff, and that would draw attention to our relationship rather too quickly for either of us.”

“What do you want?” the chairman says, perspiring heavily. His CIO won’t do him any good; he knows that. He considers other options.

“I’m getting to that. But I know what you’re thinking. It would be unwise for you to call the police or the FBI. Don’t be unintelligent. You can always call them later, but remember: Once you do, you can’t call them off—and they won’t be able to act fast enough to stop us from crashing your operations.”

“What do you want?” the chairman repeats, his anger boiling over. The catch in his voice surprises him. He clears his throat.

The caller ignores the question. “Besides, if you call them, you won’t be able to avoid reporting a material problem with your internal controls. If I’m not mistaken, last quarter you signed a financial statement saying you didn’t have any problems like that. Think of the shareholder litigation, Mr. Chairman. And that meeting tomorrow with your compensation committee—we want it to go smoothly, don’t we?

“Now please get a pen and paper. I’m going to give you wire instructions—for the first payment.”

 

 

IT CAN HAPPEN here. If disruption is possible, so is extortion. Longlasting disruptions of the power grid, parts of our transportation network, or other critical infrastructure could probably be pulled off only by a nation-state or its surrogates. But the resources required to do it would be modest. Sami Saydjari of the nonprofit Professionals for Cyber Defense thinks it could be done for about $5 million and with three to five years’ preparation.76 The chief requirement would be expertise, which for the time being is limited to a small number of intelligence  services. A cooperative insider would change that, however, and there are plenty of those. In October 2010, a programmer for Fannie Mae, the Federal National Mortgage Association, was convicted of trying to destroy data on the organization’s five thousand servers. Five days after he was fired investigators discovered a “logic bomb” set to go off about three months later. It was designed to spread through the organization’s servers, destroying mortgage and financial data.77 They stopped that one, but some companies weren’t so lucky. When one company fired its system administrator for abusive behavior, his logic bomb did go off. The Secret Service won’t identify the company, but it cost them more than $10 million and led to more than eighty layoffs.78 In 2008, a disgruntled employee of the city of San Francisco’s technology department snarled the city’s payroll and e-mail systems and many vital services by setting secret passwords and refusing to divulge them for twelve days. People didn’t get paid; many city services came to a standstill.79

Electronically engineered disruption by corporate insiders could have disastrous environmental as well as economic effects. In 2009 a temporary employee of Pacific Energy Resources, angry because he hadn’t gotten a permanent job there, sabotaged the leak-detection system on an oil rig off the California coast. Fortunately there was no leak before the sabotage was undone, but the company suffered thousands of dollars in damage.80 It would be surprising if there were not more such incidents involving offshore drilling equipment. Jane’s Intelligence Review noted in late 2009 that “with many offshore oil rigs increasingly using unmanned robot platforms, hacking into their control systems could cause major damage to systems and disrupt or potentially halt oil production.”81 Not to mention cause another environmental disaster.

There is no shortage of people who get satisfaction from harming others, often with self-righteous intentions. And if we have learned one lesson about technology, it’s that it disperses itself quickly. Capabilities, materials, and expertise that only a few years ago belonged to only a small number of nation-states—the ability to launch a satellite, for instance, or access to high-resolution space photography and high-tech  materials such as titanium—are now widely available. This trend is accelerating. And just as the rain falls on the just and unjust alike, technology is available to do evil as well as good. Cyberattack expertise that today is found only in espionage agencies and state security bureaus will percolate quickly into the hands of those whose uses for it we will not be able to control.

Sophisticated attacks using advanced, persistent malware are increasing, and as the Stuxnet episode demonstrated, the risk of large-scale disruption to the grid and other critical infrastructure is on the rise. The cost of ignoring this risk could be disastrously high for the nation and could put many firms out of business. Rational businesses and a rational government buy down risk, but those who run our critical infrastructure are not doing that.

Here is yet another lesson that we’ve failed to take to heart, unlike our chief rival. The Chinese lead the world in adopting security measures to protect their critical infrastructure.82 As we’ll see in the next chapter, China has also displayed remarkable foresight by imagining a new kind of warfare that takes the fight far away from the traditional battlefield—perhaps to our doorstep.
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 BETWEEN WAR AND PEACE

[W]ar will not be waged by armies but by groups whom today we call terrorists, guerillas, bandits and robbers, but who will undoubtedly hit on more formal titles to describe themselves.

—Martin van Creveld, The Transformation of War1

[T]here is a gray area between peace and war, and the struggle will be largely decided in that area.

—Richard M. Nixon, The Real Peace2

 

 

 

 

IN 1988, five years after the U.S. military’s walkover invasion of the Caribbean island of Grenada, and a year before the Berlin Wall crumbled, an obscure lecturer on information warfare announced at Beijing’s National Defense University that the battlefield of the future would be invisible. That battlefield would consist, he said, of “information space.” The phrases “information warfare” and “information space” elicited quizzical expressions among military officers and civilians alike, in China as well as in the United States, in the 1980s. Apart from top-secret practitioners of electronic spying, at which China was decidedly  in the minor leagues, only a few cognoscenti had any idea what such phrases meant. Nonetheless, the lecturer insisted that the main factor in determining future victors would not be heavy armaments and massed armies, but information. And the objective in warfare would not be killing or occupying territory, but rather paralyzing the enemy’s military and financial computer networks and its telecommunications. How? By taking out the enemy’s power system. Control, not bloodshed, would be the goal.

The lecturer’s name was Dr. Shen Weiguang, and although he’s now regarded as the founding sage of Chinese information warfare theory, his views were then on the fringe in strategic circles in the Middle Kingdom. “Virus-infected microchips can be put in weapon systems,” he pointed out. “An arms manufacturer can be asked to write a virus into software, or a biological weapon can be embedded into the computer system of an enemy nation and then activated as needed.... Preparation for a military invasion can include hiding self-destructing microchips in systems designed for export.” Tactics like these, he said, could have profound strategic implications if carried out carefully and systematically. They could “destroy the enemy’s political, economic, and military information infrastructures, and, perhaps, even the information infrastructure for all of society.” If China could do that, Shen said, it could achieve the greatest of all strategic military objectives: It could “destroy the enemy’s will to launch a war or wage a war.”3

This was a startling and completely untested application of strategic theory in the new information age, but Shen was firmly within China’s ancient tradition of strategic thinking. Subduing the enemy without battle, the salient abandoned because no longer defensible, the manipulation of the enemy’s mind-set: these concepts are familiar to readers of Sun Tzu’s twenty-five-hundred-year-old Art of War. But Shen was now proposing to apply them in a new way. His military audience must have been skeptical. The People’s Liberation Army was Mao Tse-tung’s army, and Mao had founded it on long marches, popular uprisings, and human wave attacks by masses of peasant soldiers  fed on millet. “People’s war” was bedrock PLA doctrine. “The richest source of power to wage war lies in the masses of the people,” Mao had taught. “[D]estruction of the enemy is the primary object of war . . . because only by destroying the enemy in large numbers can one effectively preserve oneself.”4

Against this history, the notion of “invisible battlefields” must have seemed bizarre. It was also overstated, as many all-too-visible battlefields have demonstrated in the intervening years. Shen had nevertheless grasped a fundamental truth, but it would take more than a lecture to awaken the PLA to what was happening to modern warfare.




 Wake - Up Call 

The wake-up shock arrived in January 1991. The previous August, the Iraqi army under Saddam Hussein had invaded Kuwait, installed a puppet regime, and begun looting the country. International condemnation quickly ensued, and in the following months the United States assembled a remarkable coalition of international military forces on the Saudi side of the Iraqi border. President George H. W. Bush issued an ultimatum to Saddam: Get out of Kuwait by January 15 or be attacked. Saddam was unmoved. On January 17, coalition aircraft began a thirtyeight-day bombing campaign as a prelude to invasion. The coalition then launched a ground war against the Iraqi army and Republican Guard—a fight regarded as more evenly matched than the air campaign. That was an illusion. By the time the Americans called a halt a mere one hundred hours later, the Iraqi army had suffered tens of thousands of casualties, and many had died. It had completely fallen apart. In contrast, the entire coalition suffered only about a thousand casualties, mostly wounded. Although Bush’s skill in quickly cobbling together an international coalition was of paramount political importance, the war itself was fundamentally an American affair. Indeed, none of the other coalition armies, even the British, were technologically equipped  to fight on the same battlefield with the Americans. And the results were awesome. One much-quoted Chinese source summed it up this way: “The U.S.-led multinational force crushed 42 Iraqi divisions, and the Iraqi forces suffered 30,000 casualties and 80,000 prisoners; 3,847 tanks, 1,450 armored vehicles, and 2,917 artillery pieces were destroyed, while the U.S. forces only lost 184 people, but incurred the enormous cost of $61 billion.”5

The first Persian Gulf War made the Chinese sit up straight and pay attention. They had seen an Iraqi army of some 650,000 men (backed largely by Chinese tanks) utterly smashed in its own backyard, with unheard-of speed. They were shocked. If the Americans could do that to the Iraqis, what would stop them from destroying the PLA? From the Chinese point of view, the Gulf War “changed the world.”6 There would be no repeat of Chinese victories in 1950, when waves of Red Army troops swept across the Yalu River into Korea and forced Allied troops under General Douglas MacArthur into retreat. For decades to come, a head-to-head fight with the Americans would be suicide.

So, like other militaries around the world, the PLA went to school on what the Americans had done and how they did it. And what they saw was a global electronic system of communications, command, control, and intelligence—C3I—that took their breath away. Here’s an amazed Chinese account of how Patriot missile defenses worked during that war: “After a [support] satellite identified a target, an alarm was sent to a ground station in Australia, which was then sent to the central command post in Riyadh through the U.S. Cheyenne Mountain command post, after which the ‘Patriot’ operators were ordered to take their battle stations, all of which took place in the mere ninety-second alarm stage.”7 Computerized command and control meant almost instantaneous information, and the Chinese war planners began to understand that control of information was, as they put it, “the new strategic high ground”8 and the linchpin of the modern American way of war. Nor did the Chinese fail to notice the birth of a new age of “overnight”  alliances, bringing to an end, some of them thought, to “the age of fixed-form alliances which had begun with the signing of the military alliance between Germany and Austria-Hungary in 1879.”9 Finally, the Chinese saw that war—and therefore national security—was a matter of economics. Who else but the Americans could spend $61 billion on a war halfway around the world with the world’s best armor and weapons supported by a network of satellites and far-flung ground stations? The Soviets had tried—and had gone bankrupt trying. By the end of 1991 the Soviet Union had collapsed without a shot being fired, a victim of American economic warfare—or, as we would say, of competition. If you could not compete with the Americans economically, you could not fight with them either—at least, not on a grand scale.

Meanwhile, an influential group of American thinkers was cheerfully reaching the same conclusion. But this group, which consisted principally of neoconservatives, went further. In their view, the fog of war, the inevitable confusion that envelops commanders and soldiers alike in the heat and confusion of battle, had been permanently dissipated. With the world’s best C3I, perfect, total situational awareness during battle was now achievable. No nation, they concluded, could ever again challenge the United States militarily. This assessment had profound implications for the future structure of American military forces, and it was an important factor in making U.S. forces lighter, more flexible, and more technologically dependent. We could begin to move away from a heavy army, heavy equipment, and heavy but immobile artillery.

Donald Rumsfeld was among the group that saw this possibility, and when he again became defense secretary under President George W. Bush, he pushed this agenda hard. But like any really important idea, when pushed too far it led to serious mistakes. Victory may teach lessons, but it also breeds self-satisfaction. Defeat and fear are better instructors. So as the victorious Americans were preening over what they had done, the Chinese were drawing other conclusions. If the Americans could not be directly confronted militarily, at least for  another twenty-five years, who said China’s challenge to the United States had to come as a direct military confrontation? There were other ways to weaken the beast. China would rise economically and assert itself diplomatically. It would become an innovator, not a copier (like the Japanese). And if China needed technology faster than it could invent it, China could steal it—electronically. As for the U.S. military, C3I might be its greatest strength, but the Chinese saw that C3I was fragile, so it was also the American military’s point of greatest vulnerability. Just as control of information had been the key to the American victory, paralyzing or corrupting information systems would be the key to preventing American victory. If the U.S. military could be made suddenly blind and deaf, it would be a useless instrument. The fog of war had not disappeared permanently. On the contrary, with the right preparation it could be reimposed at will. This would be information warfare. Dr. Shen had been right all along.

 

 

Eight years later, 1999

 

NATO is conducting bombing operations against Serbian forces that were seizing large parts of Kosovo and systematically killing Albanians and Muslims. James Rubin, the State Department spokesman, is explaining why NATO, which had the power to take down the Internet in Serbia and Kosovo, was keeping it open: “Full and open access to the Internet,” he proclaims, “can only help the Serbian people know the ugly truth about the atrocities and crimes against humanity being perpetrated in Kosovo by the Milosevic regime.”10 Translation: We can keep Milošević from using the Internet by taking it down, but if we do that, then we won’t be able to use it either. And we need it.

The Kosovo conflict is sometimes described as the first war on the Internet, but Kosovo did not involve a battle to take the Internet down or control its use; the United States decided not to do that. Rather, the conflict involved a struggle for hearts and minds in which the Internet was the main tool. Governments and nongovernment organizations  competed fiercely on the Internet to put out their own stories and attack one another. Hackers and activists used it to assail the Belgrade regime or NATO—or both—and to deface each other’s Web sites. Individuals used it to describe the horrors they had been through—all for an international audience.11 In this sense Kosovo was merely a new chapter in the ancient tradition of wartime propaganda, but with one very big difference. The mass propaganda machines of the twentieth century had been perfected in the era of radio, whose potential the Nazis had immediately grasped, and which they exploited brilliantly. Mass radio, and later television, were easily controlled by totalitarian regimes. You broadcast from one place that was easy to find, using equipment that was difficult to hide, and your point of view was disseminated to the world. The input was centralized and active, the listeners dispersed and passive. The Internet was different. Users were dispersed but they were not passive; input came from everywhere. The Internet was becoming the chief tool of mass communications, especially when radio and TV stations could be destroyed or silenced. If NATO wanted to keep the Net open, it had no choice but to let its enemies use it too. And they did. Not only were the Serbs using the Net to communicate; they were also using it to harass their enemies. Hackers in Belgrade, for example, sent streams of ping commands to NATO’s Web servers in an elementary denial-of-service attack—a tactic first used a year earlier by Tamil insurgents in Sri Lanka. (“We are the Internet Black Tigers and we’re doing this to disrupt your communications.” 12) In this kind of war, where was the information advantage? Nor could NATO reply in kind, because so long as NATO wanted to use the Internet too, its forces had no targets to hit. Here was an asymmetric advantage to the weak side.

Meanwhile, a version of war fog was creeping in through the backdoor, unnoticed by NATO air commanders. NATO battle-damage analysts did not figure it out until later, but the Serbs were impressively adept at spoofing juicy bombing targets with decoy tanks and aircraft, which they made using painted canvas and wooden frames. Some of  the decoys even had heat sources to attract heat-seeking missiles from NATO aircraft. 13 This was a low-tech deception triumph against the world’s most high-tech aircraft. In the classical fog of war you knew when you were confused. Here, in contrast, deception was masquerading as perfect clarity, aided by NATO’s wonderfully self-convincing real-time aerial video of blown-up matériel. Only a systematic study of after-action photographs of the supposedly destroyed armor would later disclose the truth.

The Chinese watched all of this, fascinated.14 As a leading PLA source on information warfare put it, “[I]n spite of NATO’s near total information superiority, its battlespace awareness was manipulated by the Serbian armed forces” repeatedly and effectively, and “Serbian civilian and military personnel were able to use civilian telephone and radio links to pass military information.”15 At the same time, the American information masters were finding that too much information could lead to the same result as too little. Admiral James Ellis, the American commander in Kosovo, called it “information saturation.” And as every meteorologist knows, when the atmosphere becomes saturated, the result is fog.16

The United States and its NATO allies achieved some of their aims during the Kosovo campaign, but they did not succeed in removing Milošević from power. The Balkan forests and mountains were not the Iraqi desert, in which destroying massed armor had been like shooting fish in a barrel for unmolested allied aircraft. And Serbs were not Iraqis. Culture and terrain still mattered in war. In spite of overwhelming technical disadvantages, the Serbs continued to communicate effectively on the Internet during the conflict, and their low-tech deception campaign had been enormously successful in distracting coalition aircraft from high-value targets, inducing them instead to waste tons of expensive ordnance on worthless decoys.

Information dominance remains a bedrock principle in both U.S. and Chinese war-fighting doctrine, essential to establishing naval and air superiority.17 In Kosovo, however, the Chinese saw the issue  through the other end of the telescope. By corrupting NATO’s information flow, the Serbs had significantly reduced the importance of air superiority. Here was an example in information space of a venerable concept in Chinese strategic thought: the defeat of the superior by the inferior. But the Chinese were not interested in partial success and canvas decoys. They saw bigger possibilities.




 “The War God’s Face Has Become Indistinct”18 

If the First Gulf War made PLA military planners pay close attention to American battle prowess, the appearance in Beijing in 1999 of a volume called Unrestricted Warfare returned the favor. This book gave Pentagon strategists an alarming window into Chinese thinking about the nature of their engagement with the Western world, particularly the United States. The authors were two senior PLA colonels from China’s rising military elite, Qiao Liang and Wang Xiangsui, whose work obviously had official sanction.19 Qiao and Wang argued that China should use all means, armed and unarmed, military and nonmilitary, and lethal and nonlethal, to compel the enemy to accept its interests.20 That sounds ominous—it was meant to sound ominous—but the thesis is actually pretty ordinary. How else and why else does any nation use its military and nonmilitary levers of power? But the authors’ shrewd and brash analysis of the impact of technology on warfare and communications since the first Gulf War, their embrace of electronic operations, and their discussion of virtually all international engagement in the vocabulary of war gave their work a sharp edge among the small cadre of professionals who think about such things.

Three years later the alarm bells grew louder when an obscure publisher in Panama published an English translation of the book with the subtitle China’s Master Plan to Destroy America, along with a color cover photo of the burning towers of the World Trade Center.21 Those  embellishments distorted a work that was less bellicose but more deeply threatening than images of 9/11 could convey. The authors were also highly intelligent and displayed an impressive familiarity with Western sources—literary and philosophical as well as military. The Prussian Carl von Clausewitz, and Mao after him, had called war “politics by other means.” Qiao and Wang seemed to be saying the reverse: Politics—and economics and communications and everything else—was war by other means. And while von Clausewitz had preached the doctrine of the decisive battle, Qiao and Wang said there would be no more decisive battles. Henceforth, they said (paraphrasing Eliot), when empires perished they would crumble like the Soviet Union, “not with a rumble, but a snicker.”22

The agents of imperial demise would certainly be backed up by military power—the Chinese have never wavered in that view—but the agents would be many and varied: economic, legal, public relations—and electronic sabotage. The success of George Soros’s then recent speculative attack on the currencies of several East Asian nations impressed but appalled the Chinese (who have pegged their own currency to the dollar in part to discourage such tactics). Soros and his traders had driven down the value of these currencies, forcing them into line with their true worth! But that point was lost on Qiao and Wang, as it was lost on noncapitalists (i.e., most people) around the world, who saw only economic chaos in Asia created by Western capitalists. To the authors of Unrestricted Warfare, these attacks were a form of economic terrorism on par with bin Laden’s bombings of U.S. embassies in East Africa, Aum Shinrikyo’s sarin gas attack in the Tokyo subway, and the depredations of malicious hackers on the Internet. They “represent semi-warfare, quasi-warfare, and sub-warfare, that is, the embryonic form of another kind of warfare.” Such warfare knows no boundaries, and against it, borders have no meaning.23

This was the kind of warfare that Qiao and Wang predicted and advocated. The American military could be stopped in its tracks because its command and control rode on porous networks that could  be penetrated, corrupted, or brought down altogether. Only arrogance could make Americans think that their seamless electronic brilliance had brought an end to the fog of war, for as any grade-school dialectician knows, every capability calls into being its countercapability. Military commanders and strategists (whether Chinese or American) who could think only in terms of heat, blast, and fragmentation would be left in the past—quietly outgunned, one might say, by the nonmilitary war actions happening around them. “[T]hose who only understand an imposing array of troops on the battlefield and who think that war is just killing people,” wrote Qiao and Wang, “. . . have been unable to understand this point.”24

From now on, according to the two Chinese colonels, it would be “difficult for the military sphere to serve as the automatic dominant sphere in every war. War will be conducted in nonwar spheres.”25 Using financial instruments to attack a nation’s currency could be seen as a form of battle. A CNN broadcast that showed the naked corpse of an American solider being dragged through the streets of Mogadishu could affect America’s determination to fight. In effect, CNN was conducting a nonmilitary action with warlike results. Nonwar actions like these, the colonels said, were what future war would be about. It would transcend all boundaries and limits. It would be, in short, “unrestricted warfare.”26 Theirs was not a Hitlerian vision of total war, however. Bloodshed and lebensraum were not its goals. “ ‘Although ancient states were great,’” the colonels warned, quoting the ancient Chinese strategist Sima Rangju, “ ‘they inevitably perished when they were fond of war.’ ”27 Could Americans understand these things? Qiao and Wang thought not. Americans, they said, only understand technology.

 

 

THE POSSIBILITIES FOR cyberconflict went on prime-time display in April 2007, in the tiny Baltic republic of Estonia. The Estonians had decided to remove a monument to the Russian war dead of World War II from the center of their capital, Tallinn, and move it to a military  cemetery. To them the Russians weren’t liberators from the Nazis; they were just the next occupiers. Russian nationalists were insulted; Russia had lost tens of millions to combat, massacres, disease, and starvation in the war against the Nazis, and the perceived insult to their war dead produced widespread outrage. The Russian-speaking population in Estonia went on a two-day rampage. At the same time, Estonian governmental and financial institutions were hammered with a distributed denial-of-service attack from thousands of captive computers organized into botnets. Estonian banks were shut down, remittances from abroad didn’t arrive, and government departments came to a standstill. In self-defense, the big credit card issuers shut down their networks, which made the situation worse. Not surprisingly, many of these attacks could be traced to Russia, some perhaps to the Kremlin. Estonia closed its electronic borders and began adding redundant capacity to their external connections as fast as they could, but the attacks continued for weeks.28

The Russian government took a “who, me?” approach to international accusations of complicity while refusing to cooperate in an investigation that could have proven who was involved. The following year an ethnic Russian Estonian was convicted of participating in the attack and, according to a report commissioned by the U.S. Air Force, “[c]onsiderable evidence suggests that he had help from parts of the Russian mafiya, which helped organize the hijacked computers for him, but there is still no solid evidence that the Russian state was involved.”29 That the Kremlin was complicit in these attacks seemed obvious, but in what ways? Did the government simply turn a blind eye? Were the attacks perpetrated by outraged Russian nationalists or by Russian criminal organizations that deal in botnet scams day in and day out? Did the Russian government at least implicitly encourage the attacks? Were the criminals in some cases working at arm’s length for the Russian security services? The answer to all of these questions is probably yes—but to what degree we don’t know. Very likely what began as a spontaneous and disorganized affair received  state encouragement and cover, but so long as the Kremlin refuses to permit an investigation, nobody can prove it.

Was this “war”? In the law and culture of the West, war and peace are an on-off toggle switch. Peace is what you have when you don’t have war, and wars are declared. There is no middle ground. 30 Such dualism is naive—and never more so than in the period since the end of World War II. Since 1945 the U.S. military has fought three conventional wars for a cumulative period of less than four years. In the same period it has engaged in counterinsurgency operations lasting a cumulative twenty-three years.31 In Estonia the war/not war inquiry was not an idle question. Estonia was by then a member of NATO, and some in Tallinn were calling for the government to invoke Article V of the NATO treaty, which states that an attack on one NATO member is an attack on all of them. NATO members, including the United States, glanced over the brink of this cliff and said no. And there must have been at least three good reasons. First, declaring war means you must go to war. No American president could afford to declare war and then fail to make war. Nor was there a rule that a conflict that began in cyberspace had to remain there. American doctrine states that the United States is not obliged to respond in kind to an attack: cyber for cyber, missile for missile. We reserve the right to respond in whatever manner we think fit. A cyberwar could therefore have turned hot quickly. Second, the attacks had produced no physical damage and no death. Calling such a cyberattack “war” would therefore have lowered the threshold definition dramatically. And third, when you declare war, you must declare it against somebody specific. In this case, if the cyberattacks had produced physical damage and death, the evidence of Russian involvement might have sufficed, but the precedent of declaring war in a case with ambiguous attribution, when the identity of an attacker can be spoofed, could not have been appealing.

In the end, the cyberattack on Estonia did not produce war among states, but it did result in NATO beginning to pay lots of attention to cybervulnerabilities.32 Nevertheless many Western commentators  began to refer to Estonia as the “first cyber war.” But that’s not how the Chinese saw it. They remembered earlier U.S. cyberoperations against Iraqi networks on the eve of the first Gulf War, and they knew very well that they had themselves turned a blind eye, much as the Russians did, toward semiorganized attacks by their own nationalistic hackers against anti-Chinese targets in Vietnam, Indonesia, and elsewhere, beginning as early as 1997.33

The Chinese see conflict on all fronts—but they do not see conflict as inconsistent with cooperation where interests intersect. They refer to conflict as “warfare” or “subwarfare” in the international arena as readily as Americans refer to various domestic programs as “wars” against this, that, or the other undesirable social condition. In contrast, the rigidity of American doctrinal dualism—either we’re at war or we’re enjoying peace—crudely simplifies our understanding of international relations. To the Chinese, it must seem childish. But within the American national security establishment, the vocabulary of conflict is also warlike in the absence of declared war: We are stocked with self-described cyberwarriors who for the most part are not soldiers in the usual sense but geeks employed by a military or intelligence organization. Alvin and Heidi Toffler foresaw this happening as early as 1993, when they wrote, “If the tools of warfare are no longer tanks and artillery, but rather computer viruses and microrobots, then we can no longer say that nations are the only armed groups or that soldiers are the only ones in possession of the tools of war.”34 This blurring creates genuine confusion about who’s a soldier and who’s not, and this confusion is both substantive and legal, since a nonsoldier engaged in war is an irregular combatant and not entitled to the protections of the Geneva Conventions.

War talk has changed in other ways too. As Colonels Qiao and Wang see it, “All of the prevailing concepts about the breadth, depth and height of the operational space already appear to be old-fashioned and obsolete.”35 Strategists everywhere have therefore stopped talking about “battlefields.” They now talk about “battlespace,” which has created confusion about who’s in that space and where that space is. As  the colonels point out, this confusion is deepened with the dissolution of the boundary between military and civilian technology. In their view, the battlespace is now everywhere.36

 

 

“Water does not have a constant shape.”37

 

The Chinese are forcing Mao’s PLA into the twenty-first century as fast as they can, and have launched the most ambitious naval modernization program since the PRC was founded in 1949.38 Yet the principle of the “people’s war” remains a pillar of military doctrine as well as national mythology, and they have not abandoned it.39 But instead of embodying this principle in masses of poorly armed peasants, the Chinese now see it living in legions of hackers ready to defend the nation in cyberspace. “In the high-tech local war which we will face in the future,” writes a prominent military strategist who enjoys official approval, “the role of the masses” looms large, and the “great power of the people’s war” will be unleashed through military and nonmilitary means in all aspects of life. 40 As applied in cyberspace, however, this was a doctrine chasing the reality of hacker life in China. In 1997 there were just seven Chinese hacker Web sites, all of them rudimentary, all of them with content copied from abroad. That began to change when anti-Chinese riots broke out in Indonesia in 1998, and nationalistic hacker groups like the Green Army and the Red Hacker Alliance retaliated against Indonesian networks .41 All of a sudden, patriotic hacker groups were blooming like a hundred flowers all over China.

In May 1999 the Red Hacker movement got a huge boost of energy when NATO bombed the Chinese embassy in Belgrade during the Kosovo War.42 Red Hackers were outraged and quickly launched a powerful DDOS attack that shut down the White House Web site for three days.43 “Never has such an emotional impact on a nation occurred since the advent of the Internet,” declared one Chinese blogger three days later. “Even though I was just facing a computer monitor, I could feel the patriotic spirit of my friends on the Internet.” Another  pleaded, “Hackers, who love and protect the motherland, please teach me how to hack the Yanks. I hope you will accept me as a follower so that I can make my contribution to the motherland.” The outpouring of electronic patriotism in the face of national injury was overwhelming. New members of another hacker group, the Chinese Eagle Union, solemnly pledged “to put the interests of the Chinese nation above everything else” and “to do everything in my power to make the Chinese rise up.”44 No Western country has experienced such a spontaneous wave of unofficial support from a self-identified cyber national guard, and a prominent Chinese hacker explained why: “Unlike our Western counterparts, most of who [sic] are individualists or anarchists, Chinese hackers tend to get more involved with politics because most of them are young, passionate and patriotic.”45

The midair collision two years later over the South China Sea between a U.S. Navy EP-3 reconnaissance plane and a PLA fighter—the latter piloted by a cowboy whose risky antics were well-known to our crews—set off another round of electronic skirmishes. Never mind that our plane was in international airspace or that the collision was caused by the recklessness of the Chinese pilot; the Red Hacker community was enraged. Members of these groups are not controlled by the central government, which from time to time has arrested some of them for criminal behavior. Yet the government whips them into a frenzy when it suits its purposes, with patriotic injunctions to counter “foreign forces subverting China via the Internet,” and so on.46 The PRC recruits its own network techies through hacker Web sites to harness this energy.47

Between these amorphous hacker groups and the PLA’s network professionals lies a murky middle layer whose shape, not surprisingly, is indistinct, but whose mission—information warfare (IW)—is not. In 1998 the PRC launched what may have been its first experiment with a cybermilitia: a forty-person unit in a state-owned enterprise in Datong City, Shanxi Province, which had a rich talent pool drawn from some twenty universities, institutes, and companies.48 Militias are neither  official government cadres nor freelance hackers. They operate in ambiguous space, connected to one or another government office by a loose string. A twitch of a government finger tightens the string, either to restrain or direct an operation. The PLA has been actively creating IW militias since about 2002, recruiting from universities, research institutes, and commercial IT companies, especially telecom firms. Some accounts call these cadres an “active reserve,” comprising eight million network operators under direct state control.49 We can’t count on the accuracy of these estimates, but we do know that such cadres receive government funding, work in government-affiliated institutions or front companies, and are subject to some degree of government control. We also know that China’s Academy of Military Science has endorsed the formation of cybermilitias and “directed the PLA to make the creation of such units a priority.” In some cases they undergo light military indoctrination.50

The Chinese attacks on Google in late 2009 allowed us to glimpse how some of these militia units work.51 The attacks were based on a previously unknown vulnerability in Microsoft’s Internet Explorer that had been mentioned in Chinese language publications. The attacks themselves were pulled off by a combination of security professionals, contractors, and consultants, and at least some of them were routed through servers at two Chinese educational institutions. Routing an attack through an educational institution makes attribution especially difficult, because the user of any particular machine is often impossible to identify, and security practices at universities are notoriously weak. As we saw in chapter 3, one of the institutions was Lanxiang Vocational School. Lanxiang is particularly close to the government. It actually helped create one of China’s principal censorship tools, which is known as the Great Firewall of China, and many of Lanxiang’s graduates end up as network operators in the PLA. Of course both Lanxiang and Jiao Tong denied any involvement—which may simply mean (if it’s true) that the academic administration was not involved. Could a group of students or faculty have organized these attacks without the  knowledge of the schools’ administrations? Perhaps. Was it technically possible for third-country actors to run these attacks through China? Yes, if they also had cyberwarriors fluent in Chinese who had combed Chinese language journals in search of the code involved. In that case, however, the Chinese had the forensic tools to trace the attacks backward from Chinese servers to their source. Yet the PRC kept mum. And why would a third-country actor have used the attacks to spy on internal Chinese dissidents—which is what happened? As we saw earlier, we now have other intelligence that confirms the attacks were authorized by high officials of the Chinese state—but conducted at arm’s length from the government.

The Chinese never tire of criticizing Americans’ lack of subtlety, even as they praise us for our flexibility, adaptability, and ingenuity. “Most Americans,” Shen said dismissively, “see IW as a way of fighting. This is because they approach IW mainly on a technical or purely military level.” Chinese thinkers find this tendency “childish.”52 No doubt the Phrygian elders similarly thought Alexander childish when, according to legend, he was unable to untie the Gordian knot. Alexander’s method of resolving the conundrum—he cut the knot with his sword—was certainly not subtle, but it proved entirely effective. The American dislike of subtlety and our bias toward technical and military solutions are undeniable; so is our difficulty with dialectics and other modes of nonlinear thought. Airs of intellectual superiority are the first refuge of an old culture resenting the new, however; and military officers who see inevitable conflict between China and the United States are probably more common there than here. Chinese and American military doctrines regarding cyberspace are today quite similar,53 though our idioms differ. As we’ve seen, the Chinese often speak of war when referring to any point on the continuum from economic competition to armed conflict. Americans are careful (for legal as well as operational reasons) to distinguish computer network exploitation from computer network attacks. Exploitation is espionage; attacks are attempts to degrade or paralyze an adversary’s information  systems. The Chinese speak of “informationalized” warfare, whereas Americans speak of “netcentric” warfare.54 Both mean essentially the same thing. Both seek “information superiority . . . capable of putting disparity in the enemy commander’s mind between reality and his perception of reality.”55 Both seek to employ “the core capabilities of influence operations, electronic warfare operations, network warfare operations, in concert with specified integrated control enablers, to influence, disrupt, corrupt or usurp adversarial human and automated decision making while protecting our own.”56

So why did Unrestricted Warfare create a furor among American military thinkers when it appeared in 1999? Because it made plain that the Chinese saw information warfare as a means of disruption, whereas military planners in Washington in the 1990s saw nothing but unchallenged information superiority and unobstructed operations long into the future. Americans saw their superiority as so great that we could enter an era of “not fighting,” because no one would challenge us. The Chinese saw instead a new way of fighting. According to Timothy Thomas of the U.S. Foreign Military Studies Office, the West hoped notions of not fighting would lead to clean information warfare rules to play by—“no casualties, just a victory from a stand-off position.” Unrestricted War upset this thinking. It showed that some in China might actually prefer conflict that wasn’t so clean. In information control, Americans had seen efficiency and order, command and control. The Chinese saw that too, but they also saw the value of chaos and asymmetric advantage. As Colonel Qiao put it, “[T]he stronger side is never the first to break the rules and use irregular methods.”57 This sounded like a bald threat to strike first in an electronic war.

In Chinese thought, asymmetric information warfare holds the potential to maneuver the United States—not into open traditional warfare, but rather into inaction. China has made no secret of how it would fight the United States, if it came to a fight. PLA strategy calls for combining network and electronic warfare against an adversary’s information systems at the start of any conflict.58 They would target the  communication and control nodes and so lead us to distrust our own systems59 and undermine our decision making, operations, and morale. Electricity, transportation, and financial networks would be punched out. Blindness and paralysis would follow—at least, that would be the plan.60 The PLA lays special emphasis on “public opinion war” and “psychological war.”61 Their goals are to “force the enemy side to regard their goal as our goal” and to “force the opponent to give up the will to resist and end the confrontation.”62 All this would be coordinated with hard power,63 until finally the enemy—that would be us—would be “forced to sign a dishonorable peace.”64

Let’s see how that strategy might play out.
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 JUNE 2017

INCREASINGLY WARM RELATIONS between Taiwan and the mainland turn sour in November 2016, when Beijing restricts certain airfreight traffic from the island in an attempt to protect its homegrown business in computer peripherals. Revelations in the Taipei Times of payoffs by PRC agents to several Taipei television news stations and civil servants in the governing Nationalist Party send tremors through the island and within the party. When the revelations are followed by the unmasking of a highly placed PRC spy in the office of the president, a third-party candidate for president of Taiwan—anticorruption but pro-mainland—throws his hat in the ring. His candidacy will produce a fractured vote, as in 2000 when Taiwan elected Chen Shui-bian from the DPP, or Democratic Progressive Party. Chen’s four-year term—the only time since 1949 that Taiwan’s government was not led by Nationalists—was a period of nonstop strife with the mainland. The elections will occur in late March.

 

 

February 10, 2017

 

A PLA navy destroyer in the South China Sea harasses commercial geological survey vessels from Vietnam and Brunei. These vessels are operating in their own exclusive economic zones, which conflict with those of China. They’re looking for oil. The South China Sea is ringed by the Philippines, Malaysia, Brunei, Vietnam, and China, and by Taiwan to the north, but China ignores their overlapping claims. China claims the entire South China Sea not only as its exclusive economic zone but also as its sovereign national territory. China’s foreign minister had told his Singaporean counterpart, while staring him down in a meeting in Hanoi in July 2010, “China is a big country and other countries [around the sea] are small countries, and that’s just a fact.”1 In line with that neighborly view of international law, China had for several years been warning international oil companies against surveying off the coast of Vietnam, and on several occasions the PLA navy had chased their vessels away.

The South China Sea is one of the world’s most crucial waterways. More than forty-one thousand ships pass through it every year. That’s more than twice the ships that pass through Suez, and more than three times the number traversing the Panama Canal. From the southeast, the sea is a bottleneck: More than half the global merchant-fleet tonnage enters it every year through the Strait of Malacca, a skinny neck of water between the Indonesian island of Sumatra and the Malay Peninsula. For the U.S. Navy, the strait is one of the world’s most important strategic passages, because it links the Pacific and Indian oceans. Control of the South China Sea would effectively give China control over the strait, and vice versa. Avoiding this passage would add thousands of miles to a voyage from Suez to Hong Kong.

 

 

February 16

 

Public opinion polls released in Taipei show a dead-even three-way split among likely voters in next month’s presidential election.

 

 

February 22

 

The unarmed USNS Sumner, an oceanographic sur vey ship, is tracking the HAN-class attack submarine 405 as it leaves its base through a huge underground tunnel on Hainan Island, heading southeast. This cat-and-mouse game goes on every day between blue water navies. As the Sumner approaches 10° north latitude, however, a PRC Jianghu III–class frigate passes dangerously close in front of its bow and switches on its gunnery control radar. This is like cocking a pistol in someone’s face at six feet. The Sumner veers sharply away, avoiding a confrontation. A shrill exchange of diplomatic protests follows, with the United States complaining about Chinese interference with international right of passage in the South China Sea, and the Chinese asserting that the United States was engaging in warlike activities within their exclusive economic zone. This is a replay of the dispute over the 2001 midair collision off Hainan Island between a U.S. Navy EP-3 surveillance plane and a Chinese fighter plane. This is not the first time PLA navy warships have bullied unarmed U.S. Navy survey vessels, but turning on the radar is a step up the escalation ladder, and both sides know it. In Taipei and Washington, reaction to the confrontation is immediate and loud.

The conflict between freedom of navigation and exclusive economic zones has been an unresolved sore point among maritime powers and coastal powers since the advent of the UN Convention on the Law of the Sea in 1982. The convention has been ratified or acceded to by 161 nations.2 The United States signed it in 1994 and generally abides by it, but the U.S. Senate has never ratified it. It has been so widely accepted, however, that it has arguably become customary international law, regardless of ratification. The convention requires that nations “refrain from any threat or use of force against the territorial integrity or political independence of any State.”3 The Chinese regard this provision as a weapon—not warfare exactly; call it “lawfare.”4

 

 

February 23

 

The Chinese foreign minister summons the U.S. ambassador in Beijing and tells him in blunt terms that the Chinese government regards with the utmost  gravity the conduct of warlike activities, including espionage, within its exclusive economic zone and sovereign territory, and China reserves the right to take all necessary measures to prevent their recurrence. In diplomatspeak, this is a threat to sink U.S. surveillance ships in the South China Sea—but it is not made public.

An hour later, through public channels that are well covered by the international media, the foreign minister states that, consistent with the convention’s requirement that nations resolve their differences peacefully, China proposes immediate bilateral consultations to avoid further confrontations between naval vessels of the United States and the PRC. In response to a planted question, the minister rejects the suggestion of a regional conference on the issue. The same day, the Web site of the English-language China Daily quotes a “senior government source” suggesting that the United States should exert itself more strenuously to bring renegade Taiwanese politicians into line. After all, such a course would be in accordance with the American One-China Policy, which has not changed since the Nixon administration. China’s only interest, the source says, is regional peace and stability.

 

 

March 19

 

China’s naval confrontations and aggressive rhetoric have the opposite effect on Taiwanese politics than Beijing intended. By a squeaky margin in a split vote, Taiwan elects a DPP government that is implacably anti-PRC.

 

 

April–May

 

U.S. attempts to cool off the new Taipei government get nowhere. Beijing condemns U.S. hypocrisy and meddling in “purely regional” issues and begins to reinforce mobile missile units on the mainland coast opposite Taiwan, raising the threat of invasion. On April 11, the PLA announces that its East Sea Fleet will begin amphibious exercises with the 1st Army Group, Nanjing Military Region. It simultaneously warns South Korea and the United States against holding naval exercises in the Yellow Sea, which China also claims. Intense consultations  are held in New York. Over private U.S. and very public PRC objections, Taipei announces a referendum on independence, to be held in mid-September. A red line is about to be crossed.

 

 

June 19

 

It’s Sunday, and the East Coast of the United States is sweating through the worst heat wave since the brutal summer of ’10. The lead editorial of the New York Times sharply criticizes the Taipei government. The United States had been prepared to go to war over Soviet arms in Cuba, it says; Taiwan is even closer to mainland China than Cuba is to Florida. It recalls that Douglas MacArthur called Taiwan an “unsinkable aircraft carrier” off the Chinese coast, but surely bellicose World War II–era metaphors like that have become irrelevant; no one envisions invading China. And what was America’s interest in Taiwan, really? Economic integration between the island and the mainland was already extraordinary. The principal U.S. interest in this regional issue, opines the Times, is that it be resolved peacefully. Though the Times is left of center, its point of view resonates widely with an American public that still suffers significant unemployment and has no taste for more wars in far-off places.

In another editorial on the same day, as New York experiences its first rolling brownouts in years, the same newspaper notes that calls for voluntary curtailment of energy use by both the White House and the mayor of New York City have been unavailing. The paper calls for aggressive regulation of energy use. It runs a story on the front page about three homeless people who have died from heat prostration in New York. Similar stories run in Atlanta, Washington, and Cleveland, which are all experiencing record heat.

 

 

June 21

 

Bilateral talks at the UN in New York break down as China, in an attempt to “encourage” diplomatic progress and warn Taiwanese voters, restricts commercial aviation between the island and the mainland. The following day a PLA navy frigate leaves the port at Ningbo, guns sheathed, and stands off Taipei in view  of land for twelve hours. It later circumnavigates the island and returns to base. Several amphibious units on the mainland go on active alert.

 

 

June 22

 

A carrier group from the Seventh Fleet, led by the USNS Gerald R. Ford, the United States’ first superclass carrier, steams east, ready for war.

 

 

June 23

 

Washington—12:20 P.M.

 

The temperature reaches 105 degrees for the third straight day. The electricity grid in the northeastern United States goes out. The Times’s immediate online editorial says, in effect, “We told you so.”

 

 

Washington—1:15 P.M.; Beijing—1:15 A.M. the following day

At a secret meeting in “the tank,” a secure room in the basement of the White House, the president turns to the four-star commander of U.S. Cyber Command, who is also the NSA director, and demands to know whether our grid is being attacked, and if so, by whom. “Sir,” she says, “under standing executive orders, the NSA has nothing to do with protecting civilian networks. That’s DHS’s responsibility.”

Annoyed, the president turns to the secretary of homeland security. “Well, damn it! Are we being attacked or not?”

The secretary, whose chief qualification for the job is that he ran the president’s victorious campaign in Ohio, turns to his new undersecretary for cyberdefense, who stammers, “Sir, uh, we’re evaluating that now. Very aggressively, sir.”

 

 

Washington—1:21 P.M.; Honolulu—7:21 A.M.

A marine colonel enters the tank and hands the president an urgent intelligence report from the U.S. Transportation Command, aka TRANSCOM: Five Marine F/A18-Cs from Guam, bound for Okinawa, have ditched in the Pacific, eight hundred miles from their intended rendezvous point with a tanker that was to  have refueled them in midair. “All pilots successfully ejected, CSAR ongoing,” the colonel says.

“What the hell is CSAR?”

“Combat search and rescue, sir. It will be some hours before we can get them out, sir.”

 

 

Washington—1:24 P.M.

TRANSCOM reports that just before Mayday calls went out, radio traffic from the ditched fighters indicated their rendezvous coordinates were different from those given to the tanker—for reasons the TRANSCOM commander will later be unable to explain to the secretary of defense. This is a Whiskey-Tango-Foxtrot moment—military slang for “What the fuck?”

 

 

Washington—2:09 P.M.; Beijing—2:09 A.M. the following day

CNN, Fox, BBC, and Al Jazeera are running PLA video showing Chinese sailors heroically plucking our exhausted fliers from heavy seas, safe and sound and expressing gratitude to their saviors. The frigate happened to be in the right place at the right time, at some distance from its usual area of operation.

 

 

Washington—3:15 P.M.; Honolulu:—9:15 A.M.

An hour later—following a video hookup between the president, the secretary of defense, and the commander of U.S. Pacific Command, or PACOM, overlooking Pearl Harbor—an additional carrier group detaches from the Fifth Fleet in the Indian Ocean and sails full speed for the Strait of Malacca.

 

 

June 24

 

Washington—12:41 A.M.; Honolulu—6:41 P.M. the evening before

A Chinese submarine surfaces undetected within half a mile of the Gerald R. Ford in midocean. The sub is powered by a quiet electric drive engine developed in a top-secret U.S. Navy program. Satisfied it has been seen, the Chinese ship submerges and disappears. The message is unmistakable: You can’t see us coming—and we could sink you if we wanted to.

Washington—9:45 A.M.; California—6:45 A.M.

The traffic control system in San Diego begins to blink. Back in the tank, the DHS secretary reports that his analysts have concluded that, yessir, we are being attacked. “No kidding,” the president mutters. He authorizes CYBERCOM (the U.S. Cyber Command) to retaliate against six specific parts of the Chinese grid.

 

 

Washington—10:32 A.M.; Beijing—10:32 P.M.

The Chinese have taken four of the six intended targets offline; they can’t be taken down remotely. The other two targets are hit: Xiamen and Chengdu go dark.

 

 

Washington—12:00 P.M.; San Diego—9:00 A.M.; Honolulu:—3:00 A.M.

The San Diego grid goes down, followed by the grids in Seattle (another big navy base) and Honolulu. In California’s Central Valley, turbines in three electric generators mysteriously blow up. The secretary of energy tells the president that this kind of equipment takes twelve to twenty-four months to replace.

“What?!” the president says. “Don’t I have emergency powers to deal with that?”

“We don’t make those generators in this country anymore, Mr. President—haven’t made them for years.”

“Who does make them?”

“India, sir. The Indians make them, and the Chinese.”

Meanwhile, for reasons the USPACOM commander in Honolulu can’t understand, we begin losing track of several more Chinese submarines. Frantic efforts by the director of White House communications have kept the story of the blown-up generators off the evening news, but it won’t stay quiet long.

 

 

Washington—3:00 P.M.

The treasury secretary informs the president that the Chinese have begun selling Treasury notes on the open market. In the next hour, all market indexes go into free fall and trading halts on U.S. markets—but not overseas. The dollar is being clobbered. The secretary has spoken with the Chinese finance minister, who regretted very much that domestic economic pressures had caused them  to start selling. The consensus of his staff, the minister said, is that they should sell much more—half a trillion worth—but that he, the minister, felt they should hold the line for now at $100 million. He sincerely hopes to begin buying as soon as domestic conditions in China permit.

 

 

Washington—5:45 P.M.; Beijing—5:45 A.M.

The president of China calls the White House. I am happy to say, he tells our president, that your airmen are safe and sound in our military hospital in Xiamen, which has excellent modern electrical generating capability, and we look forward to releasing them in a day or so, when they are fit. I also want to say how much I regret the difficulties you are having with those old electric generators in California. My staff tells me the Indians have a terrible production backlog. So do we, Mr. President, but in light of the great value we place on Sino-American friendship, we would be pleased to replace these generators as a high priority, and on favorable terms. That might be particularly important to you in case others were to go down, perhaps in more critical locations.

“One moment.” The president hits the mute button. “The son of a bitch is threatening to take out more generators. Can he do it?” The CYBERCOM commander looks at the DHS secretary. “Sir,” the secretary says, clearing his throat. “Sir”—his voice has gone squeaky—“we don’t know.”

“Don’t know! Didn’t you assure me last week that your critical infrastructure protection program was a one hundred percent success? Didn’t you?” The president is screaming. He turns to his secretary of energy: “The rest of the grid—is it safe?” The energy secretary shrugs and extends his hands as if to say, No idea, sir. At that point the secretary’s BlackBerry goes off.

“Goddamn it,” the president shouts, “I thought I told you never to bring one of those things in here!”

“Sorry, sir, I . . .”

“Sorry my ass. Get it out of here—now. For all you know, that thing is a direct pipe to Beijing.” The DHS secretary turns pale and slips his hand into a pocket to make sure his BlackBerry is turned off. A colonel breaks in with a message: The Omaha Public Power District is reporting erratic behavior on its SCADA networks. Omaha is home to U.S. Strategic Command.

“Jesus Christ,” the president says, and hits the mute button again.

“Mr. President,” our president says, “thank you for your call. I’m sure you’d agree that it is in the interests of both of our countries to reduce the current dangerous level of tension. Our defense secretary is prepared to open talks with your side immediately to achieve that . . .”

“Mr. President,” their president says, “I appreciate your attitude, but I think perhaps you do not understand. The progress of your carrier groups toward China’s coast is an immediate threat to China’s security and integrity, and we will not tolerate it, sir.” And he repeats, his voice rising, “We will not tolerate it! If the carrier group from your Fifth Fleet does not alter its course within forty-five minutes”—he’s now practically yelling—“we will disrupt the power grid in your northern midwestern states and throughout your Pacific coast. If this naval war party—or any American warship in the future—enters the Strait of Malacca we reserve the right to treat its progress as an act of war. If the Gerald Ford or its sister ships proceed east of 122 degrees east longitude, our missiles will sink them.” Then, more quietly: “We respect your navy, Mr. President, but please—please do not underestimate our capabilities. They are based, as you undoubtedly know, on excellent technology!

“I do not wish to be impolite, Mr. President; I will not ask you to reply now. I will know your reply in forty-five minutes. I sincerely hope, Mr. President, that our foreign secretary and your secretary of state can meet within thirty-six hours to produce a joint communiqué restating that the bedrock foundation of our relations since 1972 remains intact, and that any effort by the current regime in Taipei to alter that foundation would be vigorously opposed by both of our governments. Thank you, Mr. President, and good-bye.”

Click.

Half an hour later the carrier changes course.

Thus it was that in a dispute in 2017 that appeared to be entirely about Taiwan, the United States of America lost the freedom of navigation through the South China Sea. As a result, China’s effective defense perimeter was pushed outward one thousand miles south of Indonesia and east of the Philippines, drawing Vietnam, Cambodia, Thailand, Malaysia, Singapore, Indonesia, Brunei, Papua New  Guinea, and the Philippines much more tightly into the ambit of Chinese “persuasion,” and making it clear to the governments in Canberra and Tokyo that they had serious thinking to do about their geopolitical allegiances.

The joint communiqué that followed was the most vigorous statement of international cooperation that China and the United States had issued in many years and was hailed in Western capitals as a triumph of statesmanship.

The referendum proposal in Taiwan? That was defeated.




 Could This Happen? 

I’m not predicting this scenario, but it’s well within the realm of possibility. And we would be foolhardy not to prepare for it. With the exception of successful attacks on our electricity grid—and we know the grid is vulnerable—virtually every aspect of this fictional scenario has already happened . The Chinese contention that their economic zone overrides the right to free navigation in international waters is a matter of record. Confrontations between PLA navy warships and unarmed vessels in the South China Sea have already occurred much as described. The capabilities of Chinese warships are in fact catching up fast with our own—because they’re based in significant part on stolen U.S. Navy technology. The mismatch between the Department of Homeland Security’s cyberresponsibilities and its capabilities (they’re extremely weak) is well-known. Chinese hackers really have penetrated networks at TRANSCOM, which controls tanker refueling schedules. The incident of the Chinese submarine surfacing undetected amid a U.S. Navy carrier group really did happen. Diesel-electric generators that keep our lights on really do come from India and China; we don’t make the big ones any longer. And of course the People’s Republic of China is the largest holder of U.S. government debt. It would be foolhardy for U.S. government officials to believe that such events could not be made to occur in a choreographed sequence like the one described above. But so far in the United States we’ve been able to talk about this danger only  as an argumentative replay of the old black-and-white, war/not war dichotomy. Here’s what the discussion sounds like so far:The United States is fighting a cyberwar today, and we are losing. It’s that simple.

—Admiral Mike McConnell,
 former director of national intelligence5

The biggest threat to the open internet is not Chinese government hackers or greedy anti-net-neutrality ISPs, it’s Michael McConnell, the former director of national intelligence.

—Ryan Singel, blogger6





This kind of exchange easily degenerates into a shouting match that obscures the complexity of the problem, perpetuates confusion about the meaning of war, and confirms the Chinese view that American thinking on the subject is superficial. Words like cyberwar, netwar, and information war mean different things to different people. So let’s simplify the issue and assume that these three terms are synonymous (as indeed they usually are), and then let’s ask: What is a cyberwar, anyway?

At least six different situations have been called cyberwar:1. Electronic propaganda

The Kosovo War in 1998–99 involved frantic competition for propaganda advantage using the Internet. None of the parties sought to bring the Net down. There were plenty of attacks on infrastructure, but they involved physical bombs, not logic bombs.

 

2. Massive DDOS attacks

The first Internet war was a series of DDOS attacks by Russians against Estonian banks and government institutions in 2007. This was indeed a cyberattack against a nation-state. We have suffered similar attacks in the United States. On July 4, 2009, for example,  a DDOS attack that probably originated in North Korea shut down the White House’s Web site—but not its communications—for three days. We do not treat DDOS attacks as acts of war, however, and we are pretty good at fending them off. It is highly unlikely that the United States could be similarly paralyzed by such attacks. The U.S. communications infrastructure is too robust and redundant, and the country is much larger than Estonia.

 

3. Strategic cyberwar

A strategic cyberwar would be a solely electronic war against infrastructure—railways, the power grid, or air traffic control, for example—or against forces. This has not happened, and it is very unlikely to happen. Its effects would be too difficult to predict, in part because the state of an adversary’s defenses would be uncertain. The diplomatic, electronic, and possibly physical consequences of attempting such an attack would also be too severe to warrant the risk. Just because a conflict begins in cyberspace doesn’t mean it must remain there. In addition, a massive strategic attack could probably not be limited to a single target country, so the risk of disrupting international financial markets, telecommunications, and infrastructure would be significant. No nation wants to do that.

 

4. Electronic sabotage

Electronic sabotage operations generally occur through what is known as a supply chain operation—that is, compromising sensitive electronics to make them fail, as the CIA brilliantly did during the 1970s.7 Starting during the détente years of the Nixon administration, the Soviet leadership understood that they were years behind the West in technology. So Soviet intelligence agencies geared up to steal from Western—especially American—sources what they lacked, particularly computers and microchip technology. To this day, no commercially viable computer chip has ever been manufactured in Russia. The Soviets packed trade and agriculture  delegations with intelligence officers, and in one case, a Soviet guest visiting Boeing put adhesive on the soles of his shoes to pick up metal samples. Still, nobody wanted to believe warnings from CIA counterintelligence officials that the Soviets were engaged in wholesale economic espionage, because nobody could prove these incidents were part of a grand design. Meanwhile, the Soviets, often through front companies, were stealing radar, machine tools, and semiconductors—all items that were embargoed to the Soviet bloc during the cold war. American views changed in July 1981, however, when the French disclosed to President Reagan that they had a Russian defector in place who had revealed the entire Soviet operation, known as Line X. The defector was Colonel Vladimir I. Vetrov, known to the French as Farewell. So in early 1982, the CIA and National Security Council officials proposed to launch a classic counterintelligence operation: Rather than roll up this espionage network, they would use it to advantage. They now had the Soviet shopping list, why not help them fill it—but with “improved” products designed to pass initial Soviet quality control tests but later fail? President Reagan readily approved the plan, and in due course, flawed microprocessors were built into Soviet military equipment, turbines designed to fail found their way into a gas pipeline, and thoughtfully imperfect plans wreaked havoc with chemical plants and a tractor factory.8 William Safire of the New York Times finally broke this story in 2004. According to Safire’s source, the Soviets wanted to automate the operation of their new trans-Siberian gas pipeline but lacked the technology to do so. They applied for an export permit, and when we rejected it, the KGB sent a spy into a Canadian company to steal what they needed. Farewell tipped us off to the plan. The CIA then made sure our friends got what they wanted—sort of. The goods the Soviets so cleverly filched were programmed to run the pumps to produce pressure far greater than what the pipeline joints and valves could  withstand. As Safire reported, “The result was the most monumental non-nuclear explosion and fire ever seen from space.”9

Supply chain attacks involve corrupting a product at the place of manufacture or—more often—somewhere along the line between the manufacturer’s loading dock and the point of delivery. Supply chain integrity is a major concern of every large company, whether a food supplier, an electronic manufacturer, or a medical device company. The food supplier does not want to sell poison. The electronics firm wants software that does what it’s supposed to do—and that does not do something else. The medical device company wants to know its titanium screws really are made of titanium and machined to the right tolerance. Counterfeits could kill patients and lead to massive liability. But food, electronics, and medical devices come from all over the world, so policing supply chains is a major headache—including for the military. The Pentagon has found counterfeit computer chips in military jets, for example.10 The equipment on modern fighter aircraft uses hundreds of computer chips, but many of them come from abroad—which increases the ease of sabotage—because that’s where most of the manufacturing capacity has moved. Whether the Pentagon fell for a foreign intelligence service’s supply chain operation (probably not) or simply bought chips from a corrupt contractor intent on making more money, counterfeits invariably mean degraded performance. In January 2010, a software flaw in the Pentagon’s GPS network disrupted satellite communications. In 2007, six brand-new stealth F-22 Raptor jets were lucky to find their way back to base when their computers went down.11

 

5. Operational cyberwar

Cyberoperations as part of hot war are here to stay. This is operational cyberwar, and it has already occurred at least three times. In 2003, before U.S. and coalition troops moved into Iraq, the  U.S. military already owned Iraq’s supposedly closed military communications system, and U.S. commanders used their control to great effect. They not only successfully frightened many Iraqi commanders into surrendering without a fight, they also gave the Iraqis instructions, which were followed, on how to park their armor close together before abandoning it—so we could blow it up more efficiently.12

The second and most breathtaking instance of operational cyberwar occurred in 2006, when the Israeli air force fighter-bombers flew undetected along the Turkish-Syrian border and blew up a nuclear weapons facility the North Koreans were building for Syria. The next day the media carried the story of the bombing but not the backstory: Syria’s air force didn’t even scramble to meet the attack because Syria’s tip-top Russian-made radar (which Iran also uses) showed nothing unusual. Syrian military radar operators might as well have been looking at cartoon pictures of the clear night sky—pictures made in Tel Aviv. This was indeed electronic magic of an advanced sort, and worthy of the name cyberwar.13

The third instance of operational cyberwar occurred in 2008, when Russia invaded Georgia. Though the Russians contend the Georgians started the cyberfight, the Russians definitely finished it, paralyzing Georgian communications. In the future, cyberoperations will accompany all hot wars. In this chapter, my fictional example illustrates how cyberoperations could also be used in connection with operational hot war threats in ways that actually avoid a hot war—but lead to a dishonorable peace with strategic implications.

 

6. The criminal-terrorist symbiosis

Cyberoperations are cheap. The physical tools of the trade are not secret, and they’re readily available the world over. What separates advanced nation-state capabilities from the lesser capabilities of criminal organizations and terrorists is expertise, not expensive equipment, and expertise is bound to proliferate. When China’s Dr. Shen  wrote more than twenty years ago, “[E]very computer has the potential to be an effective fighting unit; and every ordinary citizen may write a computer program for waging war,”14 he had in mind a version of people’s war waged on behalf of the Chinese state. But the ability to wreak havoc on networks is not limited to nation-states and their proxies. Al-Qaeda and other terrorist groups are thinking about network disruption, and so are groups of a different ilk:We do not believe that only nation-states have the legitimate authority to engage in war and aggression. And we see cyberspace as a means for non-state political actors to enter present and future arenas of conflict, and to do so across international borders.15









This is the bravado of the Electronic Disturbance Theater, a hactivist group “working at the intersections of radical politics, recombinant and performance art, and computer software design.”16 This kind of talk would have been unthinkable, literally, only a few years ago. The idea that a collection of artsy, self-righteous geeks would have either the nerve or the imagination to issue a threat of “war and aggression” against nation-states was so preposterous that no one would have thought of it when war was synonymous with the concentrated application of heat, blast, and fragmentation, as it had been since the time of Napoleon. But if this group’s bravado was exaggerated, and their skill thus far limited, their threats are no longer entirely preposterous. In 1998, in order “to demonstrate solidarity with the Mexican Zapatistas,” its members organized DDOS attacks against Mexican president Zedillo’s Web site, and later against President Clinton’s White House Web site, and then against the Web sites of the Pentagon and the Frankfurt and Mexican stock exchanges.17 If those tactics seem ho-hum now, they did not seem so in 1998, and the skill level of nonstate groups is increasing.

In the late 1990s the Chinese authors of Unrestricted Warfare predicted exactly these sorts of “sundry monstrous and virtually insane destructive acts” by groups like EDT. They also pointed out the  asymmetric advantage that nonstate actors would have, because a nation-state “adheres to certain rules and will only use limited force to obtain a limited goal,” whereas terrorists (artistic or otherwise) “never observe any rules and . . . are not afraid to fight an unlimited war using unlimited means.”18 In the intervening years the convergence of criminal and terrorist organizations has given the EDT manifesto a far more sinister ring than it had when it came from a group interested in “recombinant performance art.” Crime finances terrorism, and terrorism in turn enhances the market for criminal extortion. For instance, large-scale drug dealing financed the Madrid bombings in 2004, which were set off electronically. Spanish police later seized nearly $2 million in drugs and cash from the plotters. Indeed, almost half the groups on the U.S. government’s list of terrorist organizations raise money through drug trafficking.19 As a general rule, large criminal enterprises are increasingly networked rather than hierarchical, both in their organization and in their means of communication.20

In 2000 the U.S. National Intelligence Council predicted that in “the next 15 years, transnational criminal organizations will become increasingly adept at exploiting the global diffusion of sophisticated information, financial, and transportation networks.” The council predicted that these organizations would form ad hoc alliances both with one another and with political movements. With income from trafficking in arms, narcotics, women, children, and illegal immigrants, they would corrupt unstable and economically fragile states, insinuate themselves into businesses, and cooperate with insurgents on specific operations.21 By 2008 the council’s predictions were even more ominous: “For those terrorist groups active in 2025, the diffusion of technologies and scientific knowledge will place some of the world’s most dangerous capabilities within their reach.” These groups will “inherit organizational structures, command and control processes, and training procedures necessary to conduct sophisticated attacks.”22

In a word, advanced network operations will cease to be the special province of a few advanced states. Nonstate actors, who cannot be deterred with threats of cyber retaliation, have crashed the party.




 But When Is It War? 

Is Admiral McConnell right to say that we’re already fighting a cyber-war? Or are his critics right that he’s just engaging in scare tactics? Make no mistake about it: Our government and our corporate enterprises are being attacked relentlessly, McConnell is certainly right about that. But calling these attacks war transforms the dispute into an argument about categories and not about the nature of the world. Determining when an attack amounts to war is important, but it won’t enlighten us about the nature and urgency of the threat or how to deal with it. It won’t even tell us how to respond to specific attacks. These attacks are coming in waves and are growing more sophisticated every week. Yet we use the term cyberattack to include everything from network nuisances to systematic espionage to disabling electronic sabotage. Estonia’s networks were systematically attacked from Russia, but when faced with deciding whether that was war, NATO said no. So attack and war are not necessarily the same thing.

The war/not war question has also become more difficult—and less useful—because the line between war preparation and war fighting has become blurred. Consider what happens, for instance, when network operators in Country A penetrate the electric grid of Country B. And let’s assume that Country A’s infiltrators intend only to look around and figure out how the network is configured; they have no intention of disrupting the grid, though they may want to do that later. In the course of that operation, however, Country A doesn’t simply sneak into the system; it also makes changes to the network—like creating backdoors to enable it to get back in later. But looking around, or surveying, a computer network is not an act of war. It’s just spying. Everybody does it.

Now suppose Country A’s intention is more sinister. Assume it is intentionally laying the groundwork for sabotage. In U.S. military doctrine, this is called preparing the battlespace, and if our side were  doing it, it would be done by the armed forces under the military legal authorities found in Title 10 of the United States Code—not under the intelligence authorities of Title 50. We did this on the eve of the second Iraq war in 2003, when we took over Iraqi networks. We used some of them for propaganda, and we took some of them down.23 Most other countries don’t bother with such cumbersome and sometimes artificial distinctions between military and intelligence authorities, however; they just do the operation. But regardless of legal authorities, what they would do if they were preparing sabotage is exactly the same as if they were just looking around: They’d create backdoors to enable them to attack the network later.

How would we know the difference between an intelligence operation (not war) and a preconflict subversion of a U.S. network (possibly an act of war)? The answer is: We couldn’t—not unless the attacker went further and left destructive logic bombs that were instructed to go off later, and unless we discovered the trick. But logic bombs are just a few lines of computer code buried in a software program that might contain a million or more lines of it. And as we learned in earlier chapters, in the current state of technology they’re almost always impossible to discover. This is one reason why offensive cyberoperations currently enjoy a great advantage over defensive ones. So the answer remains: In almost every case imaginable the line between an electronic intelligence operation and a presabotage act of electronic war is impossible to see. This is why penetrations of military and infrastructure networks cannot be dismissed as “just espionage.”

Nor is it wise to conclude blithely that the Chinese (or the Russians, or any other actual or potential adversary) don’t intend to go to war with the United States. Even assuming that assessment is currently correct (it probably is), intentions can change on a dime. Capabilities and defenses cannot. They take a long time to build. A nation that puts its faith in a potential adversary’s benign intentions rather than its own strength and capabilities is a nation that is psychologically and practically incapable of defending itself.
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 SPIES IN A GLASS HOUSE

In 15 years, there will be no more secrets.

—Don Burke, CIA analyst1

 

 

 

 

AT 12:30 ON the morning of Tuesday, January 19, 2010, a slim woman in a wide-brimmed hat disembarks from Air France flight 526, and after presenting a doctored Irish passport to an emigration official of the United Arab Emirates, emerges into the marble-clad halls of Dubai International Airport. Her passport says “Gail Folliard,” and that’s what we’ll call her, because we don’t know her real name.2 On the airport’s closed-circuit television we watch her emerge into the warm night of the Persian Gulf coast, hop into a taxi, and drive off. At 1:21 A.M., on another closed-circuit TV system, we watch her at the front desk of the Emirates Towers Hotel as she checks into room 1102. Ten minutes pass. A bald man who took the same Air France flight but a different taxi arrives at the same hotel and checks into room 3308. His Irish passport, also doctored, identifies him as Kevin Daveron. That’s somebody’s name, but not his. Folliard and Daveron are members of a surveillance team that is converging on Dubai from France, Switzerland,  Germany, and Italy and, in the wee hours of that Tuesday morning, is checking into various Dubai hotels. Some of them will emerge in disguise. We know this because we are watching them. Their hotels all have closed-circuit video systems.3

Back at the airport people depart and arrive from all over the world, and cameras capture them all. Who is worthy of interest? We do not know yet. Later we will notice the arrival from Zurich at 2:29 A.M. of a man claiming to be Peter Elvinger. Apparently in his late forties, this man holds a doctored French passport and carries an unusual piece of luggage. Seven minutes later we watch him leave the airport—then quickly return, walk across the lobby, and exchange a word with another man before they depart in different directions. Elvinger leaves in a taxi; the other man enters the parking area. Both are caught on camera.

At 2:46 A.M., Elvinger—or whoever he is—checks into room 518 in a hotel. He remains there until 10:30 that morning, when he leaves to go shopping. At exactly the same time, three other team members arrive at the Dubai Mall, which has closed-circuit video. Ten minutes later, Folliard and Daveron—the woman and bald guy from the Air France flight—arrive at the same mall. All these people are using cell phones, or pretending to use them, but none of them is calling any of the others on this team, not once. Instead they call a number in Austria, no doubt using an encrypted line.

At 11:30, Folliard leaves the mall—alone. At 12:18, her traveling companion, Daveron, and another man also leave, followed some twenty minutes later by the others. Daveron returns to the Emirates Towers, then at 1:37 P.M. he checks out. Eight minutes later he arrives at another hotel, disappears into the men’s room, dons glasses and a wig, and then departs for a third hotel, the Fairmont, where he will soon be joined by two colleagues.

At 2:12 P.M. two men in tennis gear bumble through the revolving door and into the lobby of the Al-Bustan Rotana hotel. Only later will  anyone note that they spend all of their time walking around the hotel with tennis rackets and no time playing tennis.

Meanwhile, at 2:30, someone is making inquiries at still another hotel: Mr. Abdul Ra’ouf Mohammed—has he checked in yet? The desk clerk checks his records and replies: No, sir. The clerk explains that Mr. Mohammed is expected at the Al-Bustan Rotana. Thank you. A critical detail has been cleared up.

At 3:15 P.M., the man he had inquired about, Abdul Ra’ouf Mohammed, arrives at the Dubai airport on Emirates flight number EK912 from Damascus. The flight is packed. Usually Mr. Mohammed travels with two bodyguards, but this time he is alone. Outside customs, surveillance team members are pacing about, on camera. Five minutes later we watch Abdul Ra’ouf Mohammed pass through immigration. Actually Abdul Ra’ouf Mohammed is an alias—one of five aliases he is known to use. His real name is Mahmoud al-Mabhouh, and he is a cofounder of the Izzedine al-Qassam Brigades, the paramilitary wing of Hamas, and an active weapons buyer for Hamas in Gaza. Such a man has many enemies. The Israelis have imprisoned him several times. He is alleged to have organized the capture and murder of two Israeli soldiers during a Palestinian uprising in the 1980s. Egypt arrested him in 2003 and imprisoned him for a year, and the Jordanians are looking for him. Fatah loathes him. Already, at only age fortyeight, al-Mabhouh has survived several assassination attempts.4 At the moment, however, on the video screen he looks like just an ordinary arriving passenger, somewhat tired perhaps, pulling a wheeled suitcase behind him as he squeezes around a fellow in a white baseball cap and T-shirt chatting on a cell phone.5 The man in the baseball cap is not there by accident.

Moments later, at 3:21 P.M., Folliard checks out of her room at the Emirates Towers, only to check into another hotel a few minutes later. She alters her appearance.

At 3:25, the man from Hamas, al-Mabhouh, arrives from the  airport at the Al-Bustan Rotana, checks in, and is given two plastic key cards to room 230. He enters the elevator—followed by the two men in tennis togs who have been loitering around the hotel. They follow him out of the elevator onto the second floor and down the hallway, noting his room number and also that of the room across the hall, number 237. Al-Mabhouh does not appear to notice them. He inserts his key card and enters. His room has no balcony, and the windows are sealed—just as he likes it. He takes a shower and changes clothes.

At 3:51 P.M., from the business center of the Crowne Plaza Hotel, the man calling himself Peter Elvinger books room 237 in the Al-Bustan—the room across from al-Mabhouh. Elvinger also books a flight out of the country. Meanwhile, Folliard and Daveron—the two from Paris—arrive at Fairmont and are joined by several others. At 4:14, Daveron leaves Fairmont for the Al-Bustan, followed two minutes later by Folliard and the others. Meanwhile, a new surveillance team has taken over at the Al-Bustan.

At 4:23 P.M., al-Mabhouh leaves the Al Bustan. He is going to the mall to buy sneakers. He is followed. Ten minutes later Elvinger arrives at the Al-Bustan, which al-Mabhouh has just left. He checks into room 237, but he doesn’t go to it. Instead he gives the keys to the bewigged bald guy, Daveron, who has arrived from the Fairmont. Elvinger then departs, soon to be out of the country. Daveron hands the keys to his original traveling companion, Folliard, who goes to the room and is joined by several men. They wait.

Two hours and eleven minutes later, at 6:34 P.M., members of the assassination team arrive at the hotel. Seven minutes after that, a new surveillance team takes over. Al-Mabhouh is still out of the hotel, having dinner, but his hunters are frantically busy. At 8:00 they attempt to enter his room by reprogramming the software in the door lock but are interrupted when a hotel guest enters the corridor. Daveron, posing as a member of the hotel staff, calls them off. The software in the lock retains a record of the attempt.

At 8:24 P.M. we watch al-Mabhouh, the Hamas arms buyer with  so many aliases, walk slowly along the second-floor corridor to his room, glancing at himself in a full-length hallway mirror on his way. He slips in his key card and leans a little against the door, but it does not open. A second try, a third—it opens.

Twenty-two minutes later, at 8:46 P.M., four men emerge from al-Mabhouh’s room, put a DO NOT DISTURB sign on the door, and leave. Indeed, al-Mabhouh will not be disturbed again, even by a phone call from his wife half an hour later, which he does not answer. He’s dead—shocked five times with an electric device, tranquilized with the drug succinylcholine,6 and suffocated. When his visitors depart they leave the door locked and chained from the inside. If the Dubai police know how they gained entry to the room, they haven’t said. Did they pick the lock on a second try? Was al-Mabhouh overpowered after answering a knock at the door? Was there a bribe? We don’t know. The Dubai police have not released all the tapes.

At 8:47 we watch Folliard pay her bill in cash and grab a taxi for the airport. Daveron follows, still wearing a wig. They return to Paris. That night others fly out for Zurich, Johannesburg, Hong Kong, and Frankfurt. By morning they’re all gone, long before hotel staff enter the room at 1:30 P.M. and discover the guest who is not waking up.

 

 

A FEW YEARS AGO the assassins and surveillance teams would have vanished without a trace, but not this time. This was the first political assassination in history where most of the operation—all but the actual killing—was recorded on 648 hours of video,7 supplemented by electronic passport, travel, and key-card entry records. Within twenty-four hours of finding the body, the efficient Dubai police had assembled and correlated closed-circuit video and other records from public and private sources and figured out what had happened and how it had happened. This supposedly covert intelligence operation unfolded in a fishbowl. Without a doubt, such a synchronized, expensive, laborintensive, and deadly operation could only be pulled off by one of the  world’s most sophisticated intelligence agencies. And as far as the Dubai police and international opinion were concerned, the whole affair bore the fingerprints of Israel’s foreign intelligence service, the Mossad. Yet how could a sophisticated intelligence service fail to understand that the world had become transparent? How could Mossad—if it was Mossad—permit its agents to be photographed over and over again? By February 16, when the Dubai police went public with the story, they had splashed photographs of eleven foreign suspects all over the Internet, along with the pictures used on the passports and footage of the operation itself. They also wrapped up two local Palestinians and charged them with aiding and abetting the crime. The eleven foreigners all traveled on European passports—six British, three Irish, one French, and one German. Ten of the passports had been issued to persons with dual Israeli citizenship, but there was no suggestion that any of the people whose identities had been used were involved in the operation. On February 25, the Dubai police charged fifteen others with participating in the crime and posted their photographs too. Training an agent costs millions and takes years. Twenty-six of them were now finished forever—or, as they say in the trade, “burned.”

Was Mossad behind it? That’s the leading theory, but even good theories leave loose ends. How to explain that two of the suspects left Dubai by boat for Iran? How to explain that the two arrested Palestinians worked for a real estate company owned by Mohammed Dahlan, a senior security official in Fatah, Hamas’s rival?8 Fatah, as it turns out, regularly shares intelligence with Israel.9 Was this a joint Fatah-Israeli operation? But if so, how to explain the Dubai police chief ’s claim that a member of Hamas leaked al-Mabhouh’s travel itinerary to Mossad?10 Evidently Mr. al-Mabhouh had more enemies than he knew. In the intelligence business, a good rule of thumb is that nothing is what it seems. People play double games. The Dubai police are indeed very good, but are they that good—or were they tipped off? Many powerful players in the Middle East would have been glad to get rid of Hamas’s murdering arms dealer and embarrass Israel. One of those players  could have been working with the Israelis (or Fatah, or Hamas) and with the Dubai police. Nobody’s telling the whole story.

One thing is certain, however: In an age of mass surveillance and instant electronic storage and retrieval, covert espionage operations will never be the same again. The intelligence business, like everyone else, now operates in a glass house. This isn’t a case of heavy-handed government surveillance. It’s a case of pervasive light-handed surveillance by just about everybody, producing massive amounts of information that can be correlated with a few keystrokes or mouse clicks. Transparency has come to the intelligence business.11




 Managing Identity in the “Participatory Panopticon”12 

Is transparency in intelligence good or bad? Before you answer, remember that the surveillance technology that exposed the Dubai operation is the same technology that captures you scratching where it itches in public, tracks your movements as you pass through tollgates and in and out of elevators, records when you use a key card to enter and leave your office, recalls that you like your coffee with soy milk and light sugar, sends you targeted advertising from places you’ve never heard of, and records every keystroke you make at work. Surveillance can be used for good or ill, and judgments about it will vary among thoughtful people. The good/bad question surely has its place; if we are going to make any rules at all about how technology can be used, we will have to deal with it. But while passing judgments leads to moral self-satisfaction, it won’t help us understand what’s happening around us. Whether on balance we like these developments or not, relentless transparency is a fact of life.

Transparency is not an unadulterated virtue to be preferred without reflection over discretion, modesty, privacy, and tact. We cannot have unlimited amounts of both privacy and transparency. Privacy  implies opacity; it throws a veil over our lives. Transparency demands: Open up! Privacy says: Here you may not go. This you may not see. That you may not hear. Transparency laughs: Get over it! The technology that gathers and culls data, compares photographs, and forgets nothing does not come with built-in discretion. It gathers and culls indiscriminately, compares faces regardless of motive, and remembers with efficient indifference to motivation, profit, or nationality. The technological threat to personal privacy and the technological challenge to the secrecy of intelligence operations are therefore essentially identical. Or as I put it earlier: Secrecy is to government what privacy is to persons. They both rise or fall—at present they’re falling—on the same technological changes and on the same cultural proclivities for modesty on the one hand or exhibitionism on the other.

One of the most basic functions of intelligence work is protecting the identities of the people who do that work. The most obvious challenge is preventing someone from knowing whether your employee is who he (or often she) says he is. If your agent is living under an alias, you’ve got to make the alias credible to prevent others from seeing through it. The Russians are—at least until recently—masters at this. They specialize in a class of agents known as illegals, and used them heavily from 1917 onward. An illegal was a Soviet intelligence officer working abroad under an alias and having neither diplomatic cover nor any apparent connection to Soviet institutions.13 The Russians, who still use this practice, embarrassed themselves badly when the FBI rolled up ten of their illegals in mid-2010.14 That blown operation may have been remarkable for its insignificance, but it would be a mistake to think the Russian flair for this kind of penetration is a thing of the past.

Intelligence and security services reflect the talents, tendencies, and especially the insecurities of the cultures that create them, and the Russians have been running illegals for generations. This is unlikely to change. These operations require extraordinary patience, which is a commodity in short supply in American culture. In the same way, the  American lack of deep familiarity with foreign languages and cultures and our tendency to seek solutions to problems through technology are reflected in our intelligence agencies. When the United States was at war with Germany in 1917, for example, there were tens of thousands of native German speakers living in New York City, but there was only one German-speaking Allied intelligence agent in New York—and he was British.15 Nine decades later, in 2006, there were only six Arabic speakers among the one thousand employees of the U.S. embassy in Baghdad—and most of them were not fluent.16 This was disgraceful—but characteristically so. On the other hand, our prowess at technical intelligence is unmatched, though we have serious rivals in areas such as cryptography and certain types of electronic eavesdropping. Of course, Western intelligence agencies also run agents under cover, but more often than not, Western agents operate under their true names. In either case, the question of identity not only involves knowing the person’s true name but also whom that person is really working for. The man’s name may truly be Adnan Hakim al-Aziz, and he may really be an Egyptian citizen employed by the Cairo (electric) Generation Company—but if Mr. al-Aziz (whose name and circumstances I have invented) is really working for French intelligence they would not want you to know it.

Creating and protecting that kind of deep cover has become more difficult than ever, as the Dubai episode demonstrated. But the technology used by the Dubai police to unravel that caper was actually elementary compared to capabilities now available. Microsoft, for example, has created software that will find, link, tag, and correlate every electronically available image of the same thing. If you have someone’s photograph from a passport or a surveillance camera, you can find every other photo of that same person that has ever been posted online. You can also enrich that image with every bit of information that has ever been associated with any of those images—biometric data such as fingerprints, for example. Such data are increasingly embedded in passports, credit cards, driver’s licenses, and other documents. You can also  pull up their credit history, bad jokes about them from a high school yearbook, photographs, social information from Facebook, and so on. When your agent tells the foreign immigration official he’s visiting the country on business for Acme Metallurgy, Inc., but he has posted a Twitter link to a photograph showing him at a football game with pals known to be from army intelligence, he’s got a problem. If you’re running a counterintelligence investigation, capabilities like this are wonderful. If you’re trying to protect cover identities, they’re a nightmare.

Pervasive social media also make it difficult to protect cover identities. While in the counterintelligence job in late 2008, I learned that the chief public diplomacy official in one of our Eastern European embassies had decided that everybody in the embassy had to be on Facebook. The local intelligence services must have been salivating with glee. If this directive had been implemented there would necessarily have been a handful of exceptions: Officials working undercover don’t do public diplomacy. But a quick comparison of the embassy’s telephone directory with Facebook would have shown who they were, and their covers would have been blown. Facebook and similar networking sites are a gold mine for intelligence officers whose business it is to spot and assess embassy workers who may be amenable to bribery (because of debt), blackmail (because of indiscretions), or simply closer cultivation as a source (greatly enhanced if you know your target’s interests, friends, and habits). Facebook is also a mother lode for phishermen and hackers.17 As I write this a Russian hacker is offering 1.5 million Facebook credentials for sale on the black market, and has reportedly already sold almost half of them.18 Public diplomacy is to the State Department what marketing is to Madison Avenue. It’s important, and this country has not been doing it well. But it must be done by people with a clear and cold-eyed view of the world they live in. I had this misguided effort at compulsory self-exposure stopped, but social media are now pervasive and their use cannot be fully controlled.

The chief objective of an intelligence service is to persuade other people to commit treason. You can sugarcoat this any way you want,  but that’s the bottom line. In order to recruit others into treachery, you begin by learning as much as you can about the habits, likes, dislikes, indiscretions, and vulnerabilities of potential targets. For this work there’s no such thing as insignificant information. Is my target’s wife a serial adulterer? That’s useful if I want to stoke his resentment. Does my target fancy a certain restaurant or health club? Then if I want to meet him, that’s where I will dine or exercise. Does she repeatedly visit the same understated but elegant hotel on the Amalfi Coast? What a coincidence! That’s my favorite hotel too. We have so much to talk about. Ordinarily it takes months, even years to compile this kind of profile on a potential target. With sites like Facebook you can do it in ten minutes. Again, this is a blessing when you’re recruiting agents and a nightmare when you’re in counterintelligence. The lesson is not that people who work in embassies can’t use social networking sites. These sites are part of the world now, and they’re not going away. It does mean that diplomats and others who work in embassies need better training about how to handle them.

Score another point for transparency.

Planes began arriving from Afghanistan, all of them registered to American companies.

—News account



Tracking satellites as they orbit the earth is a favorite pastime of amateur astronomers. On a clear night you don’t even need a telescope to watch some satellites passing overhead, and with inexpensive optics you can find most of them in your latitude. All the information you need to do it is available free online: latitude, longitude, azimuth, speed, elevation, and the bird’s location right now.19 If you’re an amateur astronomer, gathering this information is fun. If you’re loading missiles onto a freighter in the harbor at Chinnampo, North Korea, in violation of a UN resolution, or trying to conceal the preparation for a missile launch from Bakhtarun in western Iran, knowing when  the satellite is going to pass overhead is not about having fun. It’s vital information that tells you when you can load the cargo or transport the missile undetected. In international relations this is the equivalent of knowing where the radar traps are on the interstate—except it’s easier to move radar traps than to change satellite orbits.

Closer to the ground, an unorganized band of aviation enthusiasts known as plane spotters enjoy photographing and recording the takeoffs and landings of aircraft from civil and military airfields around the world. Getting a photo of any kind of aircraft in service anywhere is a cinch.20 And if you can see the registration number on the tail, you can find out not only who owns it, but also who used to own it, and if its registration number has changed, you can learn that too.21 Some of this information has always been public but hard to find. Now it’s compiled in advance and easy to find.

In 2004, stories began to surface about alleged CIA flights carrying prisoners from Afghanistan and Iraq to Guantánamo Bay, Cuba, or “black sites”—secret prisons—in Europe and elsewhere. A tip here, a whisper there, and an amateur photograph of a certain twelve-seat Gulfstream jet: These details were the end of the skein; pulling on it began to unravel the whole ball of yarn. In October 2004, stories appeared in the Irish press of mysterious U.S. military flights in and out of Shannon Airport, though there seemed to be no official record of their takeoffs or landings. “The Gulfstream jet with the call-sign N379P has landed in Shannon on at least 13 occasions in the past four years,” reported the Dublin Sunday Business Post. “The privately-owned aircraft is on a permanent lease to the US military and is known to have transported al-Qaeda suspects on at least two separate occasions.”22

Web sites were also popping up with the same kind of information. As one of them explained a month later, “Analysis of [another] plane’s flight plans, covering more than two years, shows that it always departs from Washington DC. It has flown to 49 destinations outside America, including the Guantánamo Bay prison camp in Cuba and other US military bases, as well as Egypt, Jordan, Iraq, Morocco,  Afghanistan, Libya and Uzbekistan.” Changing the registration number of the aircraft no longer hid anything; it was merely further evidence of something shady.23 According to an article in Britain’s Sunday Times, “The movements of [yet another] Gulfstream 5 leased by agents from the United States defence department and the CIA are detailed in confidential logs obtained by The Sunday Times which cover more than 300 flights.”24

As official and self-appointed investigators caught the scent, their hunt for evidence of these flights—and of secret prisons—intensified, and they would not let up for several years. Witnesses began to talk. “Everything was unusual, from beginning to end,” said the woman who had managed a Polish airfield. “I was told to accept these flights even when the airport was closed.” The flights originated in Afghanistan, and the planes, mostly Gulfstream jets, were registered to American companies. Parked at the far end of the runway, the planes “would be met by government vehicles. The planes would stay no more than an hour or two before taking off. Their onward destinations were also unusual: Morocco, Uzbekistan and Guantánamo Bay, Cuba.”25

The initial sleuthing was unofficial: plane spotters, human rights advocates, and journalists all got into the act. Then national and international officials hustled to catch up. The once covert operation was now the subject of investigations by the Council of Europe, the European Parliament, and the UN; by the governments of France, Germany, Portugal, Spain, Italy, the UK, Romania, and Kosovo; and by nongovernmental organizations, including Amnesty International and the World Policy Council. As the Chicago Tribune noted, although the leader of the Council of Europe’s investigation “had no subpoena powers, his team of investigators used public records, satellite imaging, news accounts and interviews with officials to lay out a strong circumstantial case for what he described as a ‘spider’s web’ of clandestine CIA flights and secret detention centers.”

Views from Earth of what happens in the Earth’s orbit now belong to everybody. Views from orbit of what happens on Earth are moving in  the same direction. As I recounted earlier, commercial satellite imagery is widely available at amazingly good resolutions, and Google Earth has made much of the globe an open book to everybody, for free. Score another point for transparency.




 Leaking on a Mass Scale 

WikiLeaks has released more classified intelligence documents than the rest of the world press combined.

—WikiLeaks26

 

About thirty times a day, somebody somewhere sends an electronic copy of a secret document to an amorphous and suddenly well-known organization called WikiLeaks, hoping the organization will post it electronically for the world to see*.27 Depending on your point of view, the senders and recipients of these messages are heroes or villains, whistleblowers exposing injustice or rootless subverters of international public order—or both.28 WikiLeaks’s sources scour and send every sort of document imaginable: classified intelligence reports, secret corporate memos, personal correspondence and embarrassing videos.

Of course, the leaking of official secrets predates and extends well beyond WikiLeaks. It’s a huge headache for any counterintelligence official, and I’ve taken my share of aspirin. Officials in both the executive branch and Congress do it without compunction for political advantage. Civil servants leak secrets from a real or imagined sense that an activity is illegal or from moral outrage, as with Daniel Ellsberg and the Pentagon Papers, or with the terrorist surveillance program run by the White House through the NSA. And an innocent slip of the tongue can be as damaging as an intentional disclosure. In 2009, for example, the chairman of the Senate Intelligence Committee, Senator Dianne Feinstein, mentioned at a televised hearing that the United States was launching drone aircraft from bases in Pakistan, a fact the Pakistani  government had denied. Feinstein is no fool—she was apparently just exhausted—but the damage was done. The press, meanwhile, is very effective in ferreting out information. As the investigative reporter Seymour Hersh once told me, “Your job is to keep secrets; our job is to find them out.”

But Hersh was talking about retail leaking. WikiLeaks is a wholesale operation. If information is liquid, WikiLeaks has turned on the hose. After going live in 2007, WikiLeaks published the classified standard operating procedures from the prison at Guantánamo Bay, the “Climategate” e-mails of scientists at England’s University of East Anglia, and private e-mails from Sarah Palin’s Yahoo account. WikiLeaks has no office, no paid staff, no fixed address. It keeps no logs—so there are no logs to subpoena—and it uses high-grade encryption to protect its sources and other information.29 Run by volunteers from more than a dozen countries,30 the group hit its stride on April 5, 2010—and achieved the notoriety it craved—when it posted video footage of a U.S. military helicopter attack in Iraq that killed eleven people. The dead included two unarmed civilians as well as men carrying assault rifles and rocket-propelled grenade launchers, and it was accompanied by a sound track of the brutal language one might expect of soldiers under stress but that civilians far removed from battle find profoundly disquieting.31 The seventeen-minute, edited footage of the aerial attack was headlined COLLATERAL MURDER and was met with fierce criticism from the secretary of defense and media commentators, who attacked both its inflammatory title and partisan editing. It was also greeted with voluntary contributions to WikiLeaks from people around the world, and soon it led to a New Yorker profile of its founder and guiding light, Julian Assange.32

The episode involving the helicopter footage was a mere skirmish compared to the firestorm that erupted a few months later, on July 25, 2010, when WikiLeaks released a document trove that it called, “[T]he Afghan War Diary, an extraordinary compendium of over 91,000 reports covering the war in Afghanistan from 2004 to 2010.”33 To WikiLeaks the release was a triumph of transparency and candor over  secrecy and lies, comparable to Daniel Ellsberg’s leaking of the Pentagon Papers during the Vietnam War. Anticipating criticism of unvetted documents, however, WikiLeaks broke from its past practice of releasing raw documents and instead offered them to three news organizations: the New York Times, the Guardian in London, and Der Spiegel in Hamburg. These organizations published simultaneously, but each made its own decisions about what to release, and each wrote its own analyses.34 Assange claimed that about fifteen thousand documents were withheld to protect identities,35 but lives were undoubtedly put in jeopardy by those that got out. Assange’s colleagues said that the decision to release them without first deleting the identities of Afghan intelligence sources was his alone.36

Contributions to WikiLeaks again shot up, and so did criticism. On the day of the leak, the Times (London) stated that “in just two hours of searching the WikiLeaks archive, The Times found the names of dozens of Afghans credited with providing detailed intelligence to U.S. forces. Their villages are given for identification and also, in many cases, their fathers’ names.”37 Among those named were people who had risked their lives to expose Taliban members, and shortly after the leaks a Taliban spokesman declared that the Taliban had set up a “commission” to determine who was spying for NATO.38 Critics of WikiLeaks’s undifferentiated information “dump” emerged from many quarters. They ranged from Reporters Without Borders, which called the posting of identities “incredibly irresponsible,”39 to General Michael Hayden, formerly the director of the NSA and the CIA, who pointed out that the released material included reams of technical information about military operations that was of keen interest to foreign military and intelligence services but of no interest to the public .40 Releasing that kind of information doesn’t trouble Assange, however; it pleases him. In 2007 he was incensed when the press failed to notice that he’d leaked reams of pages of secret military information about the U.S. Army in Iraq and Afghanistan. “I am so angry,” he said. “This was such a fucking fantastic leak: the Army’s force structure of Afghanistan and  Iraq, down to the last chair, and nothing.”41 After the more recent dump on the Afghan war, Der Spiegel quoted him as saying that he “loved crushing bastards,” which led the Wall Street Journal to “wonder if the ‘bastards’ he has in mind include the dozens of Afghan civilians named in the document dump as U.S. military informants.”42

Australian by birth and an eccentric nomad by inclination, Assange is not an attractive poster boy for his cause. The Daily Beast described him this way: “With his bloodless, sallow face, his lank hair drained of all color, his langorous, very un-Australian limbs, and his aura of blinding pallor that appears to admit of no nuance, Assange looks every inch the amoral, uber-nerd villain, icily detached from the real world of moral choices in which the rest of us saps live.”43 After the Afghan leaks he lived for months in fear of arrest, moving from country to country and from one supporter’s apartment to another, staying out of sight when he wasn’t giving interviews to The New Yorker. The habits and language of war and secrecy infect even those who oppose them: Assange’s former quarters in Reykjavik were rented on a subterfuge—his people called it “the Bunker”—and key members of the group are known only by their initials.44 The Australian government made it clear that if he returned to his home country and were prosecuted in the United States, Canberra would cooperate. Iceland was also turning unfriendly. As an Australian citizen he could stay in Britain, but not indefinitely, and the British government’s view of leakers was, if anything, even dimmer than that of American officials.

Following the drumbeat of criticism about endangering lives, Assange was also having internal troubles. “We were very, very upset with that,” one of his main backers in Iceland said, speaking of disclosing Afghan identities. When another supporter and coworker challenged his judgment, Assange told him essentially to shut up or get out. “I am the heart and soul of this organization, its founder, philosopher, spokesperson, original coder, financier, and all the rest,” he said, and the group would fall apart without him. His critics, he sniffed, “were not consequential people.” Resentful of Assange’s imperious style and  uneasy with his capricious judgment, about a dozen volunteers left the group. And then in August the Swedish government issued, withdrew, and then later reissued a warrant for Assange’s arrest on charges of raping two women. The cases involve consensual sex that allegedly turned forceful and nonconsensual. Assange then temporarily went into hiding somewhere in southeast England.45 In spite of accusations that the charges were trumped up by WikiLeaks’s enemies, the publicly disclosed evidence thus far suggests otherwise.46

Then in November 2010 the group engineered another massive document dump of secret State Department cables that laid bare conversations among diplomats, monarchs, ministers, cabinet secretaries, and spymasters. The disclosures added little to what the public knew about the policies of their governments but added a great deal, in embarrassing detail, about conversations that would not have occurred at all, or would not have been candid, if their participants had known their words would be leaked. In early December the group released a secret list of worldwide critical infrastructure, including hydroelectric plants; European pharmaceutical facilities that manufacture vaccines for smallpox, flu, and other diseases; and the locations of undersea cables through which pass all the world’s electronic communications.47 Some pundits, who were not themselves in the business of protecting anything, blandly opined that such a list could have been compiled from unclassified sources, but the list was obviously suggestive, especially to would-be terrorists, and it showed terrorists of every caliber what locations probably were (or were not) well protected. Its publication seemed to be motivated by nothing other than malice. The leak of diplomatic cables managed to alarm and offend every nation with which the United States engages, and to most people the leak of critical infrastructure sites was appalling. Under concerted pressure, Assange seemed to be flailing. Already an enemy of the United States, now he had made enemies of governments around the globe. As all of this was unfolding, he was arrested for rape in London on a Swedish warrant and then freed on bail, and as of mid-2011 is fighting extradition. That  episode is a sordid distraction from the serious public policy issues that WikiLeaks presents, but it wasn’t irrelevant to Assange’s predicament. He was now looking less like a principled if fanatical champion of free expression than merely a fanatic who couldn’t abide restrictions on his self-aggrandizing personal and social behavior. Meanwhile, PayPal froze the accounts of people who were donating to WikiLeaks. Bank of America, Visa, MasterCard, and some smaller money handlers refused to process financial transactions for the group.48 A short while later Apple removed the WikiLeaks app from its store.49

But Assange was not without vocal support, notably from the loosely affiliated army of politically active cyberanarchists known as Anonymous. Anonymous, or people calling themselves that, quickly launched Operation Avenge Assange “to fight the oppressive future which looms ahead . . .” Their slogan, obviously intended to intimidate their opponents, was “We are Anonymous. We do not forgive. We do not forget. Expect us.” Their weapon was the DDOS attack, and after going after PayPal, in December 2010 they succeeded in temporarily taking down the servers of MasterCard, Bank of America, a Swiss bank, and the office of the Swedish prosecutor. 50

But these vigilante attacks were transitory, and if Anonymous succeeded in intimidating anyone, it wasn’t large banks and financial service companies. On the other hand, individuals and smaller companies that could not afford to defend themselves against mass DDOS attacks might think twice before speaking out against the group, whose tactics were, after all, illegal in the United States and Europe but difficult to deflect or prosecute.

Meanwhile, Assange and WikiLeaks were being squeezed like a lemon.

 

 

WIKILEAKS’S STATEMENT of purpose is high-minded. In its view, “principled leaking” changes history for the better, and “transparency in  government activities leads to reduced corruption, better government and stronger democracies.” It describes itself as a “multi-jurisdictional public service designed to protect whistleblowers, journalists and activists who have sensitive materials to communicate to the public.” Since its founding, it claims that it has “worked across the globe to obtain, publish and defend such materials, and, also, to fight in the legal and political spheres for the broader principles on which our work is based: the integrity of our common historical record and the rights of all peoples to create new history.”51

“Multi-jurisdictional” means that the group is not only transnational in principle, but also beyond the ability—thus far—of a government to regulate or shut down. Governments, whether democratically elected or not, have no special status in the WikiLeaks worldview. After all, many governments exercise power beyond their own borders, so why shouldn’t people outside those borders have a say in how they operate? According to this argument, international organizations are ineffective at policing the activities of other governments, because international organizations are just cliques of the governments. That’s where WikiLeaks comes in, because somebody has to decide what information you and I “should” have, and WikiLeaks has nominated itself for this role: “[T]he time has come,” it says, “for an anonymous global avenue for disseminating documents the public should see.”

WikiLeaks relies on crowd sourcing to test the authenticity of its postings. That is, if you publish something for all to see, then the truth about it should quickly come out, regardless of whether the initial information was false, misleading, or defamatory.52 Besides, unlike companies that are interested in shareholders’ profits, and governments that are interested in power, WikiLeaks’s motives are ostensibly pure. It represents “the people” and—here’s hubris—functions as “the first intelligence agency of the people.”

Better principled and less parochial than any governmental intelligence agency, it is able to be more accurate and relevant. It has  no commercial or national interests at heart; its only interest is the revelation of the truth. Unlike the covert activities of state intelligence agencies, WikiLeaks relies upon the power of overt fact to enable and empower citizens to bring feared and corrupt governments and corporations to justice.53



WikiLeaks’s profession of objectivity may be doubted in light of its deeply anarchic, antimilitary, anticapitalist,54 and anti-American biases, but its ideological leanings are not germane here. An analogous group could arise that devoted itself to leaking documents but that supported a nationalist military agenda. Far more significant is whether WikiLeaks is, as Assange claims, “an uncensorable system for untraceable mass document leaking and analysis,”55 beyond the reach of public authorities everywhere, democratic or otherwise.

Jack Goldsmith and Tim Wu point out in their fluid, hardheaded account of the birth and shattering of “illusions of a borderless world,” that every part of the Internet is owned by someone: servers, routers, wires, transmission towers, switches—everything that makes the Internet work, everything that creates the lived illusion of cyber “space” is a physical thing subject to some government’s jurisdiction.56 Whether it’s a question of regulating domain names, enforcing subpoenas for information, or policing crime, nation-states have hardly been powerless when it comes to the Internet. Now WikiLeaks poses a direct challenge to governmental control. Is WikiLeaks really “uncensorable”? Is it beyond the reach of any public authority anywhere? Or, as many people are asking, why don’t we just shut it down?

 

 

IN FEBRUARY 2008, a Swiss bank called Bank Julius Baer sued WikiLeaks, “an entity of unknown form,” in federal court in San Francisco, alleging that WikiLeaks had wrongfully published leaked documents falsely indicating that the bank had laundered money in the Cayman Islands to assist tax evasion by U.S. and other customers. The bank  asserted a litany of claims, including defamation. About two weeks later Judge Jeffrey White prohibited WikiLeaks from posting, publishing, disseminating, or giving access to any of the challenged material through any Web site. He further ordered WikiLeaks to block publication of the offending material. The cease-and-desist order extended to “all those in active concert or participation” with WikiLeaks and to everybody else who had notice of the order. That included “DNS host service providers, ISPs, domain registrars, Web site developers, Web site operators, Web site host service providers, and administrative and technical domain contacts, and anyone else responsible or with access to modify the Web site, and that they are to cease and desist.” In a separate order the court directed WikiLeaks’s domain name registrar, Dynadot, to “lock the wikileaks.org domain name” and disable WikiLeaks’s account so that it “remains turned off.”57

This was about as sweeping an injunction as you can get, and it was met with howls of protest from civil rights and media groups.58 But before the month was out, the injunction was dissolved by the same court that had issued it. Once WikiLeaks had posted the documents, the cat was out of the bag. The court also realized that its power to suppress publication was seriously in doubt on First Amendment grounds. In any case, by attempting to shut down WikiLeaks entirely, as opposed to ordering the organization to purge certain files, the orders were doubtless far too broad to stand up on appeal. It was also unclear whether the court had power over the foreign parties it sought to reach. But the real problem with the injunction was that the court finally figured out—with amused assistance from the media59—that it had no power to redress the alleged harm to the bank regardless of the jurisdictional and constitutional issues.

WikiLeaks’s principal hosting service is a Swedish firm called PRQ. Sweden is highly libertarian when it comes to freedom of expression, even by Western standards. “If it is legal in Sweden,” PRQ says, “we will host it, and will keep it up regardless of any pressure to take it down.” Founded in 2004, PRQ has a well-deserved reputation for  keeping its mouth shut: A New York Times blogger called it “perhaps the world’s least lawyer-friendly hosting company and thus a perfect home for WikiLeaks.”60 “With our discreet customer relations policy,” says PRQ’s Web site, “we don’t even have to know who you are, and if we do, we will keep that knowledge strictly confidential. We are firm believers in freedom of speech, commerce, and the right to privacy and anonymity.”61 The company takes pride in laughing off threats from lawyers and public authorities. Nevertheless, WikiLeaks doesn’t put all its eggs in PRQ’s basket.62 The group maintains servers all over the world, many of them with mirror images of all of its content. In late 2010 there were about two hundred such sites.63

As the judge in San Francisco discovered, you can take one of WikiLeaks’s sites down only to find that the same content continues to appear through other servers. This is like playing electronic Whac-A-Mole on a global scale, and the court put an end to the game before its lack of power could be displayed any further. The bank, meanwhile, reaped far more bad publicity as a result of its lawsuit than if it had done nothing. The injunction against the domain registrar, Dyandot, stood, thus freezing a group of domain names, but as an observer put it, “That’s akin to removing a person’s name from the phone book but not disconnecting his phone.”64 None of the documents that led to the suit has ever been removed from WikiLeaks sites.65

 

 

AS THE BANK Julius Baer case suggests, it is unlikely that WikiLeaks could be “taken down”—at least, not for doing what it has done so far. Even leaving aside the technological features that protect it, WikiLeaks’s situation has been prefigured by groups like Amnesty International, Reuters, and the International Red Cross, all of which are transnational organizations that displease various governments from time to time. None of those organizations has ever been shut down. And Western governments would be unlikely to take down WikiLeaks as a matter of principle. Here again, history shows us why: When the New York Times  published the Pentagon Papers, there were principled disagreements about whether that particular publication should be permitted, but no sensible person advocated shutting down the Times itself.

But shutting down WikiLeaks isn’t technically impossible, and it would be legally and politically possible under certain circumstances. Let’s imagine a hypothetical case involving an ordinary crime, like murder, with no political overtones. Suppose an organization like WikiLeaks, with reckless disregard for truth, published plainly defamatory information that not only created shame, loss of reputation, and bankruptcy, but also led to some third party stalking and killing the victim of its behavior. To pursue this crime, public officials could first try to break the organization’s encryption. That might be difficult, but it could almost certainly be done. Breaking the encryption, after a courtapproved warrant to enter one or more servers electronically, would illuminate a great many operational details—bank accounts, names of donors and sources, e-mail and IP addresses, and so forth. Even without such an order, much of this information is publicly available. That would establish a basis to assert jurisdiction over specific people affiliated with the organization—not merely Assange—and would be followed by subpoenas for records and witnesses that would likely be honored across international boundaries. Judicial efforts to bring murderers to justice—unlike efforts to stop the leaking of official secrets—command broad international support across the political spectrum. Bank accounts could be frozen and payments disrupted. Indeed, this has already happened to WikiLeaks without subpoenas or judicial process ; for example, Bank of America and PayPal voluntarily stopped processing the organization’s donations and other transactions. Establishing the liability of an amorphous group would be a challenge, but responsibility for the activities of unincorporated associations, not to mention the participants in criminal conspiracies, is hardly a new problem. Courts in all Western countries deal with it every day. Witnesses could refuse to talk, but they would go to jail. In other words, given an adequate basis under the law of one or more countries, WikiLeaks’s  secrecy could be broken and punishment or liability imposed. At this writing, U.S. prosecutors are trying just such a strategy as they investigate whether Assange conspired with the alleged source of the recent leaks, U.S. Army private first class Bradley Manning. If he did, Assange could be charged with conspiracy to commit espionage or computer fraud, and could be extradited to the United States.66

Regardless of what happens to Assange in Swedish or American courts, the leaked information will remain public. Assange’s claim that the group exists beyond any form of governmental control or sanction may be overblown, but WikiLeaks has thus far managed to publish vast troves of secrets once deeply held by governments, individuals, and organizations—from the U.S. Army to Swiss banks to the Church of Scientology to Kenya’s kleptocratic former president Daniel arap Moi. Few people would say that none of this information should have been leaked. WikiLeaks may even fall apart, but where it has gone, others will surely follow. Whatever you think of his motives or personality, Assange has highlighted for his followers—and for all of us—the potential for transparency that characterizes so many aspects of our electronically tethered lives. Assange also understood that “the source is no longer dependent on finding a journalist who may or may not do something good with his document.”67 The recent episodes in which WikiLeaks funneled information through three large newspapers suggest a new, more symbiotic relationship with the media, but even in these cases WikiLeaks is leading and the media are following.

Score another point for transparency.

Focusing on how to suppress an organization like WikiLeaks misses the point. Even if WikiLeaks were destroyed, imitators are emerging to take its place. And once information gets into the hands of such an organization, it is for all practical purposes irretrievable. Therefore the important issue is not what comes out of one of these groups, but what goes in: How did WikiLeaks obtain all that information in the first place? That query raises questions we’ll address in the next chapter, about how we manage information.

The world of information is changing at light speed. Covert operations run by the top-notch intelligence agencies are uncovered with cameras in hotels and shopping malls. Low-budget terrorists run operations using free imagery from Google Earth. An army of amateur sleuths exposes secret rendition flights from out-of-the-way military airports on several continents. Top-secret State Department cables, once meant for the eyes of a few, are leaked en masse through a phalanx of servers around the world.68

In this environment, how can anybody run an intelligence agency?
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THINKING ABOUT INTELLIGENCE

THE FUNDAMENTAL PURPOSE of intelligence services is to prevent surprise, especially strategic or grand-scale surprise. “No More Pearl Harbors” was the cry after 1941. And two years after the Second World War ended we created the CIA and the Defense Department. The NSA followed in 1952. “No More 9/11 s” was the cry after the Twin Towers fell. And again we adjusted our budgets and made organizational changes. Compared with preventing surprise, everything else is secondary. But preventing surprise is difficult. It requires an understanding of an adversary’s intentions as well as its capabilities. Capabilities invariably have physical manifestations. You can count numbers of tanks and missile silos. You can monitor missile tests to observe accuracy and reliability. But intentions are more elusive—and may be detectable only when it’s too late to do anything about them. Is a country modernizing its navy to protect its own coast, or does it have expeditionary intentions? Against whom? These questions are difficult to answer.

Preventing surprise also requires that we not be taken unawares by the emerging technologies that erode boundaries, accelerate change,  and confound our ability to control them. As we have seen over and over again, these technologies are creating previously unimaginable transparency—voluntary and involuntary, good, bad, and indifferent—in all walks of life: personal, commercial, governmental, and military. These developments profoundly affect intelligence organizations’ capabilities and manner of operating. In order to understand how these developments affect them, however, we must first make clear what intelligence is.

 

 

THE CORE FUNCTION of intelligence is stealing secrets.

Most descriptions of intelligence work break it into two lines of business. Stealing secrets is called “collection”—though, as we will see, intelligence services also collect plenty of information that isn’t secret. Collecting is done through human spies, whose principal business is persuading foreigners to commit treason; through electronic penetrations of foreign information networks; or through sophisticated imagery and sensors designed not only to photograph but also to sense radiation, chemicals, and other invisible emanations from installations that a foreign government or transnational terrorist group wants to keep secret—like a clandestine nuclear facility, or a factory for making nerve gas. The same technology lets us monitor the radiation resulting from a nuclear accident in a friendly country. Even people who are uncomfortable with the entire intelligence enterprise want us to know about such things. Other departments of government also collect information, but not secretly. The Department of Agriculture collects information about world grain markets, for example. The State Department collects information about foreign governments, but while diplomatic cables may be classified, diplomats’ collection methods are open and aboveboard. In contrast, the core competence of intelligence agencies is stealing information that cannot be gathered openly.

The second principal line of work for the intelligence business is  analysis, which is collating classified and unclassified information and making sense of it. These two activities—collection and analysis—are supported by scientific research and other secondary functions, but the collection/analysis dichotomy is basic and is reflected in the organization of our foreign intelligence agencies. In the CIA, for example, the Directorate of Intelligence (analysis) and the National Clandestine Service (spies) are supported by the Directorate of Science and Technology and Directorate of Support. The NSA’s organization is somewhat different because that agency also has a defensive function to protect classified networks,1 but within the NSA’s offensive operation, the collection/analysis dichotomy also holds true. Still, bifurcating intelligence this way can’t give us a full sense of the business, because it omits a great deal. For example, counterintelligence, which in my view is a core part of the intelligence enterprise, isn’t essentially about stealing secrets. It’s about defeating the efforts of foreign intelligence services to penetrate the U.S. government and American companies, either by disrupting their efforts or misleading them.2 The FBI’s recent roll up of ten Russian illegals was a counterintelligence operation. So was the CIA’s reported booby-trapping of the computer chips that the Soviets secretly diverted to use in the trans-Siberian pipeline, which then blew up. In counterintelligence’s defensive mission, which is protecting secrets, transparency is a nightmare, because it makes secrets hard to keep. In its offensive mission, which is disrupting foreign services, transparency is an advantage.

The collection/analysis dichotomy also omits covert operations, which intelligence agencies in all countries have carried out for centuries. Strictly speaking, a covert operation—that is, an operation that may occur in the public eye but whose true author is disguised3—is not about gathering or analyzing information. It aims instead to do something openly that nobody wants to admit having done. The Dubai assassination was a covert human operation that achieved its objective but left lots of clues about who did it. Designing and spreading the  Stuxnet worm that corrupted Iran’s nuclear command-and-control system was a covert electronic operation. We don’t know yet—and we may never know—how successful it was or who did it. Governments assign this kind of covert operation to their intelligence services because the operations require extraordinary access to secret information, whether it’s the travel plans of Mahmoud al-Mabhouh or the design and specifications of an adversary’s networks and plant equipment. These operations also require the ability to conduct secret business across continents. In the United States, most of the criticism directed at the CIA has been triggered by its covert operations and not by its intelligence-gathering activities.

During wartime, intelligence services find themselves drawn into yet another kind of covert operation. At the start of the current war in Afghanistan, for instance, a small number of highly skilled CIA officers performed extraordinary feats in dislodging the Taliban from power, and since then, CIA officers have run many paramilitary operations in that theater of war. Although these operations require stealth and intelligence support, they are not fundamentally an intelligence function. We assign them to the CIA chiefly because no other organization in the U.S. government is nearly as agile. The military can and does run covert operations too, but compared to the CIA, the military is far more bureaucratic.

The collection/analysis dichotomy also leaves out the intelligence community’s huge and growing responsibility for spreading information swiftly throughout the federal government, to state and local governments, and sometimes to private industry. The agencies still think of this as ancillary, if not opposed, to their core lines of business, but it is actually now at the heart of their work. It requires the ability to sort and collate vast troves of data, assess their importance, and send them where they need to go—but not to everybody at the same classification level or in the same level of detail. This work eats up hundreds of millions of dollars annually in equipment and time, and as the WikiLeaks  document dumps have demonstrated, unless it’s done right it creates pervasive vulnerabilities, by making classified information available to the wrong people. Frankly, this kind of wholesale dissemination effort is anathema to the ethos of intelligence professionals—and not because of bureaucratic jealousy. It’s anathema to them because any information that’s distributed en masse, whether or not it is classified, simply isn’t secret anymore. To understand this, suppose that our man in wherever is the only person who knows certain secret information about a foreign government’s intentions. Suppose further that the risk of losing this secret through treachery, negligence, leaking, or any other reason is x. As soon as our man tells his colleague or boss, the risk doubles to 2x. But when our man puts that information into a network to which ten thousand people have access—many of whom are less well trained to keep secrets than he is, or who have never met the source of the information and don’t lose sleep (as he does) about his source’s fate if he’s uncovered—then the risk of losing the secret increases by a factor of more than ten thousand. At that point, the information may still be sensitive, but we’re kidding ourselves if we call it secret. Secrets have a half-life; they degrade over time. The more people who know them, the faster they degrade.

Finally, the collection/analysis dichotomy obscures the morphing of analysis into two distinct lines of work. I’ll call the first line analysis proper. It consists of the sifting and winnowing of lots of information and figuring out what it means. The second line is classified journalism, or turning conclusions into finished products for the president and other high officials. Journalism is not a pejorative label. The ability to take a complex subject and express it in clear, concise prose is a rare and valuable skill, but it’s a different skill from doing analysis proper. Operationally, the two skills have always been closely related, but they are different, and the pressures on them are different, too.

With this background, let’s return to the question at the end of the last chapter: How can you run an intelligence agency in a world where secrets, if you can keep them at all, don’t stay secret for long? 

 

A casino

Las Vegas, Nevada
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The heavyset man in the safari vest had been at the blackjack tables three nights running and his winning streak was impressive. Certainly the sharp-eyed watchers in the video surveillance booth upstairs were impressed. They were also suspicious. The man moved from table to table, every night playing with several dealers. He was a professional, they could see that, and won more often than he lost. That kind of skill costs the casino money and will earn you their attention. So up in the booth one of the security staff began to log this gambler’s playing time, rerunning videos from the previous nights and calculating his winnings at each table. This showed her what she had missed in real time: The man gravitated to one dealer more than the others, and he won more consistently with that dealer—for three nights running. Who was he?

According to his California driver’s license, which he had presented to get credit for his gambling, he was Edward McNeil Partland, and he lived in a rented apartment in Torrance but picked up his mail at a PO box—nothing too unusual about that. He had an account with the Los Angeles Department of Water and Power and one with T-Mobile for cell-phone service. He didn’t use Twitter, but he did have a Facebook account. Partland listed his occupation as security consultant, freelance. He looked legit. But if he was a pro, why did none of the Las Vegas casinos have any record of his previous gambling? He also had a tattoo on his right forearm of the 101st Airborne Division, with its screaming-eagle logo. The security crew upstairs began to dig deeper, checking commercial databases that ordinary people don’t buy access to.

Yes, Mr. Partland had an address in Torrance, but he had been at that address for only three months. Yes, he had an account with L.A. Water and Power—also for about three months. Before that, nothing. He had a California driver’s license, but why did a nationwide check disclose a driving record that went back less than a year, when he supposedly moved to California? A check of a multistate vehicle insurance database turned up nothing older than twelve  months. How could an army veteran who appeared to be about forty-five years old not have a long history of auto insurance? So casino security dug deeper. Why, they wondered, did Mr. Partland have a tattoo of the 101st Airborne on his arm but no record of military service? And why couldn’t they find any trace of him in any of the 101st Division’s veterans’ groups? They looked at his Facebook account, but there was little on it—and no “friends” from the army. Nothing in Mr. Partland’s story could be proved false, but the whole story was just too thin, and the security team could smell it. Real people leave lots of trails. Their identities are thick. Meanwhile, “Mr. Partland’s” luck held out. He was a hundred thousand dollars ahead of the house. And then, after the fourth night, he stopped coming.

The security staff turned their attention to their dealer. Let’s call her Angela Raney. (She’s my invention, just like Partland.) Casinos don’t hire dealers without investigating them up one side and down the other, and Ms. Raney was no exception. She lived right in Las Vegas, sharing a bungalow with a longtime boyfriend named Ben Taylor. The casino knew about Taylor; if you work for them, they know a lot about you. So it didn’t take long to pull his record of military service and discover that he had served during the first Iraq War in the 101st Airborne. A little more digging found that before moving to Vegas, he had lived in Torrance and had used a PO box address—the same PO box used by Partland. Suddenly, using only mouse clicks, a scheme to rip off the casino was coming apart: “Ed Partland’s” cover was blown. A crooked dealer, the dealer’s lover, and the lover’s army buddy were about to get acquainted with the district attorney.

 

 

THIS PIECE OF FICTION has nothing and everything to do with intelligence tradecraft: nothing to do with it because it involves a crime scheme to defraud a casino rather than spies and state secrets; yet everything to do with it, because Partland’s cover problem is fundamentally the same as the problem of creating deep and effective cover for covert government operatives. Creating effective cover was never simple, but  it has now become much more difficult and expensive. Whether or not the cover involves an alias, the tools for prying it open are cheap and readily available. In either case the agent must have a detailed history, and that history must stand up to an intense level of electronic scrutiny available to any novice private eye, who will have access to a rich trove of information going back to the agent’s school days.

Several conclusions follow. Serious cover will be used more sparingly than in the past, and fewer risks will be taken with it. This point bears emphasis: Clandestine services will become more risk averse. Training a good agent takes years. If sloppy cover exposes that agent, she is burned forever, and a big investment goes down the drain. The penetrability of cover will affect clandestine services around the world, and the more wired the country, the sooner the effect will be felt. This is not to say that technology is doing away with spies. Spies have been around since before Joshua sent his agents into Canaan, and they are not going out of style. Nor is transparency going to bleed treachery and deceit out of the range of human character traits. Indeed, it is more likely to put a premium on those traits. But the training of agents and the strategies for deploying them are already changing, and the risk that these agents will be stripped of their cover is going up. The Dubai affair will reverberate through the world’s intelligence services for a long time.4

 

 

TO ENTER THE watch floor, you walk up a slightly elevated ramp—the wires that connect all that computer equipment have to go somewhere; they’re under the floor—then through a door with a cipher lock. All employees have top-secret clearances, but they can’t come in here without a reason. You pass through a comfortable but Spartan outer office, then stop to let your eyes adjust. The lights are low. And it feels chilly, especially in summer: In this environment people adapt to the needs of the computers, not the other way around, and computers must be cooled. The ops center is a kind of miniature amphitheatre,  with several levels of elevated seating, like a university classroom. Analysts beaver away on each level, some in military uniform, some not, each with his or her workstation and screens, each working a different issue. Behind them, in glassed-in cubicles, sit the watch supervisors. The front wall is plastered from waist height to ceiling with a bank of big video screens. Information is flowing in from all over the globe, sometimes just strings of numbers that only a specially trained analyst can understand, but there are also video feeds and interactive maps that bring together data from across the entire intelligence community and the military—exactly the sort of high-tech information sharing you had hoped was afoot among government intelligence agencies. It’s amazing—even though you have no idea what most of it means. A couple of screens are familiar, however: one’s tuned to CNN, another to Fox News.

Now the man in the booth is standing up and pointing. Suddenly the image on one of the screens disappears and another collection of pixels pops up. It’s a cartoonish but near real time map with symbols of military units—blue and red, us and them—together with live radio chatter (which you can’t hear because you’re not wearing headphones). It looks cool, but it isn’t. It’s a schematic image of a firefight in Ghazni, a town in eastern Afghanistan where a NATO patrol is being ambushed from three sides, and blood is flowing. You’re watching an extraordinary display of technological prowess that would have been impossible to pull off even a few years ago. But soon the supervisor sits down; there’s nothing he can do. Air support is being called in, but not from here. Military command and control in the war theater takes care of that.

Ten minutes later Wolf Blitzer on CNN breaks off his chatter and cuts to a live video feed from Ghazni. A CNN reporter and cameraman are embedded with the NATO unit, and they’re taking fire, but the camera’s rolling, and they’re pushing out live video and commentary against the barking rattle of machine-gun fire. This, too, is a display of technological prowess that would have been impossible a  few years ago. CNN’s video actually contains less information than the government’s integrated tactical sources, but it’s an astoundingly good source nevertheless—which is why some watch-floor screens are tuned to commercial networks. In fact, you don’t have to be on a multimillion-dollar, top-secret watch floor to see this video. You could be home drinking beer and watching it on TV.

 

 

FOR INTELLIGENCE PURPOSES, knowing about that firefight ten minutes before it hit CNN made no practical difference. No one in his right mind would say that our intelligence agencies, let alone the military, should rely on cable news or any other commercial source for tactical intelligence—at least, not now. But in the future questions like these will grow more pressing, particularly when it comes to political and social intelligence as opposed to tactical military intelligence, when minutes matter and commanders must be able to count on the capability to produce the intelligence every time. Whether a government should invest in a particular capability will depend on two factors: Will it be there when we need it? And can we do anything useful with the information if we’re getting it only minutes before it hits the commercial source? Depending on the answers to these questions, the government may disinvest in some of the resources on that watch floor.

I have smart friends in the business who insist that this kind of disinvestment will never happen, that the agencies will never rely on commercial sources this way. But I fear that my friends aren’t thinking far enough ahead—or looking far enough backward. We already rely to a significant extent on commercial satellite imagery (which is extremely good) to supplement the government’s own satellite imagery (which is better). Thirty years ago few people in the Defense Department or the intelligence business would have believed that possible. The convergence of the technologies available to the most powerful  governments with the technologies available in your living room will not stop. And it will certainly drive public investment decisions.

Convergence is driving intelligence in another dimension, too. When an intelligence agency can get information that nobody else can get, it gains an advantage. Economists call this “information asymmetry.” Everyone else calls it keeping the other guy in the dark. Either way, it’s an advantage you want, whether you’re the president of the United States, a currency trader, or a washing-machine salesman. Markets achieve optimum results when everybody has the same information, but an individual in a market thrives on having better information than everyone else. When traders get such information, they keep it secret. When governments get it, they classify it. When others can get it as readily as the government, classifying it is pointless, even silly.5

Yet most of what is worth knowing in the world is not classified, and technological convergence will make this axiom truer than ever. Everybody knows a lot, and secrets have a very short shelf life. In 1815, a difference in bond prices between the Paris and London markets might persist for days, even weeks. Today traders arbitrage differences between markets around the world in tiny fractions of a second. In 1842, news of the disastrous British retreat from Kabul during the first Afghan war took weeks to reach London. Today we have electronically connected journalists embedded with combat units in Afghanistan. The advantage that intelligence services once held in gaining access to information has shrunk.

The secrets our intelligence agencies steal, and the sources and methods that enable that theft, are valuable—but they usually have less to do with high policy than most people think. Unlike certain diplomatic cables, most of the information we secretly collect does not relate directly to the strategic intentions of adverse foreign governments, such as a planned surprise attack. When we collect information about adversaries’ intentions, it’s often tactical—a likely position in a negotiation, for example, or the fact that a secret missile test is about to occur, or that the test fizzled. These are real secrets. They are  important to know, and our agencies are extremely good at ferreting them out. But these are not strategic intelligence victories.

Strategic failures, on the other hand, don’t generally result from a lack of capability but from a lack of imagination. Before December 7, 1941, for example, the U.S. Navy was certain that the waters of Pearl Harbor were too shallow for torpedoes. They couldn’t conceive of scientists in another country—an Asian country, no less—solving this very problem, which indeed the Japanese had done. Of course there were other reasons for that disaster. Complex events always have many causes, but failure of imagination caused the greatest intelligence lapse possible—the failure to prevent surprise. North Korea’s invasion of the south in June 1950 was another strategic surprise. U.S. intelligence was caught flat-footed—and so was the national security staff in the White House. In 1950, the CIA was less than three years old and the NSA didn’t exist. Still, the problem wasn’t a lack of an ability to spot massed troop movements. Intelligence agencies attend to the priorities their political masters downtown give them, and gathering intelligence on North Korea simply wasn’t a priority. The entire national security establishment was focused on the possibility of war with the Soviet Union in Europe, not Asia. Inability to think beyond one’s deeply held assumptions is not a peculiarly American problem, however. Before the Yom Kippur War of 2003, Israeli intelligence had plenty of information about the massing of Egyptian troops on the west side of the Suez Canal. They just couldn’t imagine that the Egyptians would dare cross it. And so they suffered grievous casualties in the Sinai and on the Golan Heights before they could turn the military situation completely around.

Lack of imagination was a factor in the 9/11 disaster, too. Nobody took seriously the idea that al-Qaeda operatives would try to fly fully loaded airliners into buildings in the United States—in spite of intelligence suggesting al-Qaeda’s interest in that tactic, and in spite of the fact that the FBI knew Zacarias Moussaoui was interested in flying large airliners but didn’t care about taking off or landing. Lack of imagination can’t be fixed by supplying more information.

Intelligence agencies have little if any competitive advantage over private companies in analytical talent and imagination, and their advantage in global reach is diminishing. As Columbia University’s Richard Betts has pointed out, “No one can match analysts from the CIA, DIA, or NSA for estimating what Al Qaeda might do in the next month. But what is their advantage over Middle East experts in think tanks or universities for estimating worldwide trends in radical Islamist movements over the next decade?”6 The leaders of the American intelligence community and Defense Department know this. That’s why they spend many millions of dollars every year consulting with experts in universities and the private sector. This official scouring of unofficial sources of expertise is yet another example of the progressive breakdown of the once-clear boundary between the roles of the public and private sectors.

This isn’t simply a matter of privatization. When the postal service hires a farmer’s wife to deliver mail in rural areas, or the army hires a contractor to wash dishes instead of using privates on KP, those are limited forms of privatization. When the postal service contracts intercity mail carriage to a trucking company, or the State Department decides to use an armed security service rather than the marines for embassy security, those are deeper forms of privatization. However, all of them involve greater or lesser degrees of control over the activities of the contractors, who are working for the government. But when an intelligence agency elects to supplement its satellite coverage with commercial overhead imagery, and it alters its investment plans accordingly, something more profound is occurring. This isn’t privatization in the usual sense. Rather, the government becomes just another large buyer of goods or services that it used to provide internally. It relies on the private sector (whose camera may be on a satellite launched by a French or Chinese rocket) to perform a function once thought integral to one of its agencies and exclusively within the power of the government. Low-budget terrorists already rely on Google Earth for intelligence. In a word, this is an example of unbundling intelligence into  component parts, some of which can be done as well—or well enough, or better—by the private sector.

To understand the future of the private sector’s role in intelligence, we don’t need a crystal ball. We can just as well look backward as forward, because we are experiencing a return to a historical norm. In 1815, for example, news of the French disaster at Waterloo first reached London not in the saddlebags of the duke of Wellington’s courier, but in those of the courier paid by Nathan Rothschild.7 The British government had no advantage in international communications over a wealthy banker. Both could hire couriers, establish a beaconing system using bonfires on hilltops, and hire fast boats to cross the English Channel. The electric telegraph did nothing to change that essential public/private equality. Private parties had access to the telegraph, and any man with pliers, a knife, and the ability to climb a pole could cut the line to disrupt someone else’s ability to communicate. Not until the twentieth century, when cryptography and cryptanalysis required large sums of money and the secret collaboration of topflight mathematicians, did a few governments acquire qualitative advantages over everyone else in secret communications. The Second World War and most of the cold war cemented rich governments’ near monopoly on intelligence, because only such governments could operate through war zones and on the other side of the Iron Curtain. With the advent of high-altitude surveillance aircraft, followed by surveillance satellites, this monopoly began to seem both natural and inevitable. It might even have seemed “inherently governmental.”8 Only the United States and the Soviet Union could compete systematically on this level. Even in the human spy trade, technology played a role in making the spy game seem like a government-only business. Spy cameras hidden in tie clips, low-voltage recording devices hidden in cigarette lighters, exploding cigars—these were the stuff of state security services (and Hollywood). You can now buy most of this stuff on the Internet, and the tiny camera in your cell phone is as good as any spy camera ever hidden in a tie clip. Our intelligence services remain far ahead of the commercial sector in  clandestine technical capabilities, but as the world has accelerated, this advantage is shrinking.

In the nineteenth century security services were largely a private-sector affair. The most famous detective agency in the United States, if not the first, was the Pinkerton National Detective Agency, organized in Chicago in 1850 by a Scottish immigrant, Allan Pinkerton. Pinkerton’s business in the early days consisted chiefly of providing security to railroads and their cargo. His contract to protect the Illinois Central was drafted in 1855 by the railroad’s counsel, Abraham Lincoln. After Lincoln’s election in 1860, security for the president-elect was not provided by either the military or the Secret Service, which did not yet exist.9 It was provided by Pinkerton and his men. In May 1861, Major General George McClellan asked Pinkerton to create a Secret Service for his army operations in Ohio—essentially a private version of what became the U.S. Army Intelligence and Security Command. Pinkerton also ran counterintelligence operations in Washington, D.C., during the Civil War.10 The Justice Department was not created until 1870. A year later Congress appropriated fifty thousand dollars to the department for “the detection and prosecution of those guilty of violating federal law.” The department found the sum insufficient, however, and engaged the Pinkerton Agency to handle the job.11 Government lawyers today would regard all these functions to be inherently governmental.

Already by the late 1960s the sums spent by private firms for protection had reached half the amount of public expenditures at all levels for police, counsel, and criminal courts, and at least one social scientist saw the “apparent muddling of the public and private police function.”12 Although some private police may do some investigative work, they mostly perform security functions, which should not be surprising, since the police function has historically had more to do with keeping order than solving crimes after they occur.13 Universities, hospitals, banks, owners of large apartment buildings, and nightclubs all employ private police or off-duty municipal police who act in a private  capacity. So do some wealthy residential enclaves. Starting in 1970 when the District of Columbia Court of Appeals held a landlord liable to a tenant who was criminally assaulted in the common area of his residence, 14 court decisions have provided an incentive for this kind of private policing. By 1970, a study of private police concluded there was “no clear-cut basis for distinguishing public and private police as to service performed.”15

In today’s world protecting the president certainly seems about as inherently governmental as you can get, but President Lincoln didn’t think so. He and his advisers trusted Allan Pinkerton to gather intelligence and provide physical security; they didn’t have a good alternative. Today, however, federal law (at least on its face) requires agencies to decide whether a particular activity must be performed by government employees based on whether that activity is in its nature inherently governmental. Indeed, under current federal law there is no middle ground: The categories commercial and inherently governmental are mutually exclusive, and every agency is required to parse all its activities into one of these two bins. This rigid, mutually exclusive duality is practically and logically untenable,16 but it remains the touchstone of federal law in this area. The civil servants who write regulations like this are intelligent and experienced, but they are less interested in logic than in crafting rules they can administer to control the sprawling world of government contracts. They do the best they can with the legal tools they inherited from a world in which boundaries seemed stable. This tool is rapidly approaching the end of its useful life, however. Not many decades ago most Americans would have thought that delivering the mail was an inherently governmental function, and the history of public mail service supported that view. Then came Federal Express, UPS, and DHL (which began as a private company and was later acquired by the German post office). Military logistics and support also used to seem inherently governmental, but nowadays private contractors deliver ammunition, prepare food, and provide heavily armed security service. Whether any of these developments is good or  bad is important but beside the point. Good and bad don’t correspond with governmental or commercial. As the world around us changes our assessment of what the government can do best, and of what the government alone should be permitted to do, changes too.

Apart from the deliberate, forceful taking of life, liberty, or property from its own citizens, or binding the government by contract, it is difficult to see what actions are inherently governmental. This isn’t to say that the government should outsource everything it is permitted to outsource, but simply that the centralization of power in industrial societies that reached its peak in the mid-twentieth century is ending, and the intelligence business will not remain unaffected.

 

 

IN A VIDEO commercial IBM’s Jeff Jonas is standing by an intersection with cars whizzing by, and he asks, “If all you had was a snapshot of the traffic five minutes ago, how would you know when to cross the road?” You wouldn’t. In the future everybody will know a lot, and as Jonas rightly says, successful organizations will be those that can make use of what they know as soon as they know it.17 Speed, not secrecy, will be the coin of the realm.

This is why the collection/analysis dichotomy in the intelligence community has begun to collapse, though the collapse is lamentably not yet reflected in the way our agencies are organized. Under the old model, operatives were kept rigidly apart from analysts. They were (and still are) organized in separate directorates with distinct cultures and usually collaborated poorly. Both were heavily white, male, and Ivy League, but the operatives were the supersecret guys who did the cool stuff and got to break rules. The analysts formed a mandarinate of well-educated specialists in history, politics, economics, and international relations. They decided what things meant, and for the most part they would tell you what things meant only when they were good and ready to tell you, if in their opinion you needed to know. They delivered their wisdom in the form of a finished product. These products represented  “Intelligence” (spelled with a capital “I”), which was based chiefly on secret sources, and which they distinguished from less well-informed thinking—or thinking not based on stolen secrets.

Sketching the traits of this community can easily and unfairly degenerate into caricature, however, so I emphasize that intelligence analysts as a whole were and are a highly capable cadre of civil servants who do credit to their agencies. But the isolation and privilege of a top-secret world lead to the sins of pride and self-satisfaction, which lead to error. Besides, working on a model that required a finished product meant their output was too slow. The relentless acceleration of nearly all aspects of life following the end of the cold war has undermined this model, and it has been strained nearly to the breaking point by a decade of terrorism and war in South Central Asia. We no longer face the rigid, slow-footed, technologically clumsy adversary of the cold war. Our adversaries are numerous, and they are deft, swift, and technologically skillful. Whether the threat was to the London Underground, a NATO facility in Germany, or a company of soldiers on patrol in Helmand Province, the demand for intelligence was becoming heavily tactical and ever more urgent. The agencies’ customers needed information in real time—not after the mandarins had chewed the intellectual cud and uncapped their fountain pens. These customers were also becoming increasingly military. This is hardly a surprise during wartime, but because the pace of war has increased along with everything else, it means that intelligence has been pulled into tactical targeting decisions to a degree previously unheard of. In World War II, in order to be certain of taking out one target, 1,500 B-17s had to drop 9,000 250-pound bombs, which were accurate only within a radius of about 3,300 feet. In the Vietnam War, thirty F-4 fighter-bombers had to drop 176 bombs to destroy one target. During the first Persian Gulf War, in 1991, a single F-1 17 could reliably destroy two targets with two 500-pound bombs—if the weather was clear. During the current Iraq War, a single B-2 can reliably destroy sixteen targets with 16 bombs, in any weather. 18

This startling qualitative improvement has required more than merely a huge leap forward in weapons technology. It also required a breathtaking leap forward in intelligence capability, and the integration of intelligence with weaponry. The army may have a tactical missile that it can guide into an apartment window from twenty miles away to take out a terrorist commander, but the officer who fires it had better know exactly which window to send it through. Precision is useless without intelligence, and the intelligence must be available to the soldier or pilot with his finger on the trigger. Getting this right is not done with carefully polished intelligence products of the sort that were the norm during the cold war. Now it is done by putting fresh tactical intelligence, sometimes with little evaluation, into the hands of battlefield commanders. This requires actually embedding intelligence officers in combat units, and it demands that collection, analysis, and operations be highly integrated.

We have become very good at this integration at the tactical level—that is, on the ground in battle. But regrettably this fluid integration of skills and information is not reflected in the organization of our agencies or even in the prevailing model of how the intelligence business is supposed to work. The orthodox account of intelligence workflow goes like this:1. Elected officials determine intelligence priorities (e.g., to understand the nuclear weapons program of a certain country).
2. Intelligence officials, through an interagency process, translate these priorities into requirements (e.g., determine how long it will take that country to develop a nuclear weapon).
3. Collectors gather information to fulfill requirements.
4. Analysts figure out what it all means.
5. Congress decides how to invest in future capabilities based on executive branch recommendations—in an unrelated process.


In practice, collectors do not gather information to fulfill requirements, which are far too general to provide operational guidance. In the language of the trade, they collect against targets, which are specific people, facilities, or systems that may yield information from which the answers to broad requirements can be inferred. Leaving analysts out of the process of selecting targets—which is what the orthodox workflow model does—is unwise, because analysts can enrich the conversation by explaining what information they would need in order to address the requirements. Analysts know the analytic gaps better than anybody else. On the other hand, collectors understand potential access points better than anybody else. Operating in collaboration, these two groups make better decisions about target selection than either can make in isolation. Together they can also advise on both near- and long-term investment decisions: If only we had the means to find out such and such, we could target this requirement more effectively. In the next budget cycle, let’s propose to invest in that capability. Creating organizational arrangements in which the analysts and collectors systematically collaborate would improve each of them.

The intelligence community has begun to attack several specific problems in just this way, but these efforts are the exception to the governing organizational model, not the rule. We must change the model. Organizing the business around problems rather than around functions (like collection) or capabilities (like satellites) would improve it greatly. Our budgets should be driven accordingly, but they are not. Instead, we budget around capabilities. Major change will not occur without congressional approval, however, because Congress controls the budget, and capabilities have constituents, particularly the corporate variety that manufacture and support hugely expensive systems. Corporate constituents make campaign contributions; problems don’t. Just as there is a military-industrial complex that President Eisenhower warned about, so there is an industrial-intelligence complex with deep interests in the status quo. Both these alliances have a third axis, and that axis is rooted in the Congress of the United States.

At its extreme the pressure to make intelligence immediately available at the tactical level can push analysts completely out of the picture. This is dangerous but not surprising. Insofar as analysis involves the packaging of information for customers, it’s a specialized form of journalism, and all forms of journalistic media are being hollowed out by a flood of information that does not flow through the traditional organs of large newspapers, wire services, or television networks. This is a form of disintermediation, or taking the middleman out of the transaction between the consumer and the source of goods, services, or information. And it is happening in intelligence analysis for the same reasons that it has happened everywhere else.

If you want information, you don’t have to buy a newspaper; you can get it online. If you want shoes or tires or computers or clothes, you can buy them all online. As for books and music, networks have not only disintermediated the stores that sell them, they’re disintermediating the books and CDs themselves. Physical books and CDs are just devices for delivering prepackaged, portable information. Now you can pick and choose the bits and bytes you want, in portions of text, stories, songs, and videos, ignore what you don’t want, and download them directly. The ability to move information this way has enormous advantages for intelligence, just as it has in other transactions, but it also carries disadvantages. Much of the information that now circulates so freely is garbage. Intermediaries—that is, editors, publishers, retail stores, and intelligence analysts—performed a filtering function that we must now do ourselves or pay someone to do. They told us what was reliable, desirable, and important.

In intelligence work, the analog to garbage in cyberspace is incorrect or misleading intelligence. More than once I’ve seen military officers in the field and political ax grinders in Washington draw half-baked conclusions from unassessed intelligence—an isolated intelligence report, for example, that led inexorably to a certain conclusion, but only if you didn’t know that the source was unreliable, or that the report was contradicted by three other reports, or that the language didn’t mean  what it seemed to mean when read in isolation. That’s why we prefer analysts to vet raw information before we disseminate it. Analysts are experts, and experts really do know things. Experience matters. But managing the tension between the need for immediate information and the value of vetted, analyzed information is difficult. This is another reason why the boundaries between collection, analysis, and customers are loosening. Not long ago these boundaries were sacrosanct, but they represent industrial-age organization, and they are too rigid to work anymore.

Intelligence analysis has also come to resemble journalism in its feedback loop—the effect of the observer on the thing observed. And here it’s essential to distinguish between what I have called analysis proper, or the evaluation of evidence and drawing of conclusions, and the packaging of those conclusions for policy makers, which is a form of journalism. The media not only reflect what goes on in the world, they also affect world affairs by changing perceptions, and by giving publicity to people and events that would otherwise die in obscurity. Election polls affect voter behavior, for example. Reports of bizarre behavior generate copycat bizarre behavior. Reports of terrorist actions generate copycat terrorist actions. The visually spectacular effects of some events generate reactions that are often out of proportion to their real effects, to the point where the distinction between perception and reality vanishes.

Similarly, leaked reports that the intelligence establishment has reached a conclusion will affect diplomacy and the public positions of the president and cabinet. Only a few years ago it was almost unheard of for the conclusions reached in National Intelligence Estimates (our most definitive form of finished product) to be reported in the press or in an open congressional hearing. Now conclusions are leaked with appalling regularity by policy makers and their civil service underlings who disagree with them and seek political advantage by politicizing the analysis. This occurred notoriously in the case of the 2007 estimate  stating that the Iranians had at least temporarily stopped developing a nuclear warhead, but that was hardly the first such occurrence. 19

Leaking has become so common that it has affected the language, manner of presentation, and sequencing of conclusions in some estimates. For a time it also led to pressure to preempt leakers by making at least a summary of the conclusions public. So much for the ability of intelligence agencies to render top-secret analysis! This is transparency run amok. It is also feedback with a vengeance, and the feedback operates in both directions. Of course the analysis may affect the behavior of the policy makers who sought it in the first place, but that is intentional. In the other direction, however, the anticipated reaction of the media, legislators, public, and foreign governments to whom it is likely to be leaked affects the analysis. This is an unintentional and perverse effect of transparency, and we must learn to live with it.

All administrations have been willing to leak information for political advantage. The recent Bush administration was no exception, and the Obama administration has carried indiscretion to new heights—for no apparent advantage at all—even as it has prosecuted leakers with commendable vigor. In his 2010 book Obama’s Wars, Bob Woodward describes a meeting in Chicago on December 9, 2008, between president-elect Obama, then-CIA director Michael Hayden, and then-DNI Mike McConnell. Hayden and McConnell were briefing the president-elect on the series of worldwide clandestine counterterrorist operations that required the president’s personal approval. These are among the most closely held secrets in government. Yet Woodward refers to specific operations in specific countries and to the “tens of millions” the CIA was paying to Jordan’s General Intelligence Department and other foreign services.20 Where did Woodward get this information? No one I know thinks it came from Hayden, McConnell, or the president. Every shrewd person I know thinks it came from one or more of the advisers close to Obama with whom he would normally have shared it. But whoever leaked the information got nothing for it.  The leaks came from people who were simply indifferent—or hostile—to the government’s ability or right to keep any information secret.

This kind of indifference has long affected the press and the public. Here, for example, is a sentence of a kind we read so often that we no longer notice its puzzling, even oxymoronic use of the word secret:Earlier this summer, the United States resumed secret drone flights performing military surveillance in the tribal areas to provide Pakistani commanders with a wide array of videos and other information on militants, according to American officials.21





There is no meaningful sense in which these operations are secret. They may be classified, they may be unacknowledged, but they aren’t secret, as this reference to them in the New York Times proves. As this indifference to secrecy spreads, it is bound to affect relations between the intelligence and political communities in both the executive and legislative branches. There is again less trust, and where there is less trust there will be less candor. Gresham’s law when applied to information will do its work: Bad information will drive out the good. The dross will be shared, and the gold nuggets taken out of circulation and held privately. This would be dangerous in any government, and in a democracy, poisonous. But it is happening.

Candor in official documents is difficult enough in the best of circumstances. In the most recent (2009) edition of the unclassified Quadrennial Intelligence Community Review, which is prepared by experts from a variety of intelligence agencies, the authors’ task was to forecast America’s position in the world in the year 2025. This is a difficult undertaking, to be sure, but psychological ambivalence and political sensitivity muddled the overarching conclusion, as illustrated by this sentence: “Although U.S. influence will decline, America and its ideals will retain global preeminence.” Since preeminence is largely measured by influence, it is difficult to know what, if anything, this sentence means, and in any case it is contradicted several pages later,  where we read of “the declining military, economic, and technological preeminence of the U.S.”22 Possibly these inconsistencies resulted entirely from a breakdown in the usually rigorous editing process, but I don’t think so. This kind of language results from public officials’ reluctance to speak plainly about the relative decline of American influence for fear of being accused of not believing in the unlimited greatness of the United States. For results that are both imaginative and candid, projects like the Quadrennial Review should be handled by the open-source arm of the intelligence community and contracted out to three or four trusted private firms in several different countries.23

As early as 1992, the chairmen of the House and Senate intelligence committees began pushing for more use of open-source information, to no effect.24 Four years later the Aspin-Brown Commission proposed that the collection and analysis of open-source information be a “top priority.” Again, the idea went nowhere. Secret organizations have a built-in bias in favor of classified over unclassified information. Any bias is suspect, but in the tsunami of data created by the information revolution, this particular bias is a serious handicap.

Only in the aftermath of the attack on the Twin Towers did the idea of an emphasis on open-source information gain traction. In July 2004 the 9/11 Commission recommended the creation of an open-source intelligence agency.25 And in March 2005 the WMD Commission recommended creating open-source cadres within both the CIA and the Office of the DNI.26 Later that year, spurred by these reports, the new DNI, John Negroponte, and the CIA director at the time, Porter Goss, announced the creation of an Open Source Center, to be housed at the CIA.27 But the wizards of Langley immediately put their stamp on the new center by ensuring that nobody could work in it who didn’t have a top-secret clearance, thus closing the lid on really imaginative change. As a result, the best work on open-source information now takes place in private companies that contract with agencies to collect and analyze open-source information. This is actually an excellent arrangement, but the fact that it took years to achieve it is an accurate  indication of the acute resistance to change at big agencies like the CIA, the NSA, and the FBI.

Operating in a classified environment is a serious constraint—more serious than most people in that environment realize. It is a drag on how they communicate, whom they communicate with, and how they do business, and it disconnects them from the realities of the commercial world. Yet people who have never operated outside that environment cannot imagine doing business any other way. Young recruits entering the business are frequently turned off by our agencies’ stodgy business practices, conflict aversion, and mind-numbing PowerPoint presentations. Dispelling this atmosphere would dramatically improve the intelligence business.28

At the same time, clandestine and covert operations are best undertaken by people who have trained for years in the dark-side atmosphere, and who will never fully trust people who do not share that background. This ethos is a matter of survival. Efforts to open up that operational environment are misguided and doomed to fail. So as we examine the present and future state of our intelligence agencies, we see an increasingly irreconcilable disparity between open-source and covert. The former cannot operate effectively in a top-secret mind-set, and the latter can’t work without it. Secrecy and openness simply cannot get along in the same organization, and this is why the bundle of activities that constitute the intelligence business will inevitably begin to come apart over the next decade. This unbundling is overdue. If we are going to protect what must be kept secret, we must separate it from what is not secret.

A salutary effect of the separation would be to stop funding secret organizations that produce mere journalism. During the French presidential election of 2007, while I was the national counterintelligence executive, I did an experiment. Several times a week I read official reports of the contest between Nicolas Sarkozy, the center-right candidate who eventually won, and Ségolène Royale, the Socialist Party candidate. I also read accounts of the campaign in the New York Times, the Washington Post, and the Paris daily Le Monde. There was no  information in the official reports that could not be found in the Times and the Post, and none of these American sources was as detailed or interesting as what I could read in Le Monde. It was obvious that the official “intelligence” was written from unclassified sources, yet the official reports were classified “confidential.” Why? Because that’s what we think. The sources may be unclassified, I was told, but our conclusions are classified. In some cases this reasoning makes sense, but in this case the only “conclusions” were a rehash of publicly available polling data.

Another excuse for producing classified intelligence of this ilk is that policy makers want it. Like people in the intelligence business, policy makers in the White House and on Capitol Hill privilege the classified over the unclassified, believing that the top-secret stuff must be the real juice. Besides, access to classified information is a sign of power. Playing to this mystique is craven. When intelligence officials have nothing secret to report, it’s their job to say so. The State Department can do the rest. Rehashing unclassified information about foreign affairs is a long mile from the core business of intelligence, which is stealing secrets.

 

 

IN A WORLD where secrets, if you can keep them at all, don’t stay secret for long, the best way to run an intelligence agency is to focus tightly on the parts of the business that are really secret and separate them from the rest. You spend more money on open-source collection and analysis, and let them happen in controlled but unclassified space. You beef up counterintelligence. And you pay much more attention to the electronic handling and dissemination of information—which is the subject of the next chapter.

Transparency exposes the government’s secrets in the same way that it exposes corporate secrets and invades personal privacy—and for the same reasons of ready electronic access. Electronic information is liquid, and liquid leaks. Apart from the technology, our culture also disposes us toward transparency and inures us to the exposure of  information that not long ago would have been carefully and successfully hidden. Advertisements for adult diapers or remedies for sexual dysfunction, and an eager willingness to parade one’s marital failures on television, are enabled by a profound cultural change. Whether you call this change an increase in candor or a decrease in shame—or both—is irrelevant. The change cannot seriously be doubted, and it makes us disinclined to keep secrets, or even to take secrecy seriously as a useful value in human affairs. The analog at the national level is a presidential adviser willing to retail information about covert operations to the media, and the everyday occurrence of headlines about “secret” military operations in Iraq or Pakistan. To the extent we are in a postprivacy world, we are also in a postsecrecy world.

The terms postprivacy and postsecrecy are useful if they help us understand a social sea change and the parallel between privacy and secrecy, but they are exaggerations. What we can say without exaggeration is that organizational secrecy and personal privacy are both under relentless assault. Secrets are harder and harder to keep, and matters that are successfully kept secret are likely to remain so for shorter periods of time, assuming they’re of any interest to anybody. This is true whether the secrets are personal (like your medical records) or organizational (like CIA rendition flights) or both (like the allegedly fudged expense records involving a personal relationship that reportedly cost the chairman of Hewlett-Packard his job). If you’re unknown and say nothing controversial, our beehive culture will leave you in peace. If you do or say something controversial, or simply become well-known, you risk being swarmed. People will think twice before saying what they think. This is a nasty prospect created by cybervigilantes.

It would be absurd, however, to think that there will be no more secrets.29 As long as people feel any vestige of shame or can suffer from guilt, they will want to keep secrets. As long as secrets convey power over others, people will keep secrets. Blackmail is merely the extreme case of such power. The mere fact that someone knows that you know his secrets conditions his behavior. “Write nothing down, throw  nothing away”30 would be the motto of any organization small enough, and secret enough, to get away with it. In business affairs people will keep secrets as long as information conveys commercial advantage. As long as governments want to engage in activities they wish to disavow, as long as governments do not trust one another and fear for their own security, they will go to great lengths to keep secrets and discover what the others are up to—and to try to hide how they go about it.

I have former colleagues who spend most of their working lives dealing chiefly in the most sensitive information imaginable, with lives hanging in the balance. For them the discussion of openness is bewildering. But their world is opening up nevertheless. If we are serious about keeping secret the work such people do, our intelligence agencies should jettison everything that is not demonstrably done better on the dark side. Their kind of work does not thrive in an open environment. More than half a century ago an adviser to President Kennedy, McGeorge Bundy, observed a tendency to protect all information as if it were top secret. “The moment we start guarding our toothbrushes and our diamond rings with equal zeal,” he said, “we usually lose fewer toothbrushes but more diamond rings.”31 Today we still classify far too much information, but that persistent tendency has obscured a far more pervasive development: We have gone to the opposite extreme, and as the WikiLeaks fiasco demonstrates, we now treat diamond rings like toothbrushes.

Transparency and network anarchy have disoriented us. Now it’s time to regain our balance and manage this predicament.
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MANAGING THE MESS

EVERY PRESIDENT IN the last two decades has known that our networks are vulnerable to exploitation. The first President Bush told us in 1990, “Telecommunications and information processing systems are highly susceptible to interception, unauthorized electronic access, and related forms of technical exploitation.”1 Nineteen years later the Obama White House was delivering essentially the same message. “Without major advances in the security of these systems or significant change in how they are constructed or operated,” its Cyberspace Policy Review warned, “it is doubtful that the United States can protect itself from the growing threat of cybercrime and state-sponsored intrusions and operations.”2 But this was no longer news.

In between, President Clinton warned in 1998 of the insecurities created by cyberbased systems and directed that “no later than five years from today the United States shall have achieved and shall maintain the ability to protect the nation’s critical infrastructures from intentional acts that would significantly diminish” our security.3 Five years later would have been 2003.

In 2003, as if in a repeat performance of a bad play, the second President Bush stated that his cybersecurity objectives were to prevent cyberattacks against our critical infrastructure, reduce our vulnerability to such attacks, and “[m]inimize damage and recovery time from cyber attacks that do occur.”4 Bush’s objectives were essentially a restatement of Clinton’s but with a new and welcome emphasis on resilience and recovery. However, none of these objectives has been met.

Such pronouncements have emerged like clockwork from the White House echo chamber, along with study groups, working groups, and “public-private partnerships” that produce recommendations that gather dust on some shelf. In August 2009, a presidential advisory committee issued a report on persistent insecurities in the public network and noted that previous assessments had reached similar conclusions in 1993, 1995, 1999, 2002, 2005, and 2007! This chronicle of executive inaction will be of interest chiefly to historians and to members of Congress who, in the aftermath of a disaster that we can only hope will be relatively minor, will be shocked to learn that the nation was electronically unprepared to deal with cyberespionage or -attacks. Yet the situation is growing worse.5 In 2010 the commander of USCYBERCOM, the NSA’s General Keith Alexander, acknowledged for the first time that even our classified networks have been penetrated.6

Most people in government are neither stupid nor lazy, and the civilian and military personnel responsible for our networks are painfully conscious of our vulnerabilities and work hard to minimize them. Some current efforts in Washington to deal with cyberinsecurity are promising—but so was Sisyphus’s fourth or fifth trip up the hill. The higher cybersecurity recommendations rise in the bureaucracy, the greater the chance they’ll be watered down to achieve consensus, or sidelined. This is why we get continual declarations of urgency but little real progress. Translating repeated diagnoses of insecurity into effective treatment requires the political will to marshal the financial and organizational resources necessary to do something about it. The recent Bush administration came by that will too late in the game.  After his inauguration, President Obama dithered for nine months over the package of excellent recommendations from a nonpolitical team of civil servants,7 but the administration’s lack of interest was palpable. Unfortunately, Obama’s cybersecurity proposal of May 2011, coming after a two-year delay, will not move the security needle far. The proposal is not without merit. In place of a patchwork of state laws dealing with notifications following data breaches, for example, it would create a single nationwide standard, and it would strengthen criminal penalties on cybercrime. But these changes deal with the consequences of insecurity; they will not make us more secure. The proposal would strengthen the Department of Homeland Security’s cybersecurity authorities, but not by much. It breaks no new ground and would do little to raise security standards.8 Obama’s budget reflects a higher priority for cybersecurity than ever before, though proposals for the increase originated under his predecessor. And the president deserves credit for creating a new joint military organization called U.S. Cyber Command housed with the NSA at Fort Meade, Maryland, and led by the NSA director. But except in the Pentagon, progress on cybersecurity remains poor.

CYBERCOM integrates the defense of most of the Defense Department’s networks and other national security networks, like those in the intelligence agencies. When directed, it also conducts military cyberspace operations. Many issues remain to be worked out regarding CYBERCOM’s operations, but it is a robust command9 with meaningful authorities over Defense Department and national security networks, and it is supported by the nation’s most advanced capabilities. 10 CYBERCOM also brings under one roof the historically separate offensive authorities of the Defense Department and the defensive and intelligence-gathering authorities of the NSA. This is important for two reasons. First, as we have seen, it is impossible in most cases to tell the difference between a foreign penetration designed merely to gather intelligence and one to preposition a cyberattack weapon. Calling a meeting of lawyers to determine who can deal with that kind of  situation and what tools they can use doesn’t work when facing threats at network speed.

Second, we need offensive tools for strategic defense. When an aircraft carrier group goes to sea, for example, the admiral in charge of the group flies an air patrol with a radius of perhaps a thousand miles. Fighter aircraft have offensive capabilities, but in this case their mission is to defend ships, and the admiral needs to know what’s coming before it arrives. Holding fire till you see the whites of their eyes may have worked at the Battle of Bunker Hill, but not anymore. If you wait for the incoming danger to reach you, you won’t be able to defend against it. CYBERCOM solves this problem by letting the general in charge of defending national security networks use offensive tools outside his networks in order to know what’s coming.11 To be blunt, espionage is an essential aspect of defense. To know what’s coming, we must be living inside our adversaries’ networks before they launch attacks against us.12

The side of government that doesn’t deal with national security matters (and that’s most of it) presents a different and sadder picture. If an adversary launched a slow-motion, coordinated attack to corrupt the operations of the Treasury Department and of our key companies and infrastructure, how many hours or days would it take us to figure it out? We don’t even have a mechanism in place to know what would be happening, let alone to do something about it. The departments of the executive branch—State, Treasury, Justice, Homeland Security, and so on—are isolated silos that in most circumstances are incapable of coordinated action. To understand why most government departments work so poorly together while the military coordinates its activities so well, it helps to look back at a time when the army and navy didn’t work well together at all.

 

 

CONGRESS CREATED THE War Department in 1789 and the Navy Department nine years later, in 1798, and the two remained rigorously  and jealously independent until after World War II. The secretary of war was the civilian head of the army, the navy had its own secretary, and each reigned supreme in his earthen or watery realm. 13 As a result, joint operations in wartime were hazardous affairs that produced as much friction as cooperation. Relations between the army and navy were so bad in Cuba during the Spanish-American War that “the army commander refused to turn captured Spanish ships over to the navy or allow a navy representative to sign the surrender document.” 14 In theory the president could command them both, but by the twentieth century the task of presiding over the government had become too complex for the president to concern himself with the details of government operations, civilian or military. Unfortunately, this did not become clear until after the Pearl Harbor disaster.15 During the war and for years afterward, the two services used different management systems, ensuring that logistical coordination was all but impossible. 16 “The whole organization belongs to the days of George Washington,” reported Britian’s senior liaison officer in Washington, Sir John Dill. His colleague, Air Marshal Sir John Slessor, was even more scathing: “The violence of interservice rivalry in the United States has to be seen to be believed and was an appreciable handicap to their war effort.”17

In 1947 Congress split the War Department into the Department of the Army and the Department of the Air Force. (Land-based aircraft had previously been part of the army.) In 1949, Congress forced those two departments and the Navy Department into the newly created Department of Defense—but it did not abolish the separate military departments. DoD is still the only department of the U.S. government that contains departments within it, albeit at the subcabinet level, and the secretary of defense must still occasionally struggle to assert his control over the subordinate civilian military chiefs.18 The National Security Act of 1947 created the Joint Chiefs of Staff, but neither that act nor the reforms of 1949 altered the separate command structures at the service level or the clubby and ineffective organization of the Joint Chiefs. We had a commander of the U.S. Army in Europe, for  example, and we had a commander of the Atlantic Fleet, so the fleet and the army were commanded separately even when operating in the same theater. This dysfunctional organization contributed significantly to the vulnerabilities that led to the bombing of the marine barracks in Beirut in 1983, killing 299 American and French servicemen, and to the utter failure of the mission to rescue the hostages in Iran in 1980.19

In 1986 Congress shook this creaky system of military fiefdoms to its foundations when it passed the Goldwater- Nichols Act. 20 Goldwater-Nichols demoted the separate military departments into organizations that merely recruit, train, and equip soldiers, sailors, and airmen. It stripped the army, navy, and air force of all operational command authority and for the first time vested effective command authority in joint commands, each headed by a four-star officer from one of the services and today called a combatant commander, or COCOM. The COCOM’s staff comes from all the services, and all units from all services within his theater fall under his command. At this writing (mid-2011), for instance, the commander of Pacific command in Honolulu is a navy admiral, but his deputy is an air force general and his senior enlisted officer is an army sergeant major. This pattern, or something like it, is repeated in all U.S. combatant commands, though the mix of forces of course varies depending on the mission. Pacific command is heavily naval for obvious reasons. Central command, which runs the wars in Iraq and Afghanistan, comprises members of the army, navy, air force, and marines working side by side from headquarters to the boots on the ground.

Joint organization has paid extraordinary operational dividends, but it was a struggle to make it work. Overcoming intense servicelevel loyalties took time. To accomplish that, the law made it effectively impossible to achieve high rank in any of the services without spending a “joint duty” tour in one of the other services. As Admiral Mike McConnell told me when he was the director of National Intelligence, “When I was a young naval officer, if I had said I was interested in a tour with  one of the other services, my career would have been finished. After Goldwater-Nichols, I couldn’t get ahead without it.” Nine years after the act was implemented, one of its leading military opponents hailed it as “a major contribution to the nation’s security.”21 This understates the case. This act is one of the most important organizational reforms in the history of the United States government—as important as our technological edge in making our military the most powerful in the world. All our military services are proud of it—and all of them resisted it fiercely at the time.

Why isn’t the rest of the government organized this way?

 

 

THIS QUESTION SHOULD be at the forefront of public discussion about our civilian government, but it’s rarely even asked. To be sure, there are great differences between the civilian departments and military services that command their members’ dress and behavior and can send them to war. But it’s simply wrong to assume that the organization of the military can teach us nothing about the organization of our civilian departments. From an organizational point of view, the military side of our government is light years ahead of the civilian side in its ability to attack problems jointly. This picture runs totally against the common perception of the defense establishment as bloated and inefficient, which it is when it comes to acquisition, purchasing, and various other support functions. Everyone has heard the stories of hundred-dollar toilet seats, overpriced hammers, and weapons systems that exist only because they benefit the constituents of powerful members of Congress. Operations, however, are a different matter. The American military’s ability to plan and execute stupendously complex, efficient operations anywhere on the planet is astounding. This could not occur without the seamless integration of the services in the field. We see this not only overseas but also here at home. Hurricane Katrina and the destruction of New Orleans in 2005 were a humiliation for civilian government at all levels. The problem went far deeper than the incompetence of the then director of the Federal  Emergency Management Agency and various local officials. President George Bush’s fumbling and hesitant mishandling of the disaster could not explain it either. Civilian government simply lacked the means to coordinate the necessary actions across the various departments of government: food relief, flood relief, law enforcement, housing, public order, compensation of victims, and so on.22 At times it seemed that only the National Guard stood between chaos and some semblence of order. The inability to coordinate across departments hamstrings civilian government every day, not just in emergencies. We have fifteen federal agencies that oversee food safety, eighty-two programs to improve teacher quality spread over ten federal agencies, and eighty different economic development programs. These efforts waste billions and are without unified direction.23

All strategic problems, including cybersecurity, require cross-departmental integration. But it does not exist, and the interagency “coordination” process is clumsy and inefficient—just like military operations before 1986. Even as we begin to spend hundreds of millions of dollars on cybersecurity, we are pouring the money into the usual isolated departmental fiefdoms. Cross-departmental governance is extremely difficult—and not just in the United States. Doing it well requires an office with authority over the departments and the power to muscle entrenched and often parochial bureaucracies, and we don’t have it. I am not suggesting the militarization of civilian departments. I am proposing the creation of a civilian mechanism of directive authority and responsibility above the departmental level, within the executive office of the president. The media, always addicted to the cliché, told us we were getting a cyber “czar” in 2009,24 but the newly created cyber “coordinator” has no directive power and has yet to prove his value in coordinating, let alone governing, the many departments and agencies with an interest in electronic networks.

This lumbering charade of “coordination” rather than directed integration has been the theme of American federal interdepartmental  relations since World War II.25 After the war, in 1947, Congress created the National Security Council, but the NSC’s role is restricted to advising the president on national security policy.26 Policies are not operations. Policies are set in the clouds, operations occur on the ground, and the NSC has no power to drive policy from the clouds to the ground. After 9/11, President Bush created a Homeland Security Council along the NSC model. Its role was merely to “coordinate the executive branch’s efforts” in dealing with terrorism.”27 Translation: It has the power to arrange meetings—but the real power over budgets, programs, and personnel remains with the departmental secretaries. Their power is written into law; even the president can’t override it. As a result, America’s federal government is run by an awkward compromise among powerful fiefdoms—much like military operations in World War II.28 This is not a viable model for governing a powerful nation in the twenty-first century.

This ineffective arrangement suits Congress, however, because the power of individual executive departments mirrors the power of congressional committee chairmen who control their budgets and oversee their programs and personnel. Fragmentation of executive functions reflects fragmentation on Capitol Hill. The 9/11 Commission saw this clearly. Of the scores of recommendations made by the 9/11 Commission, all were adopted except those regarding Congress’s appallingly fragmented committee system. As the commission noted, “The leaders of the Department of Homeland Security now appear before eightyeight committees and subcommittees of Congress.” And they all hold hearings that squander vast amounts of valuable executive time. This system is not only irrational, it’s abusive of the people who are trying to make the government work. “So long as oversight is governed by the current congressional rules and resolutions,” the commission said, “we believe the American people will not get the security they want and need.” Ruefully, the commission added that Congress was unlikely to reform itself without sustained public pressure,29 and the last decade  has borne out that pessimistic conclusion. Even the 9/11 disaster was insufficient to produce change among our legislative princelings.

 

 

CONGRESS ISN’T THE only cause of operational dysfunction in cybersecurity, however, even in defense. For example, the most effective tool we have for testing the security of an information system is “red teaming.” We assemble a red team of professional cyberburglars who are really good guys, and set them to work against one of our own systems. Not surprisingly, the gold standard for white-hat breaking and entering is set by the NSA’s Information Assurance Directorate, whose red teams are virtually impossible to keep out.30 But the ways they get in can teach you volumes about how to tighten your security. Unfortunately, however, the NSA’s red teams require the consent of the system’s owner before they may lawfully test a network, even within the Defense Department. This is like walking into a middle-school cafeteria and asking who wants to take a pop quiz. Not many hands go up. As a result, the Defense Department cannot apply red teaming where, based on risk assessment, it’s most needed. Instead they use it haphazardly, with permission.31 DoD doesn’t need Congress in order to fix this.

On the nondefense side of cybersecurity, the story is worse. The Department of Homeland Security is a confederation of twenty-two agencies that were hurriedly nailed, glued, and stitched together in the wake of 9/11. It includes the Secret Service, the Coast Guard, customs, emergency management, cybersecurity, and a host of other functions from organizations with their own traditions, cultures, and incompatible electronic systems. Melding and governing this confederation has been a work in progress, to say the least. It took four decades (some would say five) to make DoD the effective boss of the military services after World War II, and it will take years before the DHS becomes an integrated department. The DHS has the legal authority and role to protect federal information systems other than “national security  systems,” which include those of the intelligence agencies. But the DHS lacks the talent, know-how, tools, and systems to do the job. The department has therefore struck a reluctant bargain with the NSA to use NSA tools and, in some cases, borrows personnel to improve federal cybersecurity in nondefense departments. Americans want more security, but they don’t want our intelligence agencies in charge across the board. Consequently, the job is being done, more or less, with the NSA’s help under the umbrella of the DHS’s limited legal authorities. There is no alternative. Duplicating the NSA’s capabilities would be astronomically expensive, and it could not be done even if money were no object, because there wouldn’t be enough world-class expertise to staff two such agencies.32 Nor should the DHS apologize for an arrangement that, on a limited basis, represents the kind of cross-departmental operations we should be aiming for. Meanwhile, neither the DHS nor the cyberczar has directive power to deal with agencies whose electronic security is poor, and Congress has been unwilling to create a permanent White House office of cybersecurity.33 Progress on cybersecurity on the civilian side of government has therefore been painfully slow and unsatisfactory.

Meanwhile, we have awakened to the fact that our national security depends heavily on privately owned critical infrastructure and our economic might—assets that lie outside the defense-military-intelligence realm. Outside that realm the government isn’t protecting us at all. If nonmilitary targets were attacked from abroad by land, sea, or air, the government would respond. But apparently this is not true when it comes to cyberattacks. This is a little noticed but momentous change in the oldest, most basic function of government, which is protecting the nation. Is this all bad? Maybe not. How could the government be responsible for protecting all our information systems unless we turned over control of all communications to the government? Perish the thought. Besides, the world is flexible and moves fast. Government is rigid and moves slowly.34

In short, the executive branch of the federal government is fragmented and Congress is dysfunctional. But why hasn’t the private sector delivered better security?




 The Failure of Private Incentives 

Change in the private sector is driven principally by two factors: market demand and liability. Unfortunately, liability has played virtually no role in achieving greater Internet security. This may be surprising until you ask: Liability for what, and who should bear it? When you buy software, it comes shrink-wrapped in transparent plastic, with a warning that if you break the wrapping, you accept the manufacturer’s licensing terms (which usually limit its liability to the price you paid for the program). When you install the software, the installation program also typically requires you to click a button that says you agree to those terms. No click, no install. So right out of the box, you agree to terms that severely limit the manufacturer’s liability for defects. And because software is licensed rather than sold, the implied warranty that might otherwise be available under the Uniform Commercial Code does not apply. Suing the software manufacturer for allegedly lousy security is therefore a game not worth the candle. Besides, how do you put a monetary value on the damages, say, from finding your computer is an enslaved member of a botnet run out of Russia or Ukraine? And how do you prove the problem was caused by the software rather than your own sloppy online behavior?

Asking Congress to create standards for software defects would be asking for trouble: All software is defective, because it’s so astoundingly complicated that even the best of it hides surprises. Deciding what level of imperfection is acceptable is not a task you want your congressman to perform. Any such legislation would probably drive some creative developers out of the market. It would also slow down  software development—which might not be all bad if it led to higher security. But the public has little or no understanding of the vulnerabilities inherent in poorly developed applications. On the contrary, people clamor for rapidly developed apps with lots of bells and whistles, so an equipment vendor that wants to control this proliferation of vulnerabilities in the name of security is in a tough spot.

Banks, merchants, and other holders of personal information do face liability for data breaches, and some have paid substantial sums for data losses under state and federal statutes granting liquidated damages for breaches. In one of the best-known cases, Heartland Payment Systems may end up paying about $100 million as a result of a major breach, not to mention millions more in legal fees. But the defendants in those cases are buyers, not makers and designers, of the hardware and software whose deficiencies create so many cyberinsecurities. Liability presumably makes these companies somewhat more vigilant in their business practices, but it doesn’t make hardware and software more secure. This has scary implications. Many major banks and other companies, for example, already know they have been persistently penetrated by highly skilled, stealthy, and anonymous adversaries, very likely including foreign intelligence services and their surrogates. These firms spend millions fending off attacks and cleaning their systems, yet no forensic expert can honestly tell them that all advanced, persistent intrusions have been defeated. (If you have an expert who says he can, fire him immediately.)

Insurers play an important role in an effective liability regime, raising standards because they tie premiums to good practices. Good drivers, for example, pay less for auto insurance. Engineers who follow practices approved by their insurers pay less for professional liability insurance. Without a liability dynamic, however, insurers play virtually no role in raising cybersecurity.

If liability hasn’t made cyberspace more secure, what about market demand? The simple answer is that software consumers buy on  price, and they haven’t been willing to pay for more secure software. In some cases the aftermath of identity theft is an ordeal, but in most instances of credit card fraud, U.S. banks absorb 100 percent of the loss, so their customers have little incentive to spend more for security. Most companies also buy on price, especially in the current economic downturn.

Unfortunately, we don’t know whether consumers or corporate customers would pay more for security if they knew the relative insecurities of the products on the market. As J. Alex Halderman of the University of Michigan has noted, “[M]ost customers don’t have enough information to accurately gauge software quality, so secure software and insecure software tend to sell for about the same price.”35 This could be fixed, but doing so would require agreed-upon engineering standards for judging products and either the systematic disclosure of insecurities or a widely accepted testing and evaluation service that enjoys the public’s confidence. Consumer Reports plays this role for automobiles and other products, and it wields enormous power. The same day that CR issued a “don’t buy” warning on the 2010 Lexus GX 460, Toyota took the vehicle off the market. A software-security rating service along the lines of CR, written in plain English (for consumers rather than computer engineers), would be a public service.

In short, the picture is bleak. But it’s far from hopeless.




 What the Government Should Do 

Here are seven areas in which federal initiatives would significantly improve cybersecurity by driving change in the private sector without legislating government standards that would inevitably prove clumsy and ineffective. They could be accomplished relatively quickly. They would not create new bureaucracies. They would not require reorganizing the executive branch. And they would enhance both privacy and security.

1. Trade regulation and contracting• Use the government’s enormous purchasing power to require higher security standards of its vendors. The Federal Acquisition Regulation and its Defense equivalent are the bibles of U.S. government procurement of goods and services. The National Institute of Standards and Technology is the most influential standards-setting body in the United States. Together they could drive higher security into the entire market by ensuring federal demand for better products. These standards would deal with such topics as verifiable software and firmware, means of authentication, fault tolerance, and a uniform vocabulary and taxonomy across the government in purchasing and evaluation. Sound arcane? Maybe so, but we won’t have federal standards for products if we can’t even agree on how to evaluate them.

In support of this effort, the Office of Management and Budget (OMB) should collaborate with the Office of the National Counterintelligence Executive to create a model for acquisition risk analysis that should be applied uniformly throughout the government. And the OMB, which wields the budget hammer, should enforce it.36 Different agencies have different tolerations for risk. What may be acceptable in the Department of Housing and Urban Development may not be acceptable at the NSA, for example, but all our agencies should be measuring risk the same way. At present, that’s not the case.


• Forbid federal agencies from doing business with any Internet service provider that is a hospitable host for botnets, and publicize the list of such companies. The Department of Homeland Security and the FBI know who these ISPs are. Publishing a list of ISPs with which the government refuses to deal would also give other federal entities, state and local agencies, and private businesses a rational basis on which to take the same step. So  long as businesses make individual rather than group decisions about bad ISPs, they would have no antitrust liability.


• Direct the Department of Justice and the Federal Trade Commission to definitively remove the antitrust concern when U.S.-based firms collaborate on researching, developing, or implementing security functions.  Companies often cite the fear of antitrust law to explain their lack of cooperation on cybersecurity. The fear is overblown, but the government can remove it entirely. The Justice Department and FTC have the ability, without changing any laws, to approve one or more supervised forums in which government and businesses could exchange threat information in near real time without endangering competition. This step should be undertaken in collaboration with the European Union’s antitrust authorities in order to reduce the risk of conflicting international standards.




2. Role of the service providers• Require Internet service providers to notify customers whose machines have been infected by a botnet. The big ISPs, like AT&T, Verizon, and Comcast, could quickly and easily cause a dramatic drop in Internet crime, but for a combination of legal and commercial reasons they don’t. These firms monitor their networks 24/7, and they hire top people to watch and interpret patterns in the network traffic. They’re not eavesdropping on particular conversations; they’re observing larger trends in order to route traffic surges efficiently and protect their own networks from attack—because they are constantly being attacked. So if thousands of computers suddenly start sending messages to a server in Belarus, the ISPs right away see an anomaly in the traffic pattern. And they don’t have to watch it very long to know they’re facilitating—or perhaps even hosting—a  botnet. Whether they can trace the botnet back to its source depends on the cooperation of foreign ISPs, which may not be forthcoming, but they can see which computers are enslaved.

“ISPs are in a unique position to be able to attempt to detect and observe botnets operating in their networks.” That’s the conclusion of a paper submitted by several Comcast officials to the independent Internet Engineering Task Force.37 There are thousands of ISPs in the world, but fifty of them account for more than half of all spam worldwide.38 Yet it’s unlikely that you or anyone you know has been warned by their ISP that they’re part of a botnet. Even a behemoth like Microsoft had to get a court order in 2010 to force the ISP VeriSign to take down 227 .com domains that the botnet Waledac was using to spit out 1.5 billion spam messages a day.39

If you ask an ISP official off the record why they don’t take down botnets as a matter of course, the reason you’re likely to get is “privacy.” This is confusing if you’re not a privacy lawyer, because ordinary people with common sense don’t think the electronic privacy laws were meant to protect criminal behavior on the Internet. But under federal law it is a crime for anyone to intercept any wire, oral, or electronic communication.40 This applies to you, me, Comcast, AT&T, and federal officials unless they have an order from a judge. Most privacy lawyers have thought this means that an ISP can’t set a filter for botnet traffic on your computer—again, I mean watching traffic flow, not reading your e-mail—without violating the law. Since the law carries minimum damages in the amount of one thousand dollars per violation, a class action would undoubtedly be filed, and settling it would be very expensive. Fortunately, however, the act contains what’s called the “service provider exception.” That  means that a provider of Internet services, like an ISP, can monitor traffic if it needs to do so in order to protect its own network—but not to protect your network. When this law was written in 1986, its authors conceived of the Internet as a big bicycle wheel, or a series of connected wheels, and imagined each spoke as a network. Companies were told, in effect, that it’s okay to monitor and protect their own spokes—or if you were an ISP, your own hub. But if you’re a hub, protecting a spoke is none of your business, so don’t do it. In other words, every actor on the Internet, whether the actor was Grandpa or AT&T, was thought to occupy his own little territory that was separate from everyone else’s little territory.

This is no longer a realistic conception of how the Internet works, if it ever was. You may think of yourself as just a spoke in a wheel, but you communicate through a hub. Your communications are part of the hub’s traffic; they occur over the hub’s networks. What’s more, if your machine is corrupted, you threaten to corrupt those of everyone else who communicates with you through that hub and beyond—because the hubs and spokes are all connected. The reverse is also true: Corrupted users who communicate with you will contaminate you, whether they intend to do so or not. An attack on one part of a network is therefore an attack on the network itself—period. If you’re going to defend the network, you’ve got to be able to defend it at every point. We do this in other aspects of civic life, but so far we don’t do it on the Internet. For example, you can’t legally drive a car with no brakes or headlights on a public roadway. If you do, you’re a menace not only to your own safety, but also to the safety of everyone else. But that’s not how privacy law currently works regarding electronic communications.

As presently understood, the service provider exception merely lets an ISP protect its own proprietary system. But  who has the responsibility to protect the whole ball of wax? Nobody. Thus we have a legal regime that in the name of privacy and freedom lets fraud thrive. This is perverse. As currently understood (I believe it could be interpreted more expansively), the law does not create more privacy and freedom (which would be good). It just creates more insecurity. At least two ISPs have begun an interesting experiment of notifying their subscribers when they are infected and putting them into a “walled garden.”41 The walled garden stops short of a quarantine or blockade, but others will know you’re in it and can decline to deal with you. The incentive to get cleaned up is therefore strong, and the ISPs are in a prime position to capture the remediation business.

So far, however, walled gardens have not caught on. The reason is that ISPs compete on market share. Market share drives the price of their stock, which in turn drives their behavior. To drive market share, the ISPs compete on breadth of coverage—we’ve all seen the back-and-forth ads with blue and red maps—but they don’t compete so much on quality, and not at all on security. The plain truth is, they’d rather have you corrupted but on their network than clean but on somebody else’s network. And they fear that if they told you you’re in a botnet, you’d unfairly blame them and switch to one of their competitors.

Reducing botnets would not solve all the problems of our Internet security, but it would be the single biggest step toward cleaning our networks, and one of the easiest. To accomplish it, we should permit—not require—ISPs to block traffic from infected customers according to a subscriber’s wishes. But we should require them to flag all such traffic, so others could refuse to accept it. Rules like this should apply in a neutral way to all technologies and companies and to all components of the media, whether e-mail,  Web sites, or proprietary channels such as social networking sites. ISPs could then compete on how well they do this, and customers could decide whether they want the service at all.

These services could be bundled into basic fees or priced separately, like the telephone service that lets you refuse calls from those who block their numbers. If others are put on notice and still want to accept dangerous traffic, let them. You’re free to visit bad neighborhoods at 3:00 A.M. for any encounter you choose—but if you come back from an electronically bad neighborhood with an electronically transmitted disease, you should be tagged, so others can avoid you if they choose. Permitting the government to define the network behaviors that trigger this requirement would be a bad idea, however. Governmental regulation cannot keep up with the technology,42 and letting the government decide whose communications are dangerous would be a bad precedent. Rather, government’s role should be limited to stating the general requirement and tasking a private consortium of ISPs to create flexible rules to implement it.

The primary enforcement model here is not the police or highway department; it’s public health. Early twentieth-century public health authorities had to deal with highly infectious diseases, such as tuberculosis (alas, they still do). At the extreme they resorted to quarantine measures, but promoting better hygiene was their focus. Cyber systems are becoming like human systems that constantly encounter microbes and viruses but learn to fight them off. One appealing aspect of this approach is that the government doesn’t have to do most of it. The ISPs are communication gateways and uniquely well suited to act as health monitors. Another advantage of the steps I propose is that the market would quickly correlate infections with particular software makers and network platforms. This, in turn, could drive competitive  improvements in the way software is engineered. Flawless software engineering is an impossible goal. Rather, like an organic system, software should be designed to contain the consequences of failures and to permit recovery with minimal disruption.43

The public has no idea how to achieve security, and even if it were willing to be inconvenienced to get it (it isn’t), few people or businesses know how. Most people are not computer scientists, just as they are not auto mechanics. They just want seamless convenience—but without creating unreasonable risk to their personal credit or corporate secrets. That’s where the anarchic Internet has failed. This is why virtual private networks are becoming the norm in the business world, and why the Internet has begun to fragment into a world of proprietary profit-making channels like social networking sites or Apple’s iPhone (which rigorously controls the applications you can run on it).44 We are watching a classic pattern in which a capitalist culture nurtures innovation, lets it flourish, and finally figures out how to make it pay. There is no point celebrating the first phase while lamenting the last. They go hand in hand.45




3. Energy standards• Direct the Federal Energy Regulatory Commission (FERC) to require the North American Electric Reliability Commission (NERC) to establish standards that limit the ability of utilities to connect their industrial control systems directly or indirectly to a public network. We saw earlier that our scheme for establishing reliability standards for this critical industry is off the rails. The Energy Department’s inspector general has reached the same conclusion, noting in appropriately bland language that current standards do “not include essential security  requirements.”46 FERC’s ability to create standards has been hamstrung by the legislation that created it, and NERC is heavily influenced by the grid’s owners and operators. Amending the statute would be desirable, but it won’t happen soon. Meanwhile, FERC should direct NERC to begin establishing standards in this area, where none now exist. If we’re serious about protecting our critical infrastructure, we must begin to restrain the connection of the electricity grid to public networks.




4. Tax code• The Internal Revenue Code is a powerful driver of corporate behavior. Use it. The Internal Revenue Code is full of incentives and punishments to encourage or discourage behavior according to Congress’s collective preferences. If we want to encourage capital investment, for example, we accelerate the rate at which capital depreciates, creating larger paper losses to write off against current income. If we want to discourage fancy business lunches, we limit the percentage of the expense that can be written off. If we want to help working families with modest incomes, we create a child-care allowance. And so on. We’ll know when Congress has become serious about securing the nation’s networks when it begins using tax incentives to encourage investment in cybersecurity.




5. ResearchCongress should increase support for public and private research in the following areas:• Attribution techniques and identity standards Reliable, swift attribution of hostile foreign or unlawful behavior on our networks is as essential in cyberspace as it is on the sidewalk. It’s easy to commit espionage and other cybercrimes because nobody knows who you are unless they devote inordinate resources to finding out, and sometimes it  can’t be done at all. As we saw in chapter three, this is known as the attribution problem, and it has three levels. First, what machine launched the attack or the malware? Second, who was at the keyboard? Third, whom were they working for? For intelligence and criminal investigation purposes, all three levels are critical, but we’re often stuck on the first level. In the consumer context, authentication techniques should vary according to the value of the transaction. Browsing a catalog could be done anonymously, but buying the furniture should require verification of the buyer’s credentials. In a business context, authentication techniques should vary according to the sensitivity of the information you want to access. In a criminal context, the government should be able to trace and attribute behavior under legally defined circumstances, which ordinarily should include judicial oversight. In the decades before the recent advent of phone number spoofing, no one thought it was an invasion of privacy when a phone number could be conclusively associated with a particular phone. You could block your caller ID—and others could block anonymous calls. In most circumstances, however, your call could be traced. To return to that level of accountability in cyberspace, we need a robust public-private research effort into better attribution techniques.47


• Verifiable software and firmware, and the benefits of moving more security functions into hardware The greatest technological challenge to cybersecurity is the near impossibility of reliably evaluating the security of electronic systems, hardware, and code. We’ve known since the mid-1980s that finding subversive code in the much simpler systems of that era was overwhelmingly difficult. Today’s systems are far more complex. We cannot assure security by examining a computer chip with millions of logic gates or a software program with a million or more lines of code.48  This inability has become a strategic problem for Western countries, because we have mostly offshored our chip manufacturing and software writing to companies in Asia. These companies, with the guiding hand of foreign intelligence and security services, can then plant hooks or backdoors in systems that we depend on but cannot evaluate.49 This problem cannot be fixed with a mercantilist commitment to buying only your own nation’s goods. “Made in USA” doesn’t tell you much when a product that’s assembled here contains components from several different countries. Or when a U.S. company makes an identical product in three different countries. Or when a product that’s actually made in Texas contains software written in Russia. Or when the software was written in this country—by Chinese programmers. 50 The industrial supply chain is global, and reversing that trend would be an economic disaster. But globalization brings security vulnerabilities. Public support for research in this area would increase our ability to evaluate critical components and encourage products to be designed with evaluation in mind.


• Feasibility of an alternative Internet architecture When I was a little kid, I met a big kid who knew how to make long-distance phone calls for free on a pay phone. He’d make pinging sounds into the phone, and these sounded to the operator like he was dropping quarters into the slot, so she’d put the call through. He could do this because the phone company had built the system so that data (his voice) and instructions (his payments, which authorized a connection) resided in the same memory. AT&T had a huge investment in that technology, but eventually AT&T abandoned it for an electronic switching system that was far more secure.

The Internet today works like pay phones did when I was a kid. Joe Markowitz, a former director of the CIA’s  Community Open Source Program Office, thinks it’s time to move away from that model. “We should get rid of IP”—that’s the current Internet protocol—“and go to a stratified network where we take the control channel out of the subscriber space,” Markowitz says.51 Advocating a hugely expensive change in Internet architecture now would be premature. But it is not premature to fund research into alternatives that would address this fundamental weakness of the Internet.






6. Securities regulation• Electric utilities that issue bonds should be required to disclose in the risk factors section of their prospectuses whether the command-and-control features of their SCADA networks are connected to the Internet or other publicly accessible networks. As we saw in chapter five, companies that expose their SCADA systems to the Internet have assumed the risk of severe disruption. That risk should be disclosed to the holders of their securities and to bond rating agencies. Issuers might rebel, but many of them that follow this risky practice know it creates an “unresolved security issue.”52 SCADA networks were built for isolated, limited access systems. Allowing them to be controlled via public networks is rash.


• Toughen public audit standards for cybersecurity. Publicly traded companies with insecure networks jeopardize shareholders’ investments. To be sure, the degree of risk may vary sharply among companies. A company that processes financial transactions, or whose value depends on its trade secrets, will have a substantially higher risk than a company that does not. But business interruption is a material risk for every public company, so bond rating agencies should evaluate that risk, and the Securities and Exchange Commission should audit for it.




7. International relations• The United States should engage like-minded democratic governments in a multilateral effort to make Internet communications open and secure. Electronic outlawry is an international phenomenon. No government acting alone can reduce it to tolerable levels. Concerted multinational pressure should be brought to bear on states that do not punish international cybercrime. To some degree even China and Russia can be enlisted in this effort, but accomplishing this goal will require a willingness to bring severe pressure, including financial pressure, on uncooperative governments.

Beyond crime prevention, however, the prospect for a broad strategic consensus among the major powers is limited. China, Russia, Iran, and other authoritarian countries would like nothing better than a return to the days when governments could control what their populations could read, know, and publish. These governments will regrettably succeed to some degree within their own countries.53 During the Egyptian revolution of 2011 we saw an authoritarian government that owned the Internet “pipes” shut down that country’s electronic communications in a vain effort to keep its citizens isolated from events in Cairo.54 In Russia, the Soviet Union may have fallen, but the Leninist tactic of stealing and twisting the vocabulary of freedom to oppressive ends has not. The Russian rhetorical foray against “information aggression” is a prime example of the revival of this tactic. Aggression to the Russian government is anyone’s attempt to say anything it doesn’t want its population to hear. The effort by Russia, China, Zimbabwe, and other authoritarian governments to drive this view into international organizations and international law has become intense, and it must be vigorously opposed by a united coalition of democratic nations with a common  program. This effort will require more than concerted opposition to an agenda devised in Moscow or Beijing, however. It will require a clear vision of what we want as well as what we don’t want—and that implies a hardheaded program for Internet communications that includes security as well as liberty.







 What the Private Sector Should Do 

But why wait for the government to do something?

The immediate vulnerabilities in most systems are not technological or legal, and the government does not create them. They stem from the failure to implement available technology and to manage people and systems intelligently. A report released in early 2011 showed that 73 percent of companies surveyed had been hacked, but 88 percent of them spent more money on coffee than on securing their Web applications.55 In most public and private organizations I’m familiar with, the biggest contributors to information insecurity are managerial indifference and erratic human behavior. Your employees, your partner, and your spouse and kids don’t practice good cybersecurity. You probably don’t either. A recent survey of IT professionals in Europe showed that half of them failed to follow basic security practices for mobile devices.56 Posting cybersecurity rules and expecting your employees or partners to obey them is a waste of breath and paper. When systems are designed to leave security in the hands of users, you can forget about security. We shouldn’t expect our colleagues—let along Grandma and Grandpa—to understand and implement security options on their computers, and few people of any age or level of sophistication are willing to tolerate security measures that are even slightly inconvenient. Besides, even well-trained people make mistakes that can compromise entire systems. These facts will not change. Systems must therefore be implemented and managed to take them into account .57

Here are seven steps that every organization should take to  enhance its electronic security. This is not a how-to manual or an information security plan, which would be highly detailed and tailored to a specific organization. But these steps indicate some of the basic components of such a plan.

1. Clean up your act. A confidential survey commissioned in 2009 showed high levels of botnet code on the systems of a large number of household-name U.S. companies. I’m not at liberty to identify the companies—but it’s likely that others will duplicate the survey and make the names public, because the survey was based on data gathered from open sources. It showed that a botnet attack—whether for criminal, political, or military purposes—could be launched from the systems of major U.S. corporations against other U.S. targets. If that occurred, the liability consequences could be devastating. As I noted earlier, cybermilitary operations could be launched against the United States from within the United States. This survey demonstrates that such operations could be launched from the systems of major U.S. companies. When another survey like this is eventually published, the shock wave is likely to be felt on Wall Street. Smart companies will clean up their acts before that happens. The alternative is to behave like the electric utility that had no means to monitor the communications traffic on its networks—but was confident it was secure because it had discovered no intrusions.

 

2. Control what’s on your system. If you manage a commercial enterprise, you have the ability to know who is running unauthorized hardware or software on your system. The guy running peer-to-peer software may be undressing your company electronically without your knowing it. The other guy who connects his family laptop to your system may be infecting you with malware that could shut you down. You can monitor this and stop  it from happening. You can also learn a lesson from the military and require employees to use only the encrypted memory sticks you issue them, and then clean and reissue them periodically.58

 

3. Control who’s on your system. This is a matter of both physical and electronic access. Some systems are more sensitive than others and need to be locked up in special rooms accessible to very few. Others can be more open. But physical access to every system should be controlled. Some people have responsibilities that require them to have electronic access to information that others don’t need to see. This sort of role-based access control used to be unusual except in sensitive government agencies ; that’s no longer the case. As the WikiLeaks fiasco demonstrated, there was no reason to give an army private in Iraq access to sensitive diplomatic traffic involving meetings with Zimbabwe’s opposition leader or Iceland’s economy. Giving your mailroom clerk access to your proprietary engineering drawings is the same sort of mistake. She doesn’t need it, and she can destroy you with it.

 

Deciding who gets access is actually the easy part of access control, however. Companies must also remove access when people change jobs or leave the company. Many employees feel entitled to take sensitive information with them when they leave, and repeated surveys show that many plan to do so. They steal whatever’s most sensitive: the customer database, M&A plans, financials, R&D plans.59 Managing this vulnerability requires close integration between human resources, information security, and physical security.

 

4. Protect what’s valuable. You can’t protect everything, and you certainly can’t protect everything equally well. This is a matter of understanding the difference between diamonds and  toothbrushes, as McGeorge Bundy put it.60 Identify the business plans and intellectual property whose loss would cause serious harm to your company. Personally identifiable and sensitive health care information must also be protected carefully. None of this information belongs on your e-mail server. Design your server architecture and access controls accordingly. And make sure the information is encrypted to a high standard.

 

Most data breaches are caused by carelessness and bad management—like allowing sensitive information to be carried around on portable devices without encryption. In August 2008, a laptop containing the unencrypted personal information of about thirty-three thousand travelers registered by the U.S. Transportation Security Administration’s Fast-Pass program—this is the program that lets trusted, preregistered travelers zip onto airplanes without the usual security hassles—was stolen from the San Francisco airport. A month later Tennessee State University reported as missing a thumb drive with the financial records of nine thousand students. That kind of information does not belong on a flash drive, and it should have been encrypted. If you’re a manager, the question is not whether your employees will lose laptops or flash drives. The question is how many will get lost—and what will be on them .61 Yet most companies have no policies governing mobile media. Even fewer enforce the policies they have.

 

5. Patch rigorously. Patches are software fixes for newly discovered software vulnerabilities; software vendors issue them regularly. Yet studies have shown that many penetrations of commercial systems take place through unpatched vulnerabilities. In 71 percent of those cases a patch had actually been available but not used for more than a year .62 Firms that behave this way are like drivers who leave the keys in their car overnight on a city street with the windows open. They shouldn’t be surprised when  it’s gone in the morning. The patch regimen you should follow depends on the intricacies of your system. Some firms should automate patching. Others, where patching cannot be centrally controlled, should automatically shut out users who fail to install them. Some firms that do have central servers cannot patch automatically, because they must first test the effect of patches on interrelated systems. In any case, a systematic and rigorous approach to patching is elementary. If you can’t manage it yourself, providers of cloud services can do it for you.

 

6. Train everybody. If you don’t train and retrain your personnel, don’t be surprised when they do things that horrify you. The organizers of the DEFCON conference in 2010 ran a contest to see who could get the most information from a Fortune 500 company. Lots of charm and a few lies produced appalling results. One contestant, for example, called an employee out of the blue and said he was a KPMG auditor working under a deadline and needed help, fast. He got the employee talking, and before long he had loads of confidential information.63 This is a social engineering technique, like sending an e-mail that pretends to come from a friend of the recipient. These scams exploit the weakest link in the system—us. In this world, a company that fails to train its employees in social engineering techniques and other aspects of computer security is running unnecessary risks.

 

7. Audit for operational effect. Audits are not merely tortures you suffer at the hands of the government. They are tools of managerial control. If you can’t audit your electronic networks, you have no idea what’s occurring on them. If you don’t want certain activities to happen on your networks, design them to make those activities impossible. If you want to permit a particular activity only under certain circumstances, design the system so that the activity cannot occur unless it is authorized. Then make sure the  authorization can be audited and the audit trail can’t be tampered with.64 Unfortunately, many companies that should be doing this don’t.

 

8. Manage overseas travel behavior. In most countries, you shouldn’t expect any privacy in Internet cafés, hotels, offices, or public places. Hotel business centers and phone networks are regularly monitored in many countries. In some countries hotel rooms are often searched. Transmitting sensitive government, personal, or proprietary information from abroad—or even taking it abroad—is therefore risky. The risk is not limited to the information you take with you, however. Security services and criminals can also insert malicious software into your device through any connection they control—like in the hotel. They can also do it wirelessly if your device is enabled for wireless. When you connect to your home server, the malware can migrate to your business, agency, or home system, can inventory your system, and can send information back to the security service or freelance culprit. You cannot eliminate this risk, but you can minimize it by following the guidelines published by the Office of the National Counterintelligence Executive.65



Steps like these must be driven deep into the bones of an organization to become effective, and that requires leadership and followthrough. Whatever money companies spend on expert advice in setting up and managing their systems will be cheap compared to the cost of losing their intellectual property, or the leaking of sensitive information, or rebuilding their systems from scratch after they discover advanced, persistent malware that their best experts can’t clean up.

 

 

I BEGAN THIS BOOK with an image of Philip Johnson’s iconic Glass House, whose transparency eventually became intolerable even for  its designer. And then I proceeded to show how all of us—including our companies, our government and military, and even our intelligence agencies—are now living in a collective glass house. Unlike the transparency of Philip Johnson’s sleeping arrangements, information transparency now threatens much more than our diminished modesty. The level of Internet crime is staggering. Our companies and government are under relentless cyberassault twenty-four hours a day, and they are bleeding—we are bleeding—military secrets, commercial secrets, and technology that drive our standard of living and create our power as a nation. The astounding advances in the electronic processing and storage of information that have given us so much wealth and pleasure have also left us nearly defenseless against endemic crime and systematic espionage by foreign intelligence services, criminal gangs, and unscrupulous competitors. Much of the crime originates in Eastern Europe and Nigeria. The most persistent espionage—particularly economic espionage—originates in China. Yet as bad as this hemorrhage of vital information continues to be, the impending danger is even greater. As we saw when we examined our electricity grid and other critical infrastructure, electronic systems do not merely create and store information; they keep the lights on and make things work. If you can penetrate electronic networks to steal information, you can also corrupt them or shut them down. And unlike Philip Johnson, we don’t have an electronic version of his Brick House we can move into. Put simply, we have become America the Vulnerable.

The United States cannot defend the electronic networks that control our energy supply, keep aircraft from colliding in midair, clear financial transactions, or make it possible for the president to communicate with his cabinet secretaries. We cannot permit this situation to continue and remain in control of our destiny. For the time being, no nation is likely to risk all-out conflict by attacking our infrastructure, but as I indicated in “June 2017,” our power can be undermined by incursions that do not lead to open war. In any case, it would be profoundly foolish, and weak, to consign our security to the goodwill  of other nations, whose intentions may change. It may be unwise for China, Russia, or the United States to upset the fragile limitations on cyberoperations that each now observes, but other powers will achieve parallel capabilities and may prove less restrained. Meanwhile, the vast gap between the capabilities of advanced nation-states and of transnational terrorist organizations and criminal gangs will continue to narrow, and these groups are unlikely to be restrained by the fears of retaliation or risk of economic collapse that create a measure of stability among interdependent nations. In the meantime, the assaults on our systems continue around the clock, and cyberespionage against American and other Western companies has reached an unparallelled level.

This mess can be managed, and the vulnerabilities reduced, but only with an energized commitment from a government willing to bring concerted power to bear on its own departments and from a private sector willing to harden its systems. It will also require Americans to recognize that the common good depends on the common network, which must be defended and strengthened. The steps I’ve proposed are a modest but essential beginning.
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