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INTRODUCTION

In this volume, the world’s leading experts describe many of the languages of the world. It is estimated that there
are more than 250 established language families in the world, and over 6800 distinct languages, many of which
are threatened or endangered. This volume provides the most comprehensive survey available on a large
proportion of these. It contains 377 articles on specific languages or language families drawn from the two
editions of the Encyclopedia of Language and Linguistics (ELL). The articles describe the sounds, meaning,
structure, and family relationships of the languages, and have been chosen to illustrate the range and diversity of
human language.

The Concise Encyclopedia of Languages of the World is unrivalled in its scope and content. We include
articles on all the large language families, such as Austronesian by Tony Crowley, Niger-Congo by John Bendor-
Samuel, and Indo-European by Neville Collinge; on many smaller families, like the North American Iroquoian
by Marianne Mithun and Caddoan by David Rood; and on many ‘language isolates’, languages with disputed
genetic affiliation to any other language, such as Burushaski by Greg Anderson, Basque by José Hualde, and
Japanese by Masayoshi Shibatani. We have included a few languages which are no longer spoken but which
have been important for historical linguistics, like Ancient Egyptian by John Ray, Hittite by ] G McQueen, and
Pictish by William Nicolaisen. There are also articles on pidgins and creoles spoken all over the world, from an
article by Suzanne Romaine on Tok Pisin in Papua New Guinea to another by Raj Mesthrie on Fanagalo in
southern Africa; as well as various articles on Sign languages by Wendy Sandler, Ulrike Zeshan, and Trevor
Johnston respectively.

All the world’s major languages are covered with articles on Chinese by Yueguo Gu, Arabic by Stephan
Prochazka, Hindi by Shaligram Shukla, and Spanish by Roger Wright. English is thoroughly described with
articles on all its periods by Cynthia Allen (Old English), Jeremy ] Smith (Middle English), Helena Raumolin-
Brunberg (Early Modern English), Joan Beal (Later Modern English), Michael Swan (English in the Present
Day), and Braj Kachru (World Englishes). Inevitably some of the languages described in this volume have very
small numbers of speakers and hence are in danger of being overwhelmed and lost altogether. Some linguists
estimate that as many as 50-80% of the world’s languages may be at risk of extinction in the next century. Many
communities and linguists around the world are working together to develop innovative ways of passing on
their languages to future generations. The article Endangered Languages by Lenore Grenoble describes some of
the reasons for language loss and proposes practical means of assessing language vitality.

The Concise Encyclopedia of Languages of the World is the definitive resource on the languages of the world
in one compact volume. Each language article gives a brief description of the language and its speakers, together
with any known or hypothesized genetic relationships, and highlights interesting phonological, semantic, and
syntactic features. Similarly, the articles on language families outline the membership and distribution of the
family and highlight any particular phonological, semantic, or syntactic features common to the family. There is
a list of useful references for further reading at the end of each article. The articles are ordered alphabetically
by language, so the reader who wishes to see the overall coverage in a particular family or area will find it
helpful to consult the subject classification in the front of the volume. Many languages are known in the
literature under different names or spellings. Authors have highlighted these differences, and, in some cases,
explained why they have chosen one name or spelling over another. For ease of reference, all variant language
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names and spellings are listed in the index. Just because a language does not have its own article, does not mean
that it is not discussed in another article, so users of this volume are encouraged to work from the index in order
to find information on the language they want.

The Notion ‘Language’

The identification of different languages is not a straightforward matter. Every language is characterized by
variation within the speech community that uses it. If the resulting speech varieties are sufficiently similar as to
be considered merely characteristic of a particular geographic region or social grouping they are generally
referred to as dialects, so Cockney and Norfolk are usually considered to be dialects of English. Sometimes
social, political and historical pressures are such that the varieties are considered to be distinct enough to be
treated as separate languages, like Swedish and Norwegian or Hindi and Urdu. Often the question of whether
two languages are varieties of a single language or distinct languages is much argued over, like Macedonian and
Bulgarian, or English and Scots. The naming of a language is another point of possible contention. While most
linguists estimate around 6800 languages in the world, they also recognise four or five times that number of
language names. A particular language may be known by one name to scholarship and another to its speakers;
thus the name ‘Akarn’ is not generally used by speakers of the language since Akan speech forms constitute a
dialect continuum running from north to south in Ghana and different communities refer to their tongue by
different names — Asante, Fante, Twi, Akuapem, Brong, Akyem or Kwahu.

Language Classification

Languages can be classified in a number of different ways and for a number of different purposes. The most
common classification is ‘genetic’, which classifies languages into families on the basis of descent from a
presumed common ancestor. ‘Areal’ classification groups languages together either on the basis of structural
features shared across language boundaries within a geographical area, or more straightforwardly simply
within a geographical area. A ‘lexicostatistic’ classification uses word comparisons as evidence of language
relationships. A ‘typological’ classification supposes a small set of language types, traditionally word types
(isolating, agglutinating, fusional, polysynthetic), to which languages can be assigned.

Genetic classification The article Classification of Languages by Barry Blake describes the principles
underlying the classification of languages adopted in ELL2 and hence in this work. It is accompanied by a
map showing the location of major language groupings worldwide. This approach is one in which languages are
classified into families, based on divergence from a presumed common ancestor. Good examples are the
Dravidian languages of Southern India and Indo-European. The Indo-European family includes most of the
languages of Europe, Iran, Afghanistan, and the northern part of South Asia. These languages can be shown to
descend from a common ancestor, a common protolanguage. There are no records of the ancestral language, but
it can be reconstructed from records of daughter languages such as Sanskrit, Ancient Greek, and Latin by using
what is known as the ‘comparative method’. The method is briefly explained in the article. The comparative
method relies on the existence of historical records and while this is possible for Indo-European and Dravidian
languages, it is not possible in the same way for other proposed language families — the indigenous languages of
the Americas or of Australia for example.

More speculative classifications, far from universally accepted, relate more language families together and
hence try to explore language further back in time. These efforts are discussed in Lyle Campbell’s article Long-
Range Comparison: Methodological Disputes. One of the boldest and most controversial is the Nostratic
hypothesis, which proposes a macrofamily consisting of Indo-European, Semitic, Berber, Kartvelian, Uralic,
Altaic, Korean, Japanese, and Dravidian. Similarly ambitious is the proposed Austro-Tai hypothesis combining
Hmong-Mien (Miao-Yao), the Tai-Kadai (or Daic) family, and Austronesian. The Austric hypothesis extends
this proposal to include Austroasiatic.

Areal classification There is a broader and a looser sense in which an areal classification can be useful. The
looser sense simply groups languages together regionally. Here genetic affiliations are not firmly established but
shared lexicon and similar structural features suggest that the languages in question have been in contact with
each other over a long period of time. In the stricter sense, areal linguistics is concerned with the diffusion of
structural features across language boundaries within a geographical area. The term ‘linguistic area’ refers to a
geographical area in which, due to borrowing and language contact, languages of a region come to share certain
structural features — not just loanwords, but also shared phonological, morphological, syntactic, and other
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traits. The central feature of a linguistic area is the existence of structural similarities shared among languages
where some of the languages are genetically unrelated, like Turkish and Greek in the Balkans. It is assumed that
the reason the languages of the area share these traits is through contact and borrowing. In addition to a general
article on Areal Linguistics by Lyle Campbell, this volume also includes articles on areas which have been
particularly studied from an areal point of view: Africa as a Linguistic Area by Bernd Heine; Balkans as a
Linguistic Area by Victor Friedman; Ethiopia as a Linguistic Area by Joachim Crass; Europe as a Linguistic
Area by Thomas Stolz; South Asia as a Linguistic Area by Karen Ebert; Southeast Asia as a Linguistic Area by
Walter Bisang.

Lexicostatistic classification Word comparisons were thought for a long time to be evidence of language
family relationship, but, given a small collection of likely-looking words, it is difficult to determine whether they
are really the residue of common origin and not due to chance or some other factor. Lexical comparisons by
themselves are seldom convincing without additional support from other criteria. Most scholars require that
basic vocabulary be part of the supporting evidence for any distant genetic relationship. Basic vocabulary is
generally understood to include terms for body parts, close kinship, frequently encountered aspects of the
natural world (mountain, river, cloud), and low numbers. Basic vocabulary is generally resistant to borrowing,
so comparisons involving basic vocabulary items are less likely to be due to diffusion and stand a better chance
of being inherited from a common ancestor than other kinds of vocabulary. Still, basic vocabulary can also be
borrowed — though infrequently — so that its role as a safeguard against borrowing is not foolproof. Lexicos-
tatistics are often used as partial evidence in discussing relationships between Southern American and African
languages where there are few historical records: see for example the articles by Constenla Umafia on
Misumalpan and Chibchan, and the article by David Dwyer on Mande.

Typological classification At the beginning of the nineteenth century, morphological studies identified a
small set of language types related primarily to word structure. The main types were isolating (words are
monomorphic and invariable, as explained in the article on Chinese as an Isolating Language by Jerome
Packard) agglutinating (words are formed by a root and a clearly detachable sequence of affixes, each of
them expressing a separate item of meaning, as exemplified in the article Finnish as an Agglutinating Language
by Fred Karlsson), fusional (words are formed by a root and (one or more) inflectional affixes, which are
employed as a primary means to indicate the grammatical function of the words in the language; see Italian as a
Fusional Language by Claudio Iacobini) and polysynthetic (the base is the lexical core of the word; it can
be followed by a number of postbases e.g. Central Siberian Yupik as a Polysynthetic Language by Willem de
Reuse). Further types have been added as explained in Arabic as an Introflecting Language by Janet Watson.
This morphological typology is still of some relevance but with advances in grammatical and semantic
description typological classification is nowadays refined. It extends to a range of other linguistic features
and to an interest in ‘universal’ linguistic properties. Syntactic features such as word order differences between
languages, case marking systems, tense and aspect distinctions, modal markers, for instance evidentiality, and
serial verb construction. Phonological features such as consonant types, like ejectives or clicks, vowel or nasal
harmony and stressmarking. It also includes discourse phenomena including topic marking, reference chaining,
and switch reference. Features like these can be found in the index.

The articles in this volume provide fascinating insights into the structure, history, and development of
language families and individual languages. They highlight the diversity of the world’s languages, from the
thriving to the endangered and extinct. No other single volume matches the coverage of languages or the
authority of the contributors of the Concise Encyclopedia of Languages of the World.

Keith Brown and Sarah Ogilvie
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LIST OF ABBREVIATIONS

A act (in speech act theory); actor (tagmemics); addressee; agent; agentive; argument; author
ABESS abessive

ABL ablative

ABS absolutive

ACC accusative

ACT active; actor

Ad adjunct

ADESS adessive

AD]J adjective, -ival

AdjP adjective phrase

ADV adverb(ial)

AdvP adverbial phrase

AFF affective; affix

AFFIRM affirmative

AGR agreement

AGT agent

Al Artificial Intelligence

ALL allative

AM amplitude-modulated (signal)

Amer American

AN adjective precedes noun (in word order typology)
ANIM animate

ANN artificial neural network

ANT anterior

ANTI antipassive

AOR aorist

AP atomic phonology

APG arc pair grammar

APPL applicative

ART article

ASCII American Standard Code for Information Interchange
ASL American Sign Language

ASP aspect(ual)

ASR automatic speech recognition

ASSOC associative

ATN augmented transition network

ATR advanced tongue root (distinctive feature)

ATTR attribute



xxx List of Abbreviations

Ausian
AUX
b.
BASIC
BEN
BEV
BNC
BSE
BSL

C
c-command
c-structure
CA
CALL
CAP
CAT
CAUS
CCG
CD

CF
CFG
CFL
CFPSG
CG

CL
CLASS
CN
COLL
CcCOM
COMP
CON]J
CONS
CONT
CcopP
COR
CP

cps

CS
CSG
CV

CV phonology
D-structure
d.

DA
DAF
DAG
DAT
DCG
DD
DDG
DECL
DEF
DEM
DESID
DEST

Australian Sign Language

auxiliary

born

Basic All-purpose Symbolic Instruction Code
benefactive

Black English Vernacular

British National Corpus

base-form

British Sign Language

clause; coda (of syllable); codomain (set theory); complement(izer); consonant
constituent command

constituent structure

componential analysis; contrastive analysis; conversation analysis
computer assisted language learning
control agreement principle

category; computer-assisted translation
causative

combinatory categorial grammar
communicative dynamism; conceptual dependency
characteristic frequency; constant frequency
context-free grammar

context-free language

context-free phrase structure grammar
categorial grammar

computational linguistics

classifier

common noun

collective

comitative

comparative; complement(izer)
conjunction/conjugation

consonantal

continuant; continuative

copula

coronal

complement(izer) phrase

cycles per second

context-sensitive

context-sensitive grammar

consonant vowel structure/sequence
skeletal phonology

deep structure

died

discouse analysis

delayed auditory feedback

directed acyclic graph

dative

definite clause grammar

discourse domain

daughter dependency grammar
declarative

definite

demonstrative

desiderative

destinative



List of Abbreviations xxxi

DET
DG
DIM
DIR
DIST
DM
DO
dp
DRS
DRT
DS
DTR
DU
DYN
EA
EAP
ECM
ECP
EEG
EFL
EL
ELT
EMG
EMPH
ENCL
Eng
equi
ERG
ESL
ESP
ESS
EST
etym
EXCL
EXIST
EXP

F
f-structure

FSP
FSTN

determiner

dependency grammar
diminutive

direction(al)

distributive

discourse marker

direct object

determiner phrase

discourse representation structure
discourse representation theory
deep structure; direct speech
daughter (in HPSG)

dual

dynamic

error analysis

English for academic purposes
exceptional case marking
empty category principle
electroencephalography
English as a foreign language
elative

English Language Teaching
electromyograph(y)

emphatic

enclitic

English

equi NP deletion (= identity erasure transformation)
ergative

English as a second language
English for Specific/Special Purposes
essive

Extended Standard Theory
etymology

exclusive

existential

experiencer

false (in truth table); formant
functional structure
fundamental frequency

first formant

second formant

third formant

factive

free direct speech

feminine

foot feature principle
functional grammar

figure

finite

free indirect speech

foruit, flourished, lived

first language acquisition
frequency modulation
functional sentence perspective
finite state transition network



xxxii List of Abbreviations

FUT future

FUG functional unification grammar

GB government and binding (theory)

GB-phonology  government-based phonology

GEN gender; genitive

GER gerund

GN genitive precedes noun (in word order typology)

GPSG generalized phrase structure grammar

GR grammatical relation

GS generative semantics

H head (of construction); hearer/reader; high/superposed (code/variety, in adiglossic situation);
high (pitch/tone)

HABIT habitual

HCI human-computer interaction

HFC head feature convention

HFP head feature principle

HG head grammar

HON honorific

HPSG head-driven phrase structure grammar

HUM human

HYPOTH hypothetical

Hz hertz

IA Item-and-Arrangement [model of grammatical description]

IC immediate constituent

I-E Indo-European

IELTS [British Council] International English Language Testing System

iff if and only if

IGNOR ignorative

IL interlanguage

ILL illative

IMP imperative

IMPERS impersonal

IMPERF Imperfect(ive)

INAN Inanimate

INCL Including; inclusive

INCORP Incorporating

INDEF Indefinite

INDIC Indicative

INF infinitival; infinitive

INFL Inflection

INSTR Instrumental

INTER] Integration

INTERROG interrogative

INTRANS Intransitive

IO indirect object

P inflection phrase; Item-and-process [model of grammatical description]

IPA International Phonetic Alphabet

IR inflectional rule; internal reconstruction

IRR irrealis

IRREG irregular

IS indirect speech

ISA subsumption/subclass ‘is a’

IT Information Technology

ITER iterative



List of Abbreviations xxxiii

K set of situations (in speech act theory)

kHz kilohertz

KWIC keyword in context

L language; low (pitch/tone); low/vernacular variety [in diglossia]
L1 first language

L2 second or foreign language

LAB labial

LAD language acquisition device

LARSP language assessment, remediation, and screening procedure
LAT lateral

LEX lexicality (in HPSG)

LF lexical function; logical form

LFG Lexical Functional Grammar

lit. literally

LMC lower middle class

LOC local; locative; locus

LP language planning; linear precedence [statements]; linear prediction
LSP language for special/specific purposes

LTAG lexicalized tree adjoining grammar

LU lexical unit

M mid [tone]; Middle (in language names); modal
MASC masculine

Mb megabyte

MDS multidimensional scaling

MG Montague Grammar

MLAT Modern Language Aptitude Test

MLU mean length of utterance

MMC middle-middle class

Mod modern

MOD modifier

MRI magnetic resonance imaging

MT mother tongue; machine translation

N new (speaker); noun; nucleus (of syllable)

n.d. no date

n.s. new series

NA noun precedes adjective (in word order typology)
NAS nasal

NEG negation; negative

NEUT neuter

NG noun precedes genitive (in word order typology)
NL native language; natural language

NLG natural language generation

NLP natural language processing

NLU natural language understanding

NMR nuclear magnetic resonance

NN neural net(work)

NNS nonnative speaker

NOM nominative; nominal(ization)

NP noun phrase

NPrel relative noun phrase

NRel noun precedes relative clause (in word order typology)
NS native speaker

nt nonterminal

NT New Testament



xxxiv List of Abbreviations

NUM number

NVC non-verbal communication

@) onset (of syllable)

OBJ] object

OBL oblique

OBS obstruent

obs. obsolete

OCR optical character recognition

OED Oxford English Dictionary

0104 object-oriented programming

OPT optative

osv object-subject-verb (in word order typology)
oT Old Testament; Optimality Theory

ov object precedes verb (in word order typology)
OVS object-verb-subject (in word order typology)
P phrase; predicate

PA pushdown automation

PART participle; particle; partitive

PASS passive

PAT patient

PERF perfect(ive)

PERS person(al)

PET positron-emission tomography

PF phonetic form (in principles and parameters framework)
PHON phonology

PIE Primitive Indo-European; Proto-Indo-European
PL plural

PM phrase marker

Po postposition

PO primary object

POL polite

POSS possessive; possessor

POTEN potential

PP prepositional phrase

PP past participle

PLUPERF pluperfect

PRED predicative

PREF prefix

PREP preposition

PRES present

PRO an unspecified NP

PRO pronominal element; pronoun

PROG progressive

ProgP progressive phrase

PROHIB prohibitive

PRESP present participle

PS-rule phrase structure rule

PSG Phrase Structure Grammar

PTQ [the] proper treatment of quantification [in English] (Montague grammar)
PURP purpose; purposive

Q question

QR quantifier raising

QUANT quantifier

QU wh-marking



List of Abbreviations xxxv

R-expression
R-graph
RC
RECIP
REFL
reg
ReIN
REP
RES
REST
rev.

RG
RNR
RP

RR

RST

RT

S

S-structure
SAE

SC

SD

SEM
SGML
SIB

sing

SL

SLA
SLASH
SON
SOV
SPEC

SS

SSC

Sta

STAT
STRID
SUBCAT
SUB]J
SUBJUNC
SUBORD
SUF

SUP
SUPERESS
SV

SVO
SYLL
SYN

T

T

T-rule
TAG

referential/referring expression

relational graph (in arc pair grammar)

relative clause

recipient/reciprocal

reflexive

regular

relative clause precedes noun (in sword order typology)

repetitive

resumptive/result

Revised Extended Standard Theory

revised

Relational Grammar

right node raising

received pronunciation

readjustment rule; redundancy rule

Rhetorical Structure Theory

reaction time; RTN recursive transition network

point of speech (temporal logic); sentence; sign (sign language); source; speaker;
speaker/writer; standard (speaker); strong (syllable); subject (tagmemics); subject term
(or conclusion in a syllogism)

surface structure

Standard American English; standard average European OVhorO

small clause; structural change

structural description

semantics

standard generalized markup language

sibilant

singular

source language

second language acquisition

unbounded dependency (in HPSG)

sonorant

subject-object-verb (in word order typology)

specifier

surface structure

specified subject condition

statement

static

strident

subcategorization

subject; subjunctive

subjunctive

subordinate, subordinative

suffix

supine

superessive

subject precedes verb (in word order typology)

subject-verb-object (in word order typology)

syllabic; syllable

synonym; syntax

tense; text; time; transformation; tree; true (in truth table); tu (= familiar pronoun of address)

trace

transformational rule

Tree-Adjoining Grammar



xxxvi List of Abbreviations

TAL
TBU
TC
TEFL
TEMP
TERM
TESOL
TG
TGG
TL
TNS
TOEFL
TOP
TRANS
TRANSLV
TYP

U

UCG
UG
UMC
AV

\Y

A%
V-form
VFORM
VIS
VLSI
VN

VO
VOC
VOS
VOT
VP

VS
VSO

WF
WFF

WH-word

a MR Hog
=

tree-adjoining language

tone-bearing unit

total communication [approach] (in schools for the deaf)
Teaching English as a foreign language
temporal

terminative

Teaching of English to Speakers of Other Languages
Transformational Grammar
Transformational Generative Grammar
target language

tense

Test of English as a Foreign Language
topic(alization)

transitive

translative

type

utterance

Unification Categorial Grammar

Universal Grammar

upper middle class

verb(al); vowel; “our (= polite pronoun of address)
short vowel

long vowel

honorific form (of address)

verb form

visual

very large scale integration

verbal noun

verb precedes object (in word order typology)
vocalic

verb-object-subject (in word order typology)
voice onset time

verb phrase

verb precedes subject (in word order typology)
verb-subject-object (in word order typology)
weak (syllable)

word formation

well-formed formula

word grammar

question word (what, which, etc.)
Word-Paradigm (grammar)

zero (covert element)

first person

alpha, a variable

sentence; superfoot (in metrical phonology)
syllable
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The Abkhaz language (/[a.]'aps.(wa baz.")[Va/)
belongs to the North West Caucasian family (see
Caucasian Languages). Abkhazians traditionally
occupied the triangle framed in northwestern
Transcaucasia between the Black Sea, the Greater
Caucasus, and the river Ingur; the river Psou is now
the northern frontier. This territory comprises the
Republic of Abkhazia (/a.ps.'na/, capital Aq™’a, aka
Sukhum), de facto independent since the war with
Georgia (1992-1993) but in international law,
deemed to be part of Georgia still. For most of the
Soviet period it was an autonomous republic.

A wave of migrants out of Abkhazia after the
Mongol incursions (14th century) removed the
most divergent dialect, T’ap’anta, to the northern
Caucasus (Karachay-Cherkessia). Consolidated there
by Ashkharywa dialect speakers (17th and 18th cen-
turies), today’s Abaza population descended from
them. Following Russia’s conquest of the northwest
Caucasus in 1864, most North West Caucasian speak-
ers (including the now extinct Ubykhs) migrated
to Ottoman lands, where the diaspora-communities
(predominantly in Turkey) vastly outnumber the
homelanders; even so, the surviving languages are
endangered in all locations. The dialects of Sadz,
Akhch’ypsy, and Ts’abal are no longer attested in
Abkhazia; only northern Bzyp and southern Abzhywa
remain. Of the 102 938 Soviet Abkhazians recorded in
1989, 93267 resided in Abkhazia, constituting 17.8%
of the population. The single largest ethnic group in
Abkhazia in 1989 were the Mingrelians; Abazas to-
talled 33 801. Though 93.3% of Abkhazians claimed
fluency in Abkhaz, younger generations tend to use
Russian (or Turkish).

The 17th-century, half-Abkhazian traveller Evliya
Celebi provided the first linguistic evidence. P. Uslar
produced the first grammar (1862-1863), devising a
Cyrillic-based script. An adaptation of this alphabet
served the Abkhazians when the Soviets assigned
them literary status (1921), though two different

roman orthographies were tried during the infant
USSR’s latinizatsija-drive. A Georgian orthography
was imposed in 1938 and replaced by another Cyrillic
alphabet in 1954. This one is still used, albeit with
a recent reform to regularize labialization-marking.
Abaza acquired literary status only in 1932;
the Abkhaz and Abaza Cyrillic scripts diverge
markedly.

A comprehensive list of phonemes appears in
Table 1.

Certain idiolects have /f/ only in /a.'fa/ ‘thin’
(otherwise /a.'p’a/). Bzyp boasts 67 phonemes by
adding /% dz 5’ ¢ z 6" 2"/ to the alveolo-palatals and
15" ™1 to the back fricatives. A glottal stop, apart from
possibly realizing intervocalic /q’/, is also heard in /2aj/
‘no’ (cf., /azj/ ‘yes’). Open vowel /a/ contrasts with close
/al; laz/ might also be phonemic. Stress is distinctive.

Abkhaz(-Abaza) is unique among Caucasian lan-
guages in not employing case-markers for the verb’s
major arguments, relying purely on pronominal
crossreferencing within the polysynthetic verb; this
patterning with three sets of affixes confirms the
family’s ergative nature. Some preverbs distinguish
directionality via an a-grade (essive/illative/allative)

Table 1 Consonantal phonemes for literary (Abzhywa) Abkhaz

p b p’ m w
(f) f \%
t d t n r
t* [fp] d" [dbl t* [fp]
5 dz 73 s z
-1~ NS P A (s PA R -l (7~
f] d3 I I 3
"iger  3"En
s dz, s s Z
I
j
q
k g k'
kj gi ki'
kW gW kW!
q V4 K
q" y Kl
qw: XW BW
h
K" [h]
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vs. a reduced/zero grade (elative/ablative) for the
specified location.

The Stative-Dynamic opposition, verbal complex-
ity, the relative strategy, the potential/involuntary
constructions, and the preverbal grade-system are
illustrated below:

(1) a-ph%os
the-womanll

a-ma'q’a
the-belt]

o-'lo-mgya-w-p’
itl-shell-wear-

Stat-Fin.Pres
“The woman is wearing the/a belt’

(2) a-p'h%es a-ma'q’a

he-womanll  the-belt]

o-'lo-mya-l-{8’a-g-r.t"’

itl-herlI-Prev-shelll-put-Past.N/F.Aor-Res

o-s9-z-'lo-r-q’a-f&’a- / #-so-'zo-q’a-{8a-
wa-m wa-m

itlI-1I-Pot-herlI-Caus- itI-1I-Pot-Prev-do-
Prev-do-Dyn-not.Pres Dyn-not.Pres

‘I cannot make the woman put on (herself/some
other woman) the belt’

(3) a-p'i%es a-ma'q’a

he-womanll  the-belt]

o-'lo-mya-1-y9-o-r.t™’

itl-herII-Prev-shelll-take-Past.N/E.Aor-Res

J-'s-amya-lo-r-q’a-
¥a-0-jt’

itl-IT-unwilling-herl1-
Caus-Prev-do-Past- Prev-do-Past-
Fin.Aor Fin.Aor

‘T unwillingly/involuntarily got the woman
to remove the belt (from herself/some
other woman)’

/ o-'s-amya-
q’a-tp’a-o-jt’
itl-I-unwilling-

Adamawa-Ubangi

J Bendor-Samuel, Summer Institute of Linguistics,
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The languages grouped together as Adamawa-Ubangi
belong to the Volta-Congo branch of the Niger-
Congo family. These languages are spoken across
central Africa in an area that stretches from north-
eastern Nigeria through northern Cameroon, south-
ern Chad, the Central African Republic (CAR), and
northern Zaire into southwestern Sudan.

The Speakers

In the absence of firm figures, the number of speakers
of languages in this group can only be estimated at

(4) a-ma'q’a  @-'zo-mKo-z-y9-0-z
the-beltl itI-wholl-Prev-wholll-
take-Past-N/FE.P/I
d-'so-p[Vma-w-p’
shel-myll-wife-Stat-Fin.Pres
‘The woman who took off her belt is my wife’

a-p'h™es
the-womanl

The lexicon reveals Iranian, Turkish, Russian, and
Kartvelian (mainly Mingrelian) influences.
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around eight to nine million people. Several languages
with a million or more speakers belong to this group
(e.g., Zande in CAR, Zaire, and Sudan; Ngbaka in
North Zaire; and Gbaya in CAR and Cameroon).

Study of the Group

Little study of the languages in this group was under-
taken before the 20th century. Westermann and
Bryan (1952) treated them as individual units or clus-
ters. Greenberg (1963) was the first to group them
together as a branch of Niger-Congo. He used the
name ‘Adamawa-Eastern’ for this group of lan-
guages. Samarin (1971) suggested the use of the
name ‘Ubangi’ to replace ‘Eastern.” Boyd (1989) has
summarized recent studies on this language group,
showing that for many of the languages there has
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been little detailed research. This is particularly true
of the Adamawa languages. Knowledge of many of
them is very sketchy.

Classification

The languages fall into two main groups — Adamawa
and Ubangi. The Adamawa languages are found in
northern Nigeria, Cameroon, and Chad, whereas the
Ubangi languages are spoken in CAR, northern Zaire,
and southwestern Sudan.

The Adamawa languages are divided into 16 groups:
Waja (at least 6 languages), Leko (4 languages), Duru
(18 languages), Mumuye (9 languages), Mbum (7 lan-
guages), Yungur (5 languages), Kam, Jen (2 languages),
Longuda, Fali, Nimbari, Bua (9 languages), Kim, Day,
Burak (6 languages), and Kwa.

Lexicostatistic studies show that the relationship
among the groups is loose, but some of them can be
grouped together so that two or perhaps three clusters
emerge. The Leko, Duru, Mumuye, and Nimbari
groups form a core of closely related languages. An-
other cluster comprises Mbum, Bua, Kim, and Day.
Possibly a third cluster of Waja, Longuda, Yungur,
and Jen can be formed.

The Ubangi languages show a much closer relation-
ship to each other than do the Adamawa lan-
guages, and they fall into six main groups: Gbaya
(4 languages), Banda, Ngbandi, Sere (6 lan-
guages), Ngbaka-Mba (9 languages), and Zande
(5 languages).

Structural Features
Phonetics and Phonology

In Adamawa languages the set of initial consonants is
much larger than the set of noninitial consonants,

Africa as a Linguistic Area

B Heine, Institut fur Afrikanistik, Universitat zu Koln,
Koéln, Germany
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On Linguistic Areas

A number of different definitions of linguistic areas
have been proposed; what is common to most of them
are the following characteristics:

1. There are a number of languages spoken in one
and the same general area.

whereas in Ubangi languages there is little difference
in size between the two sets of consonants. Most
languages have either a five- or seven-vowel system.
Two, three, or four contrastive tones are found.
Downstep is not common.

Grammar and Syntax

Noun class systems are not universal and are found
mainly in the Adamawa languages. Some only com-
prise paired singular and plural suffixes without
concord markers.

Verb systems usually contrast perfective and im-
perfective forms. Verbal extensions mark iteration,
intensive, benefactive, and causative. Generally, in-
flectional morphemes are prefixed, and derivational
morphemes are suffixed.

The predominant sentence word order is SVO. Neg-
ative markers occur clause final, and interrogative
markers and words occur sentence final.
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2. The languages share a set of linguistic features
whose presence can be explained with reference
to neither genetic relationship, drift, universal
constraints on language structure or language de-
velopment, nor to chance.

3. This set of features is not found in languages

outside the area.

. On account of (2), the presence of these features

must be the result of language contact.

N

Among the linguistic areas (or Sprachbunds)
that have been proposed, perhaps the most widely
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recognized are the Balkans and Meso-America. The
African continent has been said to form a linguistic
area, but so far there is no conclusive evidence to
substantiate this statement.

Earlier Work

While there were a number of studies on areal rela-
tionship in Africa in the earlier history of African
linguistics, Greenberg (1959) constitutes the first
substantial contribution to this field. In an attempt
to isolate areal patterns both within Africa and
separating Africa from other regions of the world,
he proposed a number of what he called ‘special’
features of African languages. The properties listed
by Greenberg include in particular a number of lexi-
cal polysemies, such as the use of the same term for
‘meat’ and ‘(wild) animal,” the use of the same term
for ‘eat,” ‘conquer,’ ‘capture a piece in a game,” and
‘have sexual intercourse,” and the use of a noun for
‘child’ as a diminutive or of ‘child of tree’ to denote
“fruit of tree.” Another noteworthy contribution
to areal relationship within Africa appeared in
1959: Larochette (1959) presented a catalog of lin-
guistic properties characteristic of Congolese Bantu
(Kikongo [Kituba], Luba, and Mongo [Mongo-
Nkundu]), an Ubangi language (Zande), and a Cen-
tral Sudanic language (Mangbetu), but many of the
properties proposed by him can also be found in other
regions and genetic groupings of Africa. A catalog of
properties characterizing African languages was also
proposed by Welmers (1974) and Gregersen (1977).
Building on the work of Greenberg (1959) and
Larochette (1959), Meeussen (1975) proposed an
impressive list of what he called ‘Africanisms,’ that
is, phonological, morphological, syntactic, and lexical
properties widely found in African languages across
genetic boundaries.

Another seminal publication on areal relationship
was published by Greenberg in 1983. Noting that
there are no areal characteristics found everywhere
in Africa but nowhere else, he proceeded to define
areal properties “as those which are either exclusive
to Africa, though not found everywhere within it, or
those which are especially common in Africa al-
though not confined to that continent” (1983: 3). As
an example of the former, he mentioned clicks;
as instances of the latter, he discussed in some
detail the following four properties: (1) coarticulated
labiovelar stops, (2) labiodental flaps, (3) the use of
a verb meaning ‘to surpass’ to express comparison,
and (4) a single term meaning both ‘meat’ and ‘(wild)
animal.” He demonstrated that these four properties
occur across genetic boundaries and, hence, are

suggestive of being Pan-African traits, especially
since they are rarely found outside Africa.

Greenberg (1983) went on to reconstruct the his-
tory of these properties by studying their genetic
distribution. He hypothesized that (1), (3), and (4)
are ultimately of Niger-Kordofanian origin, even
though they are widely found in other African
families, in particular in Nilo-Saharan languages.
For (2), however, he did not find conclusive evidence
for reconstruction, suggesting that it may not have
had a single origin but rather that it arose in the area
of the Central Sudanic languages of Nilo-Saharan and
the Adamawa-Ubangi languages of Niger-Congo.

Search for areal properties across Africa is asso-
ciated not the least with creole linguistics. In an at-
tempt to establish whether, or to what extent, the
European-based pidgins and creoles on both sides
of the Atlantic Ocean have been shaped by African
languages, students of creoles pointed out a number
of properties that are of wider distribution in Africa,
perhaps the most detailed study being Gilman (1986).

Pan-African Properties

The term ‘Pan-African properties’ refers to linguistic
properties that are (1) common in Africa but clearly
less common elsewhere, (2) found at least to some
extent in all major geographical regions of Africa
south of the Sahara, and (3) found in two or more
of the four African language families. The following
catalog of selected properties is based on previous
work on this subject (especially Greenberg, 1959,
1983; Larochette, 1959; Meeussen, 1975; Gilman,
1986).

A general phonological property that has been
pointed out by a number of students of African lan-
guages is the preponderance of open syllables and an
avoidance of consonant clusters and diphthongs. Fur-
thermore, tone as a distinctive unit is characteristic of
the majority of African languages, in most cases on
both the lexical and grammatical levels.

Ignoring click consonants, which are restricted to
southern Africa and three languages in East Africa
(Sandawe, Hadza, and Dahalo), there are a number
of consonant types that are widespread in Africa but
uncommon elsewhere. This applies among others to
coarticulated labiovelar stops, (especially kp and gb),
which occur mainly in a broad geographical belt
from the western Atlantic to the Nile-Congo divide.
Perhaps even more characteristic are labiodental
flaps, produced by the lower lip striking the upper
teeth; although restricted to relatively few languages,
they are found in all families except Khoisaan. A third
type of consonants that is widespread in Africa but
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rarely found outside Africa can be seen in voiced
implosive stops.

In their arrangement of words, African languages
of all four families exhibit a number of general
characteristics such as the following: While on a
worldwide level languages having a verb-final syntax
(SOV) appear to be the most numerous, in Africa
there is a preponderance of languages having sub-
ject-verb-object (SVO) as their basic order: Roughly
71% of all African languages exhibit this order. Fur-
thermore, the placement of nominal modifiers after
the head noun appears to be more widespread in
Africa than in most other parts of the world. Thus,
in Heine’s (1976: 23) sample of 300 African lan-
guages, demonstrative attributes are placed after the
noun in 85%, adjectives in 88%, and numerals in
91% of all languages.

Logophoric marking appears to constitute a specif-
ically African construction type. Logophoric pro-
nouns indicate coreference of a nominal in the
nondirect quote to the speaker encoded in the accom-
panying quotative construction, as opposed to its
noncoreference indicated by an unmarked pronomi-
nal device (concerning the areal distribution of these
pronouns, see Giildemann, 2003).

Perhaps the most conspicuous area where one
might expect to find Pan-African properties can be
seen in lexical and grammatical polysemies. A number
of examples of polysemy, such as ‘meat’/‘animal,’
‘eat’/‘conquer,” and so on, were mentioned earlier.
Furthermore, there are some grammaticalization pro-
cesses that are common in Africa but rare elsewhere,
examples being the grammaticalization of body parts
for ‘stomach/belly’ to spatial concepts for ‘in(side),’
or of verbs meaning ‘surpass,” ‘defeat,” or ‘pass’ to
a standard marker of comparison (Heine, 1997:
126-129).

Quantitative Evidence

Being aware that for many of the Pan-African proper-
ties that have been discussed in the relevant literature
there is only sketchy cross-linguistic information,
Heine and Zelealem (2003) use a quantitative ap-
proach to determine whether Africa can be defined
as a linguistic area. For each of the 149 languages of
their sample, of which 99 are African languages
and 50 are languages from other continents, they
apply 11 criteria that have figured in previous discus-
sions on the areal status of African languages. The
criteria and main results of their African survey
are listed in Table 1, and those of their worldwide
sample in Table 2. What Table 2 suggests is the
following;:

Table 1 Relative frequency of occurrence of 11 typological
properties in African languages?

Properties used as criteria Number of Percentage
languages having  of all
that property languages

1. Labiovelar stops 39 39.4
2. Implosive stops 36 36.4
3. Lexical and/or 80 80.8
grammatical tones
4. ATR-based vowel 39 39.4
harmony
5. Verbal derivational 76 76.7
suffixes (passive,
causative, benefactive,
etc.)
6. Nominal modifiers follow 89 89.9
the noun
7. Semantic polysemy 74 74.7
‘drink/pull, smoke’
8. Semantic polysemy 72 72.7
‘hear/see, understand’
9. Semantic polysemy 40 40.4
‘animal, meat’
10. Comparative 82 82.8
constructions based on
the schema [X is big
defeats/surpasses/
passes Y]
11. Noun ‘child’ used 50 50.5

productively to express
diminutive meaning

4Sample: 99 languages. Parameters 3, 7, and 8 have two options;
if one of the options applies, this is taken as positive evidence
that the relevant property is present.

Table 2 Distribution of 11 typological properties according to
major world regions?

Region Total of Total of Average number of
languages  properties  properties per
language
Europe 10 11 1.1
Asia 8 21 2.6
Australia/ 12 37 3.0
Oceania
The 14 48 3.4
Americas
Africa 99 669 6.8
Pidgins and 6 14 23
creoles
All regions 149

Sample: 99 African and 50 non-African languages.

1. Africa clearly stands out against other regions of
the world in having on average 6.8 of the 11
properties, while in other regions clearly lower
figures are found.
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2. Outside Africa, no language has been found to
have as many as five properties, while African
languages have between 5 and 10 properties.

Isopleth Mapping

To study the internal structure of linguistic areas,
isopleth mapping has been employed in linguistic
areas such as South Asia (Masica, 1976), the Balkans
(van der Auwera, 1998), and Meso-America (van der
Auwera, 1998). Isopleth maps are designed on the
basis of the relative number of features that languages
of a linguistic area share: languages having the same
number of properties, irrespective of which these
properties are, are assigned to the same isopleth
and, depending on how many properties are found
in a given language, the relative position of that lan-
guage within the linguistic area can be determined.
Applying isopleth mapping to Africa yields the fol-
lowing results: The most inclusive languages, having
nine or more properties, are found in West Africa,
including both Niger-Congo and Afro-Asiatic lan-
guages. A secondary isopleth center is found in the
Cameroon—Central Africa area, where up to nine

properties are found. Clearly less central are lan-
guages farther to the west and south, that is, Atlantic
and Mande languages on the one hand, and Bantu
languages on the other, where around six properties
are found. Peripheral Africa consists of the Ethiopian
Highlands (see Ethiopia as a Linguistic Area) and
northern (Berber) Africa, where less than five proper-
ties are found. Figure 1 is based on an attempt to reduce
the complex quantitative data to an isopleth map.

Conclusion

While there is no linguistic property that is common
to all of the 2000-plus African languages, it seems
possible on the basis of the quantitative data pre-
sented to define Africa as a linguistic area: African
languages exhibit significantly more of the 11 proper-
ties listed in Table 1 than non-African languages do,
and it is possible to predict with a high degree of
probability that if there is some language that pos-
sesses more than five of these 11 properties, then this
must be an African language. Not all of the proper-
ties, however, are characteristic of Africa only; some
are equally common in other parts of the world.

Figure 1 An isopleth sketch map of Africa based on 11 properties (sample: 99 languages).
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Introduction

Afrikaans is the youngest fully standardized member
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language family. A daughter of Dutch (Afrikaans =
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also represents a minority language in Namibia and,
increasingly, in expatriate communities, notably in
Britain, Australia, New Zealand, and Canada.

History

The precise circumstances surrounding the develop-
ment of Afrikaans as a language in its own right have
been energetically disputed. What is uncontroversial
is that the Dutch East India Company’s establishment
of a refreshment station in 1652 led to the introduc-
tion of various varieties of 17th-century Dutch at the
Cape. During the next 150 years, these Dutch speakers
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came into contact with indigenous Khoekhoe, with
slaves imported from Asia (India, Indonesia, Sri
Lanka), East Africa, and Madagascar, and also, more
sporadically, with French- and German-speaking
Europeans. Written records reveal that a distinctive
local variety of Dutch — so-called Kaaps Hollands
(Cape Dutch), which was also variously described
at the time as geradbraakte/gebroke/onbeskaafde
Hollands (‘mutilated/broken/uncivilized Hollandic’),
verkeerde Nederlands (‘incorrect Dutch’) and kom-
buistaal (‘kitchen language’) — already existed by the
mid-18th century. There are three main positions on
how this extraterritorial variety became a distinct,
structurally simplified and reorganized language: the
superstratist, variationist/interlectalist, and creolist
positions. On the superstratist view, Afrikaans is es-
sentially the product of the normal linguistic evolution
that typically occurs in the absence of strong norma-
tive pressures, with the influence of Khoekhoe and the
slave languages (i.e., Malay and Creole Portuguese)
being confined to the lexical domain (see below). The
variationist/interlectalist position similarly downplays
the role of the non-Germanic languages interfacing
with Dutch at the Cape, identifying dialect-leveling/
convergence as the impetus behind the emergence of a
new Dutch-based language. By contrast, the creolist
view analyses Afrikaans as a semicreole, the product
of interaction between the ‘creolizing’ and ‘decreo-
lizing” influences of the matrilectal Cape Dutch(es)
and the Dutch-based pidgin(s) spoken respectively
by the Cape’s European and non-European popula-
tions. Exactly when Afrikaans was ‘born’ is also dis-
puted, but official recognition of its distinctness came
in 1925 when it was finally standardized following
two Taalbewegings (‘language movements’) and
recognized, alongside English, as one of South Africa’s
two official languages. The Bible was translated into
Afrikaans in 1933 and a rich literary and cultural
heritage accrued during the 20th century, with two
major annual arts festivals now being dedicated solely
to Afrikaans (the Klein Karoo Kunstefees/ Little
Karoo Arts Festival’ and Aardklop/‘Earth-beat’). Be-
cause of its unfortunate association with the apartheid
policy pursued between 1948 and 1994, there are,
however, concerns about Afrikaans’s future in post-
apartheid South Africa and there has, in recent years,
been a move to promote it as the only South African
language which is both European and African.

Varieties of Afrikaans

The three basic varieties of Afrikaans traditionally
identified are Kaapse Afrikaans (Cape Afrikaans)
spoken in the western Cape, Oranjerivier—Afrikaans
(Orange River Afrikaans) spoken in the northwestern

Cape, and Oosgrens—Afrikaans (Eastern Cape Afri-
kaans), the variety that provided the basis for stand-
ard Afrikaans, spoken in the rest of the country (see
Figure 1). Kaapse and Oranjerivier Afrikaans are
both spoken by people of color, the former reflecting
particularly strong Malay and English influences, and
the latter, that of Khoekhoe. Various subvarieties are
discernible within these regional boundaries, one ex-
ample being the Arabic-influenced Afrikaans spoken
by Cape Muslims. Additionally, Afrikaans also forms
the basis of a number of special group languages. Of
these, Bantu-influenced Flaaitaal (‘Fly-language’), a
township argot spoken mostly by black migratory
workers in urban areas, represents the best-studied
case. During the apartheid era, normative pressures
promoting suiwer Afrikaans (‘pure Afrikaans’) were
strong and often directed against Anglicisms. Socio-
political changes and attempts to promote Afrikaans
as more ‘inclusive’ have, however, led to a more re-
laxed attitude in many contexts, with many younger
speakers frequently speaking and writing Afrikaans,
which is lexically heavily influenced by South Africa’s
other languages, particularly English. In its turn, Af-
rikaans has also left its mark on the other languages
spoken in South Africa, with South African English
featuring lexical items such as braai (‘barbecue’), veld
(‘bush’), and stoep (‘verandah’); Xhosa with ispek:
(> spek = ‘bacon’), isitulu (> stoel = ‘chair’), and ibhu-
lukbwe (> broek = ‘trousers’); and Sotho, with potloto
(> potlood = ‘pencil’), kerese (> kers= ‘candle’), and
sekotelopulugu (> skottelploeg = “disc-plough’).

Formal Features

Many aspects of Afrikaans’s formal structure represent
simplifications of their Dutch counterparts, but the
language also features a number of structural innova-
tions. Phonologically, striking differences between
Afrikaans and Dutch are that Afrikaans features:

® apocope of /t/ after voiceless consonants — cf. Afri-
kaans lig (‘light’) and nag (‘night’) versus Dutch
licht and nacht

® syncope of intervocalic /d/ and /g/ — cf. Afrikaans
skouer (‘shoulder’) and spieél (‘mirror’) versus
Dutch schouder and spiegel

e fricative devoicing — cf. Afrikaans suid (‘south’)
versus Dutch zuid

e diphthongization of long vowels — cf. Afrikaans
[bruat] versus Dutch [bro:t] for brood (‘bread’).

There are also consistent orthographic differences,
with Dutch ij and sch being rendered in Afrikaans as
y and sk, respectively.

Morphologically, Afrikaans is characterized by ex-
treme deflection: it lacks both Dutch’s gender system
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and its system of verbal inflection, pronouns being the
only nominals exhibiting distinct forms, although
fewer than in Dutch (cf. Afrikaans ons, which corre-
sponds to both Dutch wij — ‘we’ and ons — ‘us’), and
all lexical verbs taking the same form, regardless of
their person, number, and finiteness specifications.
Afrikaans also differs from Dutch in employing redu-
plication — cf. gou-gou (‘quick-quick’), stuk-stuk
(‘piece-piece,’ i.e., bit by bit), and lag-lag (‘laugh-
laugh,’ i.e., easily).

Afrikaans’s retention of West Germanic’s dis-
tinctive word-order asymmetry (main clauses being
verb-second/V2 and embedded clauses, verb—final)
distinguishes it from Dutch-based creoles, which are
exceptionlessly SVO and undermines extreme creolist
accounts of its origins. Among the syntactic peculia-
rities that distinguish Afrikaans from Dutch are:

® its negative concord system — cf. Afrikaans Ouns lees
nie hierdie boeke nie (‘Us read not here — the books
NEGATIVE’) and Dutch Wi lezen niet deze boe-
ken (‘We read not these books’)

® verbal hendiadys — cf. Afrikaans Ek sit en skryf
(‘I sit and write’) versus Dutch Ik zit te schrijven
(‘I sit to write,’ 1.e., | sit writing)

® use of vir with personal objects — cf. Ek sien vir jou
(‘I see for you’) versus Dutch Ik zien je (‘I see you’)

® dai-dropping in subordinate clauses — cf. Hy weet ek
is moeg (‘He knows I am tired’), which alternates
with Hy weet dat ek moeg is (‘He knows that I tired
am’), whereas standard Dutch permits only the latter

® retention of main-clause ordering in subordinate
interrogatives — cf. Hy wonder wat lees ek (‘He
wonders what read I’) versus Hy wonder wat ek
lees (‘He wonders what I read’), which is the only
permissible structure in Dutch.

Lexically, Afrikaans differs substantially from Dutch
in featuring borrowings from Khoekhoe, Malay, and
Creole Portuguese (see ‘Lexical Borrowing’ section),
and also, as a consequence of the ‘suiwer Afrikaans’
policy, in respect of many neologisms, which were
created to avoid adopting an English expression —
cf. skemerkelkie, rekenaar, and trefferboek or blitsver-
koper whereas Dutch uses cocktail, computer, and
bestseller, respectively.

The Taalmonument

Afrikaans is unique in being the only language with
its own monument (see Figure 2). The Taalmonument
(‘language-monument’) in Paarl was erected to
celebrate the 100-year anniversary of the 1875 Eerste
Taalbeweging (‘First Language-movement’) at which
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Figure 2

(A) The Afrikaans Language Monument (Taalmonument) in Paarl, South Africa. Reprinted by kind permission of the Afrikaans

Language Museum, Paarl. (B) Diagrammatic representation of the structure of the Afrikaans Language Monument. A, The Enlightened
West; B, Magical Africa; C, the bridge between the two; D, Afrikaans; E, The Republic of South Africa; F, Malay. Adapted from Die
Afrikaanse Taalmonument, the official brochure of the Afrikaans Language Museum, Paarl.

the first concerted calls for the elevation of Afrikaans
to the status of written language were made. The
monument was inspired by the writings of two
prominent Afrikaans writers, C. J. Langenhoven
(1873-1832) and N. P. van Wyk Louw (1906-
1970). Langenhoven visualized the growth potential
of Afrikaans as a hyperbolic curve, whereas van Wyk
Louw conceived of Afrikaans as “the language that
links Western Europe and Africa ... form[ing] a
bridge between the enlightened west and magical
Africa” (1961, ‘Laat ons nie roem’/ ‘Let us not extoll’
in Vernuwing in die ProsalRenewal in prose. Cape
Town: Human and Rousseau). The monument sym-
bolizes these ideas as follows:

® it features two curves (A and B) representing the
influences of Europe and Africa respectively

® A, which starts as a colonnade, flows into the main
column symbolizing Afrikaans (D), signifying the
direct manner in which Afrikaans grew out of
Dutch

® B, which features three semispherical mounds sym-
bolizing the indigenous languages and cultures of
South Africa, also flows into the main column via a
lesser curve

® at the base of the column, A and B form a bridge
(C) symbolizing the confluence of linguistic and
cultural influences from Europe and Africa

® alow wall (F) located between A and B symbolizes
the contribution of Malay

® column E represents the Republic of South Africa,
the political entity established in 1961, within
which Afrikaans was well established as one of
two official languages.

Afrikaans was Written in Arabic

By the mid-19th century, Afrikaans was being used by
the Cape Muslim community in the exercise of their
religion and some of the imams were beginning to
translate holy texts into Afrikaans using Arabic
script. The first of these ajami (Arabic—Afrikaans)
manuscripts, the Hidayat al-Islam (‘Instruction in
Islam’), is said to have been prepared in 1845 but is
no longer extant. The first ajami text to be published,
the Bayanu ddin (‘Exposition of the religion’), was
written by Abu Bakr in 1869 and published in
Constantinople in 1877. Seventy-four texts, written
between 1856 and 1957, survive today.
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Lexical Borrowings

Afrikaans has drawn on the lexical resources of a
wide variety of languages with which it has been in
contact during the course of its history. Here are some
examples of the range and nature of this borrowing;:

® From Khoekhoe: animal names such as geitjie (‘liz-
ard’), kwagga (a zebra-like creature), and gogga
(‘insect’); plant names like dagga (‘cannabis’); place
names such as Karoo and Knysna; and also miscel-
laneous items such as kierie (‘walking-stick’), abba
(‘carry’) and kamma (‘quasi/make-believe’)

® From Malay: baie (‘very/much’), baadjie (‘jacket’),
baklei (‘fight’), piesing (‘banana’), rottang (‘cane’),
blatjang (‘chutney’)

® From languages spoken on the Indian subcontinent:
koejawel (‘guava’), katel (‘bed’)

® From Creole Portuguese: mielie (‘corn/maize’),
kraal (‘pen/corral’), tronk (jail’)

® From Bantu languages spoken in South Africa:
malie (‘money’), aikéna (‘no’), hokaai (‘stop’),
babelas (‘hangover’).
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Introduction

The Afroasiatic languages are spoken by more than
250 million people living in northern Africa, the Horn
of Africa, and in South West Asia. The Afroasiatic
language phylum (or superfamily) contains more than
200 languages, even 372 according to Grimes (2000).
In addition, a number of languages are documen-
ted only literally. With the exception of the extinct
Sumerian, Afroasiatic has the longest documented
history of any language phyla in the world: Egyptian
was recorded as early as 3200 B.c., while the docu-
mentation of Semitic languages goes back to 2500 B.c.
The name Afroasiatic was established by Greenberg
(1952), replacing the inappropriate term Hamito-
Semitic (or rarely Semito-Hamitic) that is still used
by a few scholars. Other terms with little acceptance
are Afrasian, Erythraic, and Lisramic.

Classification and Geographical Origin

The Afroasiatic languages are divided into six
branches, namely Berber, Chadic, Cushitic, Egyptian,
Omotic, and Semitic. Whereas Egyptian (Arabic,
Egyptian Spoken) is a single language with four
stages (Old-, Middle-, and New-Egyptian and Coptic),
the other five branches are families. Chadic encom-
passes the largest number of languages — namely 195
according to Grimes (2000) or approximately 140
according to Newman (1992) — followed by Semitic
(74), Cushitic (47), Omotic (28), and Berber (26), the
latter four numbers as stated by Grimes ( 2000). These
six branches are considered ‘sister families,’ i.e., they
are equal, flat, and parallel. However, there are
attempts to connect these branches to larger units.
Semitic and Berber are relatively closely related, and
both are somehow connected to Cushitic (Zaborski,
1997). Bender (1997) calls this group of branches
macro-Cushitic and speculates on its connection
with Indo-European.

According to Diakonoff (1988) and Bender (1997),
the original homeland of the speakers of Afroasiatic
languages was in the southeast of today’s Saharan
desert, while Militariev and Shnirelman (1984)
believe it was in Asia. The former scenario seems
likely because — except for Semitic — all families of
the Afroasiatic phylum are spoken exclusively in
Africa. The latter scenario is also possible, however,
because parts of the lexis are shared by the Afroasiatic

languages, the Sumerian language, and the Caucasian
languages (Hayward, 2000: 95).

History of the Investigation of Afroasiatic
Languages

In the Middle Ages, the genetic relationship between
the Semitic languages Arabic (Standard Arabic) and
Hebrew was discovered only after the study of Afroa-
siatic languages had already begun. Likewise, only
after Egyptian was deciphered in the 19th century
did the affinity of Egyptian to Semitic became appar-
ent. A short time later, Berber and Cushitic were
recognized as belonging to this phylum. The Chadic
languages as a whole were classified as Afroasiatic
languages by Greenberg in the 1950s. The sixth
branch, Omotic, was regarded as a branch of Cushitic
until the end of the 1960s, and while some scholars
still consider this to be true (Lamberti, 1991;
Zaborski, 1986, 1997), most believe that Omotic
is an independent branch of Afroasiatic (Fleming,
1969). A few scholars even regard it as the first
family that split off from Proto-Afroasiatic, the
reconstructed ancestor of all Afroasiatic languages
(Fleming, 1983; Ehret, 1995).

Finally, it should be mentioned that Hetzron (1980)
sees Beja (Bedawi) — generally regarded as the only
representative of North Cushitic — as another family
of Afroasiatic, but Zaborski (1984) does not agree
with this view.

For a long time, the structure and features of
Semitic determined which languages belonged to the
Afroasiatic language phylum. Most likely this was
because Arabic and Hebrew were the first languages
European scholars knew. Also, for a significant peri-
od of time, racial, even racist prejudices dominated
classification suggestions of the Afroasiatic languages.
In the mid—19th century, the idea of a language fami-
ly, of which Semitic is one branch, was born. The term
Hamitic, derived from the name Ham, the second son
of Noah, was created in opposition to Sem, the name
of the first son of Noah, who was the eponym of the
Semitic languages. All Afroasiatic languages related
to Semitic, but considered to be non-Semitic, were
classified as Hamitic, the second branch of ‘Hamito-
Semitic.” These criteria were a mixture of linguistic
(genetic and typological), physical anthropological,
and partly geographical features.

Lepsius (1863), the first important exponent of this
theory, classified the Hamitic branch into four groups,
namely (1) Egyptian; (2) Ethiopic (Ge’ez), i.e., mostly
Cushitic languages spoken in the Horn of Africa;
(3) Libyan, i.e., Berber and the Chadic language
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Hausa; and (4) Hottentottan (Nama), i.e., languages
of the Khoisan phylum of southern and southwestern
Africa. In 1880 he included even Maasai — a language
of the Nilosaharan phylum — in the Hamitic branch.
Lepsius’s main criterion for his classification was
grammatical gender. African languages possessing
the masculine vs. feminine gender distinction were
classified Hamitic, while African languages without
gender distinction were called ‘Negersprachen,’ i.e.,
‘languages of the negros.’

The most famous exponent of the Hamitic theory
was Meinhof (1912), who tried to work out the fea-
tures of the Hamitic languages by considering genetic,
typological, and physical anthropological features.
Meinhof was of the opinion that one must distinguish
more ‘primitive’ from more ‘highly developed’ lan-
guages, a criterion that he believed correlated with
the mental abilities of the speakers of the respective
languages. In the tradition of Schleicher, he believed
that inflecting languages reflect the highest level of
linguistic evolution. This typological feature of the
Hamitic languages derived from a race called
‘Hamites’ who had white skin, curled hair, and
other physical anthropological features considered
prototypical of the old Egyptian and Ethiopide types.

Besides grammatical gender, ablaut and other typo-
logical features of the Indo-European and Semitic
languages were the main linguistic criteria Meinhof
took into consideration. He classified as Hamitic not
only Afroasiatic languages (except Semitic) but also
languages like Ful (Fulfulde, Adamawa) (an Atlantic
language of the Niger Congo phylum), Maasai, and
other Nilotic languages of the Nilosaharan phylum
and languages of the Khoisan phylum, earlier exclud-
ed by others from the Afroasiatic languages.

The first opponents of the Hamitic theory were Beke
(1845) and Lottner (1860-61), later followed by
Erman (1911) and Cohen (1933) who considered — as
did the aforementioned scholars — the branches of this
phylum to be ‘sister families.” According to Sasse
(1981: 135), the final breakthrough of this theory and
the beginning of a new era in the study of Afroasiatic
languages was marked by Cohen (1947). Greenberg
(1952, 1955) finally provided evidence that a number
of languages had to be excluded from the Afroasiatic
language phylum, and he created the Chadic family
by unifying the former ‘chadohamitic’ language
Hausa with the rest of the Chadic languages that until
then had been classified as non-Afroasiatic languages.

Shared Features

The genetic relationship among the six branches of
Afroasiatic is shown best by some shared morpholog-
ical features (cf. Hayward, 2000: 86ff; Sasse, 1981:

138ff). These are case marking, plural formation on
nouns, gender marking, pronouns, verb inflection,
and verb derivation.

The basic nominal form of Proto-Afroasiatic, func-
tioning as the direct object of a verb, is termed ‘absolu-
tive,” marked by the suffix *-a. In Cushitic and — as
Sasse (1984) claims — in Semitic and Berber, its function
is more widespread, so it can be treated as
the functionally unmarked form. The nominative,
marked by *-u, is used for subject NPs. A similar mor-
phology can be assumed for Egyptian and Omotic, the
latter having a reconstructed accusative marking sys-
tem (Hayward and Tsuge, 1998), i.e., the unmarked
form is the nominative and not — as reconstructed for
Semitic, Berber, and Cushitic — the absolutive. Chadic,
however, is not concerned here since it generally
lacks case marking. Modern languages with a marked
nominative case system occur mainly in central and
southwestern Ethiopia and adjacent areas where this
system of case marking is an areal feature found not
only in several Cushitic and Omotic languages, but also
in languages of the Nilosaharan phylum.

Complex plural formation of nouns is another
characteristic of many Afroasiatic languages. A likely
pattern of Afroasiatic plural formation is the “ablaut
to a, usually in the last stem syllable of a noun ...
[partly] accompanied by reduplication, and some-
times trigger[ing] dissimilation or assimilation of
other stem vowels of the plural” (Hayward, 2000:
92; cf. Greenberg, 1955). Other reconstructed plural
markers are a suffix containing a labial-velar glide
and a suffix -z, the latter not easy to disentangle
from the -# of the feminine gender marker. Such a
gender marker is found, in all six branches of Afro-
asiatic. In addition gemination of consonants
marking nominal and verbal plurality is widespread.

Two formally distinct sets of pronouns must be set
up for Afroasiatic, the first for the absolutive, the
second for the nominative case. Due to the shift of a
marked nominative to a marked accusative system,
the absolutive pronouns often were converted to
nominative pronouns, e.g., in Berber and Chadic,
so consequently, the subject pronouns of these lan-
guages just happen to look like object pronouns of
other languages. Gender markers *n- and *k- for
masculine and *#- for feminine are often derived
from demonstrative elements. These gender markers
may be combined with the pronominal gender marker
*-uu for masculine and *-ii for feminine and func-
tion as demonstrative pronouns, especially of the
near deixis. This applies exactly to the Highland
East Cushitic language K’abeena, in which the de-
monstrative pronouns have an additional morpheme
n — probably a definite marker — that results in
the forms kuun and tiin.
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Subject agreement on the verb may be marked in
two ways, either by a so-called prefix conjugation or
by a suffix (or stative) conjugation. Some languages
make use of both, e.g., most modern Semitic lan-
guages; others have only the suffix conjugation, e.g.,
Egyptian and many Cushitic languages. The recon-
structed subject-agreement morphemes of the prefix
conjugation are *’- (1S), *#- (2S, 351, 2P), *y- (3Sm),
and *n- (1P). Suffixes differentiate number and partly
gender.

Some morphemes used for verb derivation are found
in many Afroasiatic languages, so most probably those
are a feature of Proto-Afroasiatic. The transitivizing/
causativizing *s- ~ *-s and the intransitivizing/
passivizing *m- ~ *-m, *n-, and *t- ~ *-t belong to
these morphemes.

Furthermore, hundreds of lexical items have been
reconstructed for Proto-Afroasiatic by Ehret (1995)
and Orel and Stolbova (1995) of which a small num-
ber “seem unlikely to be disputed” (Hayward, 2000:
94), e.g., *dim-I* dam- ‘blood’, *tuf- ‘to spit’, *sum-/
*sim- ‘name’, Fsin-/*san- ‘nose’, *man-/*min-
‘house’, and *nam-/*nim- ‘man’.

The rich consonant inventory of Proto-Afroasiatic —
Orel and Stolbova 1995: xvi reconstruct 32, Ehret
1995: 72, even 42 consonants — includes three obstru-
ents, namely, a voiceless, a voiced, and a glottalized
sound “not only for most places of articulation but
also for certain other articulatory parameters, for
example, among lateral obstruents, sibilants and
labialised velars” (Hayward, 2000: 94). Furthermore,
two pharyngeals, two glottals, and four uvulars are
reconstructed by Orel and Stolbova (1995).

Typologically, there is a contrast between Berber,
Egyptian, and Semitic on the one hand and Chadic,
Cushitic, and Omotic on the other. According to
Bennett (1998: 22), the first three languages “gener-
ally have (or can be reconstructed as having had)
three underlying vowels, no tonal contrasts ... and
typically triconsonantal roots that at least in the ver-
bal system seem not to include vowels.” He writes
that the latter three, however, are characterized by
“relatively full vowel systems, tonal contrasts, and
roots of varied length that normally include a
vowel” (Bennett, 1998: 22). Concerning word order,
Afroasiatic languages can be divided as follows: Berber,
Chadic, and Semitic languages outside Ethiopia have
VO word order, while Cushitic, Omotic, and Ethio-
semitic languages generally have OV word order.

Finally, two hypotheses must be mentioned.
Diakonoff (1965) is of the opinion that Proto-
Afroasiatic was an ergative language, a hypothesis
adopted by Bender (1997) and for Semitic by
Waltisberg (2002). The second hypothesis concerns
the possible substrate influence of Afroasiatic

languages on the Celtic languages (cf. Adams, 1975;
Gensler, in press).
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Ainu is a near-extinct language that was once spoken
widely in the northern part of the main Japanese
island of Honshu as well as the Hokkaido island,
in Sakhalin, and in the Kurile Islands. The current
Ainu population, concentrated mainly in Hokkaido,
is estimated to be around 24 000, but as a result of
intermarriage between Ainu and Japanese, pure-
blood Ainu are said to number less than 1% of
that figure. Ainu is no longer used as a means of
daily communication, and is remembered to a
varying extent only by a handful of people of ad-
vanced age.

Ainu has not developed a writing system, but it is
endowed with a rich tradition of oral literature. In
addition to various kinds of songs, e.g., love songs
and boating songs, Ainu oral literature contains both
verse and prose. The verse forms, generally called
yukar in Ainu, are recited epics that relate to the
experiences of gods or to the experiences of love
and war of heroes. The language of yukar differs
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significantly from the spoken language; it is more
conservative and has less dialectal variation as
compared with the colloquial language. The two
types of language show differences in both syntax
and vocabulary, although there is a great deal of
overlap. The most salient difference between the
two is that the language of yukar tends to be more
strongly polysynthetic than its colloquial counter-
part. The language of yukar will be referred to as
Classical Ainu, but the difference between this type
of language and the colloquial form is more a differ-
ence in genre than in chronology.

In terms of genetic affiliation, Ainu is best consid-
ered as a language isolate. Although there have been
suggestions that Ainu is related to such language
families as Paleo—Asiatic, Ural-Altaic, Indo—Europe-
an, and Malayo—Polynesia or to individual languages
such as Gilyak and Eskimo, none of these suggestions
has progressed beyond the level of speculation.
Hypotheses relating Ainu to Japanese have also been
entertained by many scholars, but other than the
similarities due to lexical borrowing and typological
characteristics rooted in the shared basic word order
(Subject—Object—Verb), no strong evidence has been
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uncovered to relate the two languages. Indeed, Ainu
has a number of morphological characteristics that
distinguish it from Japanese, e.g., extensive use of per-
sonal affixes and a polysynthetic character as well as
absence of verbal inflections.

Ainu has a rather simple phonological system,
with five vowel phonemes (/i, e, a, o, u/) and 12
consonantal phonemes (/p, w, m, t, s, ¢, y, n, 1, k, 2,
h/). Syllable-initial vowels are preceded by a glottal
stop, e.g., aynu [?ajnu] ‘person,’ and this fact makes
Ainu syllables conform to one of the following types:
CV, CVC (for Hokkaido Ainu) or CV, CVV (long
vowel), CVC (for Sakhalin Ainu).

According to the pitch accent system of the lan-
guage, Ainu syllables are pronounced with either
high or low pitch. In words consisting of stems and
affixes, the stems have high pitch, e.g., ni-pa ‘to hear-
pl.op).” In other two- and three-syllable words, high
pitch falls on the first syllable if it is a heavy syllable,
i.e., a diphthong or a closed syllable, e.g., dynu ‘per-
son.” In all other words, high pitch occurs in the
second syllable, e.g., kird ‘to flee.’

Among the small number of phonological process-
es, the most notable are assimilatory and dissimilato-
ry processes of the following type: akor nispa — akon
nispa ‘our chief,” pon-pe — pompe ‘small thing,” (as-
similation); kukor rusuy — kukon rusuy ‘want to
have’ (dissimilation).

Both nominal and verbal morphologies are charac-
terized by extensive use of affixes. In nominal morphol-
ogy perhaps the most notable are deverbal nominal
suffixes that derive nominal expressions from verbs.
The suffix -p(e) derives a noun that denotes a person
or things characterized by the meaning of the original
verb, e.g., pirka ‘good’ — pirka-p ‘good thing,” wen
‘bad’ — wen-pe ‘poor man.’

Two other noun-forming derivational affixes
are the suffixes -i and -ike. The former yields nouns
having the meaning ‘X-place’ or ‘X-time,” and the
latter produces nouns with the meaning ‘thing’ or
‘person,’ e.g., esan ‘go out there’ — esan-i ‘place that
is protruded, i.e., peninsula,” poro ‘big’ — poro-ike
‘bigness, big thing/person.’

One notable feature of these suffixes with theo-
retical significance is that they, especially -p(e)
and -i, also attach to phrases and clauses, func-
tioning as both lexical and phrasal nominalizing
suffixes, e.g., a-koyki rok-pe (lsg-strike PERF-SUF)
‘the one I have fought,” a-yanene-p ya-kotan-oro
esina-p (1sg-dislike-sur REfFL-village-from hide-sur)
‘what T dislike is hiding one’s village (from which
one came).’

Possession is expressed by the use of personal
affixes that, when attached to verbs, index the subject

of transitive clauses, e.g., a-maci (1sg-wife), e-maci
(2sg-wife) ‘young wife,” maci ‘his wife.’

In both Classical and colloquial Ainu, intransitive
and transitive verbs each have distinct sets of personal
affixes indicating person and number of the subject
and object, e.g., Classical Ainu intransitive affixes:
itak-an (speak-1sg) I speak,’ e-itak (2sg-speak) ‘you
(sg) speak,” idtak ‘he/she speaks’; Classical Ainu
transitive affixes: a-kor (1sg-have) ‘I have,” e-kor
(2sg-have) ‘you (sg) have,” kor ‘he/she has.” These
subject-indexing affixes combine with object-
indexing affixes, yielding forms such as a-e-kore
(1sg-2sg-give) ‘I give you,” e-i-kore (2sg—1sg-give)
‘you give me.’

Ainu verbs — Ainu makes no distinction between
verbs and adjectives — also index the plurality of
the subject and object. The plural verb forms typi-
cally co-occur with a plural subject when the verb
is intransitive and with a plural object when it is
transitive. However, Ainu also shows cases of plural
verbs co-occurring with plural transitive subjects.
Plural verbs are of either suppletive type (arpa
‘go,” paye ‘go.pl’) or productive-suffixed type (kor
‘have (sg)’: kor-pa ‘have (pl)’); e.g., An-an (be-1sg)
‘T was (there)’: Oka-an (be.pl-1pl) “We were (there)’;
Icen poronno kor-pa (money lot have-pl) “They had
a lot of money’ (Ishikari dialect); Sisam sokor
goza sinep hok-pa wa arki (Japanese from mat one
buy-pl and come.pl) “They bought one mat from a
Japanese and came’ (Ishikari dialect).

Plural verb forms are also used as honorifics, e.g.,
Kane rakko a-res-pa kamuy ronnu (golden otter 1pl-
raise-pl god kill.pl) ‘Our honorable god, whom we
have raised, killed the golden sea otter’.

The most notable feature of Ainu verbal morphol-
ogy is incorporation of various elements — the feature
that contributes to the polysynthetic character of
Ainu, especially Classical Ainu. Nouns corresponding
to intransitive subjects and those corresponding to
transitive objects are incorporated, though many
instances of the former type appear to be frozen
expressions, e.g., Sir-pirka (weather-good) “It’s fine.’
Typical noun incorporation is of the following type,
where incorporation of a noun corresponding to
an object results in an intransitive expression with
concomitant change in the personal affix: Cise
ci-kar (house 1pl-make) ‘“We make a house’: Cise-
kar-as (house-make-1pl) ‘We make a house’ (Ishikari
dialect).

In addition, Ainu verbs incorporate adverbs, e.g.,
Toyko a-kikkik (thoroughly 1sg-beat) ‘I beat (him) up
thoroughly’: A-toyko-kikkik (1sg-thoroughly-beat).
While no more than one noun can be incorporated
into the verb at a time, a noun and an adverb can be
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incorporated into one verb base at the same time, e.g.,
Pinne kamuy kiraw-rik-kur-roski (male god horn-
high-expL-raise) ‘The male (dragon) god raised the
horns high.’

Moreover, Ainu verbal morphology permits appli-
cative extension, thereby exhibiting the following
paraphrases between postpositional expressions and
the corresponding applicative expressions: Poro cise
ta horari (big house at live) ‘He lives in a big house’:
Poro cise e-horari (big house appL-live) ‘He lives in a
big house’; kaya ari terke (sail with run) ‘run by a
sail’: kaya e-terke (sail AppL-run) ‘run by a sail.’

A combination of noun incorporation and appli-
cative extension yields an expression such as Nea
cep a-pone-ko-kuykuy (that fish 1sg-bone-arrL-bite)
‘I bit that fish with its bone.’

Ainu syntax is consistently head-final, thereby
exhibiting word order patterns similar to those ob-
served in other head-final languages such as Japanese
and Korean. Thus, the basic word order is SOV:
Kamuy aynu rayke (bear person kill) “The bear killed
the man.” Postpositions are used rather than preposi-
tions: cise ta (home at) ‘at home,” and modifiers pre-
cede the heads they modify: pirka kewtum (good
heard) ‘good heart,” [beko respa] sisam ([cow raise]
Japanese) ‘a Japanese who raises cows,’ sapo
ninkarihi (sister earrings) ‘sister’s earrings,’ toan seta
(that dog) ‘that dog,” sine aynu (one person) ‘one
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The Akan language is spoken throughout the central
portion of Ghana. It is the most widely spoken mem-
ber of a family of about 20 languages known as Tano
or Volta-Comoe spoken in Ghana and the eastern
Ivory Coast. Formerly the entire group was referred
to as Akan. These languages belong to the Niger-
Congo family. Within Niger-Congo they are part of
the Kwa grouping.

Dialects and Their Distribution

The name ‘Akan’ is not generally used by speakers
of the language, who refer to their language as Fante,
Twi, or Brong. These Akan speech forms constitute
a dialect continuum running from north to south
in Ghana. ‘Fante’ refers to the dialects spoken in

person,’ turasno paye (quickly go) ‘go quickly,’
a-e rusuy (lsg-eat want) ‘want to eat,” menoko
kasuno okirasunu (woman than strong) ‘stronger
than a woman.’

Subordinating conjunctions occur after subordinate
clauses, which come before main clauses, e.g., E-eh
kusu anekiroro-an (2sg-came because happy-1sg)
‘Because you came, I am happy’ (Sakhalin dialect).

Auxiliary verbs are not generally marked by per-
sonal affixes, which are attached to the main verbs.
And finally, question sentences are marked by the
final particle ya, or are simply indicated by rising
intonation alone. Like many other head-final lan-
guages, interrogative pronouns need not move to
sentence-initial position. The following final example
illustrates the use of auxiliary verbs and interrogative
sentence pattern: Eani hemanta e-e rusuy ya (you
what 2sg-eat want Q) ‘What do you want to eat?’
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those regions that reach the sea, in the Central Region
and parts of the Western Region of Ghana. ‘Twi’ is
the most general term, referring to a wide range of
dialects, of which the best known are Akuapem, the
main tongue of the Eastern Region, and Asante,
the dialect of the Ashanti Region. Others are
Akyem and Kwahu. In genetic terms, Akuapem is
more closely related to Fante than to the other
dialects, but all of these dialects are mutually
intelligible. The Brong dialect group of the Brong-
Ahafo Region to the north of Ashanti is mutually
intelligible with Asante Twi, but there is less
mutual intelligibility with the dialects spoken farthest
south.

History and Development

Lists of several hundred words in Fante were pub-
lished in Europe during the 17th and 18th cen-
turies, but the language became a written language
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with a printed literature in the first half of the
19th century. The first written form was based on
the Akuapem dialect, and was the work of members
of the Basel Mission, which became established in
the Eastern Region in the 1830s. The major names
connected with this work are H. N. Riis, who pub-
lished the first grammar in German in 1853 and
in English in 1854, and Johann Gottlieb Christaller,
whose grammar and dictionary appeared in 1875
and 1881, respectively. His collection of 3,600
Akan proverbs appeared in 1879. Christaller’s
work was important not only for Akan but for
West African linguistics generally, because he ana-
lyzed the characteristic vowel harmony system
and the tone system (see later), and their significance
for the grammar.

The Akuapem-based orthography was used in
schools of the Basel Mission, and later throughout
the Twi-speaking areas until an Asante orthogra-
phy was established in the 1950s. Since then, three
orthographies, Fante, Asante, and Akuapem, have
been used in the schools. A Unified Akan Orthog-
raphy was developed in 1978 and published, but
has not been put into practice by publishers or
teachers. Nevertheless, more works have been pub-
lished in Akan than in any other Ghanaian lan-
guage, more than half of them in the Akuapem
orthography.

Sociolinguistic Situation

As mother tongue of about 43% of the population of
Ghana (7550405 out of about 18 million) and spo-
ken as a second language by many more, Akan is
indisputably the most commonly spoken Ghanaian
language. Asante, with 2578829 speakers, is the
largest dialect, Fante coming second with 1723 573
speakers (figures are based on the report of the 2000
Census). Exactly how many speak Akan as a second
language is not known, but there are very few places
in Ghana where a speaker cannot be found. The
Asante dialect seems to be the most widely known,
and is expanding. Although Accra, the capital of
Ghana, historically is not an Akan town, there are
strong indications that today Akan is more widely
spoken there than any other Ghanaian language.
From the 17th century until British conquest in
the 20th century, Akan was the language of expand-
ing kingdoms, of which the Ashanti became the larg-
est and most famous. The resulting impact on the
other languages of Ghana was considerable, espe-
cially in the south. Virtually all southern Ghanaian
languages have borrowed Akan words related to
war, government/state, the arts (especially music),
and personal names and appellations. Akan is the

source of several English words and proper names,
especially in the Caribbean. The most well-known
English word of Akan origin is probably the name
of the Jamaican folktale character, Anancy, from
Akan ananse ‘spider’. Another is okra, from Akan
n-koro-ma.

Akan is the language most used after English in the
electronic public media, and in some areas is used
more than English. This is most noticeable on the
FM radio stations distributed throughout Akan-
speaking regions and in Accra. It is fairly often
heard on television and is very commonly used in
both television and radio advertising. However,
there is little if any print journalism in Akan, although
there has been more in the past.

Akan is a school subject in Akan-speaking regions,
in many Accra schools, and in teacher training
colleges. It can be studied to degree level at the Uni-
versity of Ghana and the University of Cape Coast,
and is an area of specialization at the University
College of Education at Winneba.

Aspects of the Ethnography of Speaking

Formal speech is very important in Akan culture.
Every chief or king has an okyeame, or spokesman,
whose function is to speak for the chief on all formal
occasions. This man is highly regarded as a master of
the language. Elegant speech, especially that used at
court, is profuse and indirect. Mastery of proverbs
and their appropriate use are important aspects of
this style.

Major Linguistic Features
The Sounds of Akan

This section is based mainly on Dolphyne’s (1988)
The Akan (Twi-Fante) language, which should be
consulted for more detail.

Consonants The Akan consonants p, b, t, d, k, g, m,
n, f, s, h, w, |, r, and y are usually pronounced much as
they are in English, although n is pronounced [p] in
some contexts, e.g., in nkwan ‘soup’. The spellings ky,
gy, and hy, however, are pronounced similarly to
English ch, j, and sh, respectively. Akan also has
rounded consonants with no comparable English
sounds, because the inner parts of the lips are rounded
and the sound is also palatalized. These sounds in-
clude tw [tey], dw [dzy], and hw [ey]. The syllabic
nasals 7 n (representing both [n] and [g]) always have
the same position of articulation as the following
consonant, thus mpaboa ‘shoes’ but nsuo ‘water’.
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The most obvious difference between Fante and the
other dialects is that in Fante, t and d are pronounced
[ts] and [dz] before front vowels. Thus Fante has dzi,
meaning ‘eat’, whereas other dialects have di, and
itsir ‘head’, whereas other dialects have etire (or eti).
Also before front vowels, n in Fante is pronounced as
ny; for example, nye ‘and’ is ne in other dialects. The
sound [I] occurs mainly in loanwords from English,
although it exists in both Asante and Fante dialects as
an alternative pronunciation for [r] or [d] in some
words.

Vowels and Vowel Harmony Akan has nine oral
vowel phonemes, /i1 e € uv o o a/, and five nasal
vowels, /i 11 0 a/. The vowels [1] and [v] are spelled
e and o, respectively. Asante and Akuapem have a
tenth vowel, [a]. These vowels pattern according to
the rules of cross-height or advanced tongue root
vowel harmony. This means that any of the vowels
except [a] can be the vowel of a stem syllable, but for
prefixes and some suffixes the vowels fall into two
sets. These are /ate voiv a/and/aieuoii/. A prefix
to a word must have a vowel from the same set as the
stem vowel. Thus, for example, the pronoun prefix
meaning ‘he, she’ is pronounced [o] in odi ‘she eats’,
but [0] in obhwe ‘he looks at it’, because the verb stem
vowels /i/ and /e/ belong to different sets.

The Fante dialects also have rounding harmony,
whereby the prefix vowels are rounded if the stem
vowel is. Thus, in Fante, the expression meaning ‘I am
going’ is pronounced [mv-rv-ko], because the stem
ko has a rounded vowel, but in other dialects it is
pronounced [mi-ri-ko].

Tone Every syllable carries contrastive tone. There
are two contrastive tone levels, high and low. In a
sentence or phrase the pitch of high tones is lowered
after a low tone, so that in a sentence such as Papd
Kofi refré né ba ‘Papa Kofi is calling his child’, each
high tone syllable is pronounced at a lower pitch than
the earlier high tone syllables. Tone is not reflected in
any of the Akan orthographies.

Word Formation

Nouns Most nouns consist of a stem with a singular
or a plural prefix. The common singular prefixes are
created using the vowels o, e, and a (varying accord-
ing to the vowel harmony rules), and the common
plural prefixes use the vowel a (only if there is a
different vowel prefix in the singular) or a syllabic
nasal. Thus we have o-hene ‘king’, plural a-hene, and
o-kwasea ‘fool’, plural n-kwasea. Some nouns have
no singular prefix, only a plural: thus gyata ‘lion’,
plural a-gyata, and kuku ‘pot’, n-kuku ‘pots’. Some

adjectives also have singular and plural forms, but
there is no noun class agreement of the Bantu type.

Nouns referring to persons often have a suffix -»i in
the singular, which is replaced by -fo in the plural.
Thus, o-buro-ni ‘European person’, in the plural is
a-buro-fo. Kinship terms are usually formed with a
suffix -nom with no change in the prefix, e.g., ena
‘mother’, ena-nom ‘mothers’.

Verbs With slight variations among the dialects,
the Akan verb is inflected principally for aspect: com-
pletive with a suffix with a form that depends on
the final stem vowel, perfect with the prefix d-,
progressive with the prefix re-, and habitual and
stative forms that have no prefix or suffix and differ
only in the tone of the verb. There is also a future
marker bé-. The consecutive form has a prefix a- and
is used only in serial verb constructions. The negative
is expressed by a prefix consisting of a syllabic nasal
before the verb stem, and the imperative also by a
syllabic nasal prefix but with high tone.

Syntax

Word Order Akan has subject-verb-object word
order. In a noun phrase, adjectives and determiners
follow the noun but possessives precede it, as shown
in the following examples:

Abofra no re- n- noa bi
child the PROG-NEG-cook some
‘the child will not cook any’

Kwasi  kye-e abofra no
Kwasi  give-compL  child the
‘Kwasi gave the child bread’

paanoo

bread

Amma sika
‘Amma’s money’
Postpositions Locations are represented by a special

class of nouns called postpositions at the end of the
locative phrase. An example is so ‘top, on’, as in the
following sentence:

Sekan  bi da  opon no so
knife  some lie table the on
‘a knife is lying on the table’

There is only one preposition, wo ‘at’.

Serial Constructions Serial verb constructions, in
which two or more verbs and their objects occur in
sequence with a single subject and no conjunctions to
form a complex clause, are a characteristic feature of
Akan syntax. For example:

abofra  no
child the

Kwasi de paanoo  kye-e
Kwasi took  bread give-COMPL
‘Kwasi gave bread to the child’
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o-be-to nwoma no a- kan
she-rut-buy  book the CONSEC-read
‘she will buy the book and read it’
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Akkadian is an extinct Semitic language spoken in
ancient Mesopotamia, the ‘land between the rivers’
(Tigris and Euphrates), in an area that roughly
corresponds to today’s Iraq. In the later second
millennium B.c., Akkadian was also a lingua franca
throughout the Near East. Akkadian was written on
clay tablets in the cuneiform script in a system that
combined syllabic and logographic signs. It is one of
the earliest and longest attested languages, with a
history that starts around 2500 B.c. and spans more
than two thousand years. The ancient name of
the language, Akkadim, derives from the city of
Akkade, founded by King Sargon as his capital
around 2300 B.c.

From the second millennium B.C., two distinct dia-
lects of Akkadian emerged: Babylonian and Assyrian.
Babylonian was spoken in the southern part of
Mesopotamia, and Assyrian was spoken in the north-
ern part. During the first millennium B.c., Aramaic
gradually ousted Akkadian as the language of the
region, and Akkadian ceased to be spoken sometime
around 500 B.c. Some texts in Akkadian continued
to be written even until the first century A.D., but
the language then fell into oblivion, and was redis-
covered only in the nineteenth century, when the
cuneiform writing system was deciphered. Today,
hundreds of thousands of Akkadian texts have
been discovered, encompassing many different gen-
res, including poetry (such as the epic of Gilgamesh),

Osam E K (2004). The Trondheim lectures—an intro-
duction to the structure of Akan: its verbal and multi-
verbal systems. Legon: University of Ghana Department
of Linguistics.

Owusu-Sarpong C  (2000). La mort akan, étude
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religious compositions, royal and monumental in-
scriptions, histories, monolingual and multilingual
dictionaries (word-lists), grammatical texts, astro-
nomical and mathematical texts, legal documents
(such as the Code of Hammurabi), private and diplo-
matic correspondence, and an endless quantity of
economic and administrative documents.

The history of the Akkadian language is conven-
tionally divided into four main chronological periods:
Old Akkadian (2500-2000 B.c.), Old Babylonian/
Old Assyrian (2000-1500 B.c.), Middle Babylonian/
Middle Assyrian (1500-1000 B.c.), and Neo-Babylonian/
Neo-Assyrian (1000-500 B.c.). The conventional
name ‘Old Akkadian’ for the earliest attested period
is based on the (probably mistaken) assumption that
no dialectal variation between the Babylonian and
Assyrian idioms existed before the second millenni-
um. The Old Babylonian dialect was considered the
classical stage of the language by later generations of
Babylonians and Assyrians, and it was the language
towards which the later literary idiom (sometimes
known as ‘Standard Babylonian’) aspired.

Grammatical Sketch

During the third millennium B.c., speakers of Akkadi-
an were in prolonged and intimate contact with
speakers of the unrelated and typologically dissimilar
Sumerian (ergative, agglutinating, verb-final). In con-
sequence, the structure of Akkadian shows an inter-
esting mixture between inherited Semitic features
(nominative-accusative alignment, synthetic non-
concatenating morphology, noun-modifier order in
the NP) with features acquired through convergence.
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Such ‘Sprachbund’ effects are evident especially in
the phonology and the syntax, as well as in massive
lexical borrowing.

The phonemic system of Akkadian underwent
a considerable reduction from the putative Proto-
Semitic inventory, with the loss of most of the laryn-
geal and pharyngeal consonants, probably because of
contact with Sumerian. Morphology is the area which
shows the least evidence of convergence (although
even here, some features, such as the ‘ventive’ suffix
-am may be due to Sumerian influence). Nouns have
two genders (masculine, feminine), three cases (nomi-
native, accusative, genitive), and show a distinction
between singular, plural, and a partly productive dual.

As in the other Semitic languages, verbal mor-
phology is highly synthetic, and based on a system of
mostly three-consonantal roots and internal vowel
patterns, combined with prefixing, suffixing, infix-
ing, and gemination. The root p-r-s ‘cut’, for in-
stance, appears in forms such as i-prus (3SG-cut. PAST),
purs-a  (cut.IMPERATIVE-2PL), a-parras (1SG-cut.-
NON PAST), pars-at (cut.STATIVE-3FSG), i-pparis
(3SG-cut.PAST.PASSIVE), nu-sapras (1.PL-cut. NON
PAST.CAUSATIVE).

Where Akkadian morphology diverges signifi-
cantly from the other (and later attested) Semitic lan-
guages, especially in its so called ‘stative conjugation,’
Akkadian seems to present an earlier situation. The
‘stative’ has its origin in conjugated forms of the
predicative adjective, but it gradually acquired verbal
features. In Akkadian, the stative had not yet become
a fully verbal form, but in the other Semitic languages,
it was fully integrated in the verbal paradigm (as
the ‘perfect’), and this led to a restructuring in the
tense-aspect system. The morphology of Akkadian re-
mained fairly stable until the first millennium B.C,
when the weakening and loss of final syllables led to
the disintegration of the case system on nouns, and
to the loss of some distinctions on verbs, and so to
the appearance of more periphrastic constructions.

Akkadian is nominative-accusative in both mor-
phology and syntax, and generally has dependent
marking, although the verb has obligatory subject
agreement as well as direct and indirect object pro-
nominal suffixes. Akkadian word order is interesting,
because it can be considered highly ‘inconsistent.’
Akkadian must have inherited a VSO word-order

from Proto-Semitic, and this order is still reflected
in archaizing personal-names, especially from the
earliest period, such as Iddin-Sin (gave:3MSG-Sin —
‘(the god) Sin gave’).

However, undoubtedly because of contact with
Sumerian, Akkadian acquired a strict verb-final
word order, which is attested from the earliest
documents. Both SOV and OSV orders are common,
but the only constituents that can follow the verb
are the bound object pronoun suffixes (and in later
periods finite complement clauses). Nevertheless,
inside the noun phrase, Akkadian has retained the
characteristic Semitic ‘VO’ characteristics: preposi-
tions, Noun-Genitive, Noun-Relative, Noun-Demon-
strative, Noun-Adjective orders. These apparently
inconsistent word-order patterns showed no signs of
instability, and were maintained intact for two thou-
sand years.

Sources

An extensive state-of-the art overview and bibliog-
raphy is Huehnergard and Woods (2004). The
standard reference grammar is von Soden (1995);
Huehnergard (1997) is a teaching grammar. The
two research dictionaries are the encyclopaedic
Gelb et al. (1956-), and von Soden, (1965-1981).
Black et al. (1999) is a definitions-only dictionary
with the most up-to-date overview of the Akkadian
lexicon.

Bibliography

Black J, George A & Postgate N (1999). A concise dictio-
nary of Akkadian. Wiesbaden: Harrassowitz.

Gelb 1] et al. (eds.) (1956-). The Assyrian dictionary of the
Oriental Institute of the University of Chicago (21 vols).
Chicago: Oriental Institute of the University of Chicago.

Huehnergard J (1997). A grammar of Akkadian. Atlanta:
Scholars Press.

Huehnergard ] & Woods C (2004). ‘Akkadian and Eblaite.”
In Woodard R D (ed.) The Cambridge encyclopedia of
the world’s ancient languages. Cambridge: Cambridge
University Press. 218-287.

von Soden W (1965-1981). Akkadisches Handwéorterbuch
(3 vols). Wiesbaden: Harrassowitz.

von Soden W (1995). Grundriss der akkadischen Gramma-
tik (3rd edn.). Roma: Pontificium Institutum Biblicum.



22 Albanian

Albanian

B Demiraj, University of Munich, Munich, Germany
A Esposito, Oxford English Dictionary, Oxford, UK

© 2006 Elsevier Ltd. All rights reserved.

Linguistic Type

Albanian constitutes a single branch of the Indo-
European family of languages. It is often held to be
related to Illyrian, a poorly attested language spoken
in the western Balkans in classical times, but this has
not yet been proved conclusively. Although as a
people the Albanians have been known since the
2nd century A.D., the earliest surviving records of the
Albanian language date only from the 15th century.
In its grammar Albanian displays several characteris-
tic features of Indo-European languages, such as
declension of nouns by means of case endings and
conjugation of verbs by means of personal endings;
in its lexicon it preserves a considerable number of
words of inherited Indo-European stock.

Albanian may further be characterized as a mem-
ber of the Balkan Sprachbund. During the many
centuries of their evolution the languages of the
Balkans (several languages not directly related and
belonging to different branches of Indo-European)
have come to share certain linguistic features with
each other that they do not share with other non-
Balkan languages to which they are ostensibly more
closely related. Albanian displays several of these
features, for example: postposition of the definite
article, analytic formation of the future tense (in
Albanian with the semiauxiliary verb dua ‘to want’
in the fossil form do), substitution of the infinitive by
subjunctive clauses, pronominal doubling of objects.

In addition to features shared respectively with other
Indo-European languages and with other Balkan lan-
guages, Albanian also displays several innovative fea-
tures, in phonology, in morphosyntax, and in lexis,
which mark it out from other European languages.

The phonemic inventory of standard Albanian
comprises 7 vowels and 29 consonants, and is re-
markable for the way that phonetically similar
consonants (including plosives, affricates, fricatives,
and liquids) have formed phonemic pairs. The pho-
nological system also reveals the operation of umlaut
in former times (with which compare the Germanic
languages). As regards morphosyntactic structure,
may be mentioned the development, alongside the
postpositive definite article, of a proclitic article
with indefinite function, which, in turn, has given
rise to further innovations: the creation of a special
class of adjectives and the reformation of ordinal
numerals and of the genitive case. Another important

innovation is the development of the admirative
mood in the verbal system, used to express surprise,
disagreement, etc.

Present-day Albanian may be categorized as a partly
synthetic, partly analytic language, which, alongside
synthetic features (both inherited and innovatory),
has also developed several analytic features, such as
the formation of the perfect and future tenses with
auxiliary verbs and the frequent use of prepositions
with inflected forms of nouns and pronouns.

The vocabulary of Albanian is notable for the high
level of borrowing it shows from different neighbor-
ing and influential languages over the course of many
centuries, for example: ancient Greek and Latin, the
Slavic languages of the Balkans, Turkish, medieval
and modern Greek, and (in our own times) French,
Italian, and English.

Geographic Spread

Today Albanian is spoken by a population of about
6500000 native speakers in a compact ethno-
linguistic area in the western Balkans, which comprises:

1. Albania;

2. almost the whole of Kosovo;

3. a broad band of northwestern Macedonia (the
former Yugoslav republic) from Kumanovo to
Struga;

4. the districts of Medveda, Presevo, and Bujanovac
in southern Serbia;

5. the southern and southwestern part of Monte-
negro;

6. the region of Chameria in northwestern Greece.

Albanian is the official language of the Republic of
Albania, and one of the official languages of Kosovo
(U.N. administration) and the Republic of Macedonia;
it is a national minority language in the Republic of
Montenegro.

Outside this compact ethno-linguistic area Albanianis
also spoken today in a considerable number of linguistic
pockets in the Balkans and beyond. These have arisen as
a result of continuing economic and political migrations
over the last 700 years. The descendants of the earliest
attested diaspora of Albanian-speakers live in scattered
communities in southern Greece (the Peloponnese,
Attica, and the Aegean islands); the original migration
dates from the 14th and 15th centuries, and its cause
appears to have been chiefly economic (see Jochalas,
1971). Further scattered communities of Albanian-
speakers are to be found in southern Italy and Sicily,
where their ancestors settled during the 15th and 16th
centuries for political and religious reasons after the
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occupation of the western and southern Balkans by
the Ottoman Turks. The exact number of Albanian-
speakers in these linguistic pockets is difficult to deter-
mine, as many of them, especially the younger genera-
tion, have abandoned their ancestral language, and speak
Greek or Italian, respectively. Those who still retain
Albanian (all of whom are bilingual) speak an archaic
variety heavily influenced by the superstrate language.

Other linguistic pockets, which, however, are now in
danger of being completely assimilated, exist in Serbia
(the Sanjak), Croatia (Zadar), central Macedonia, south-
eastern Bulgaria (Mandrica), Turkey, and the Ukraine.

During the 20th century emigration of Albanian
speakers has continued, especially at the begin-
ning and end of the century from Albania to the
United States, Canada, Italy, Greece, and the United
Kingdom, and from Yugoslavia (and its successor
states) and northern Greece to Turkey, Germany,
Switzerland, and Sweden.

Dialects

Within the compact ethno-linguistic area in the west-
ern and central Balkans, Albanian is spoken in two
main dialects, Gheg and Tosk, each of which may be
further divided into several subvarieties. The River
Shkumbin in central Albania historically forms
the boundary between these two dialects, with the
population to the north speaking varieties of Gheg
and the population to the south varieties of Tosk (see
Gjinari, 1989).

Gheg and Tosk are distinguished from one another
chiefly by several important phonological develop-
ments. For example, in Tosk /a/ before a nasal has
become a central vowel (schwa), and intervocalic /n/
has become /r/. These two sound changes have affect-
ed only the old pre-Slav stratum of the Albanian
lexicon, that is, native words and loanwords from
ancient Greek and Latin. The only important dialec-
tal difference in grammatical structure is the loss
of the infinitive in Tosk, in which constructions
with the subjunctive predominate just as in all other
Balkan languages (with the exception of Serbian and
Croatian). However, these innovations, as those that
are also evident in different varieties of Gheg, are not
such as to impede communication between speakers
of the two dialects. Furthermore, the major part of
the Albanian lexicon is common to the two dialects.

Of the two main varieties of Albanian spoken
outside the ethno-linguistic area, Arvanitika (spoken
by the descendants of the ancient migration to
Greece) and Arbéresh (spoken by the descendants
of the ancient migration to Italy), both preserve
archaic features characteristic of varieties of southern
Tosk. (The majority of emigrants in these historical

migrations were from southern Albania.) The archaic
dialectal features and the separate development of
these varieties under the powerful influence of super-
strate languages (Greek and Italian) make communi-
cation between speakers of the diaspora and those of
the ethno-linguistic homeland almost impossible.
This differentiation, conditioned by time and space,
has caused several specialists to treat these varieties as
separate languages (see Sasse, 1991).

Overlying the dialectal diversity of Albanian are
different religious (Catholic, Orthodox, Muslim),
cultural, and political allegiances that over time
have also greatly influenced linguistic developments.

Codification

Up until the early 20th century Albanian was written
in a variety of scripts (Roman, Greek, Arabic, Cyrillic),
depending on local influences. In 1908 the Congress of
Monastir decided on the adoption of the Roman alpha-
bet. The use of Albanian as an official language first
became possible after the proclamation of indepen-
dence of Albania in 1912. However, the emergence
of an agreed standard language took time; competing
local standards continued to be used until well
into the second half of the 20th century. Modern
standard Albanian (largely Tosk-based), which is
today the accepted standard throughout the whole
ethno-linguistic area, did not gain its final sanctioning
until 1972 at the Orthographic Congress of Tirana,
organized by the Albanian Academy of Sciences, in
which linguists and writers from Yugoslavia and the
Albanian diaspora also participated.

Present and Future Trends

The decade of the 1990s saw great upheavals in the
western Balkans (the fall of communism in Albania,
the dismemberment of Yugoslavia, and the war in
Kosovo) that radically affected the lives of Albanian
speakers. One consequence has been a dramatic in-
crease in the influence of foreign languages on Alba-
nian. A flood of loanwords, especially from English
and Italian, is pouring into both the colloquial and
the standard language. There exists an unofficial
movement opposed to the use of ‘unnecessary’ for-
eign words, but attempts to engage the interest of the
state in support of its efforts have so far proved
unsuccessful.
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More than 30 languages of the Algonquian family
were formerly spoken along the east coast of
North America from about 34°N (Cape Fear, North
Carolina) to about 56°N (Davis Inlet, Labrador),
around the upper Great Lakes, and west to the foot-
hills of the Rocky Mountains. They were the first
North American languages encountered by French
and English explorers; by the end of the 17th century
several languages had already been described in de-
tail. Three centuries later, however, two-thirds of the
languages are no longer spoken, with only English
loanwords such as moccasin, skunk, and squaw to
reflect their former existence. The ‘Ritwan’ languages
(Wiyot and Yurok) of California are distantly related.
Pilling (1891) provides a nearly exhaustive inventory
of the earlier sources; later publications are listed by
Pentland and Wolfart (1982), but the only compre-
hensive bibliography of the most recent literature is in
Nichols (1981-).

Classification

The only widely accepted genetic subgroup within the
Algonquian family is Eastern Algonquian, consisting
of the languages which descended from Proto-Eastern
Algonquian (Goddard, 1978b). It includes the lan-
guages of the Maritime provinces, southern Quebec,
and the northern New England states — Micmac (sev-
eral dialects), Malecite-Passamaquoddy, Etchemin,
Eastern and Western Abnaki (two languages, each

with several dialects), and Pocumtuck or ‘Loup B’ -
and those formerly spoken in the Hudson and
Delaware River basins of New York, Pennsylvania,
and New Jersey — two dialects of Mahican, and the
two ‘Delaware’ languages, Munsee (including the
divergent Wappinger dialect) and Unami (three dia-
lects). The languages of southern New England and
Long Island — Nipmuck (‘Loup A’), Massachusett
(Wampanoag), Narragansett, Pequot-Mohegan-
Montauk, and Quiripi-Unquachog — and those of the
southeastern states — Nanticoke, Conoy (Piscataway),
Powhatan (Virginia Algonquian), and Roanoke-
Pamlico (Carolina Algonquian) — may also be part of
the Eastern subgroup, but since all are extinct, the
crucial phonological details depend on interpretations
of early written records.

The so-called ‘Central’ languages were located be-
tween Hudson Bay and the Ohio River valley; each
shares many features with its neighbors, but there
are no ancient subdivisions.

Cree-Montagnais-Naskapi is a dialect chain ex-
tending across central Canada from Labrador to
Alberta, conventionally subdivided according to the
reflex of Proto-Algonquian *I: Plains Cree (Néhiya-
wéwin), the dialect with y<*[ in Alberta and
Saskatchewan; three varieties of Woods Cree (with d)
in northern Saskatchewan and Manitoba, one of
which probably continues the extinct Missinipi
dialect (with r; cf. Pentland, 2003); three or more
varieties of Swampy Cree (with 7) in Manitoba
and northern Ontario; Moose Cree (with /) on the
southwest coast of James Bay; and Atikamekw (or
Téte de Boule, with 7), in southwestern Quebec,
cut off from the others by a dialect of Ojibwa.
In the eastern dialects Proto-Algonquian *k has
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palatalized to ¢ before front vowels: Eastern Montag-
nais (Innu-aimun) and Eastern Naskapi (with 7 < *1),
in Labrador and southeastern Quebec; Southern
Montagnais (with [), at Lac St-Jean, Quebec; and the
extinct dialect of Tadoussac, Quebec (with 7). The
several varieties of East Cree and Western Naskapi
in northern Quebec (all with é<*k and y<*l)
are considered transitional between the eastern and
western dialects (MacKenzie, 1980), or as varieties
of a Western Montagnais dialect (Pentland, 1978);
some East Cree speakers understand Moose Cree,
but speakers of the nonpalatalized dialects generally
find East Cree and (other) Montagnais dialects
completely unintelligible.

Ojibwa (also spelled Ojibway or Ojibwe) is
another dialect chain, extending from Quebec to
Saskatchewan. The Algonquin dialect of south-
western Quebec is separated by a large number of
isoglosses from its immediate neighbors (Rhodes
and Todd, 1981), but shares a number of features
with Northern (or Severn) Ojibwa, in northwestern
Ontario. A quite different dialect, also usually called
Algonquin, is spoken at Maniwaki, Quebec; it
apparently is the result of a large migration of
Eastern Ojibwa speakers from Lake Nipissing into
an originally Algonquin-speaking community at
Oka. The Eastern Ojibwa dialect of southern
Ontario and the Ottawa (or Odawa) dialect of
Michigan and southwestern Ontario have both re-
duced or lost all unstressed vowels. According to
Rhodes and Todd (1981), the other dialects are Cen-
tral Ojibwa, in northeastern Ontario; Northwestern
Ojibwa, between Lake Superior and Lake Winnipeg;
Southwestern Ojibwa (Chippewa), in northern
Michigan, Wisconsin, and Minnesota; and Saulteaux
(Plains Ojibwa) in southern Manitoba and eastern
Saskatchewan.

Potawatomi, originally spoken in southern Michi-
gan, was once a part of the Ojibwa dialect chain; it
separated before Ojibwa merged *ye- with #-, prior to
the first contact with Europeans, but shares with
some southern Ojibwa dialects the complete loss of
unstressed vowels. Menomini (or Menominee), in
Wisconsin, has many Ojibwa loanwords and shares
some sound changes (including *ye->i-), but is in
other respects quite different from other Algonquian
languages.

Four dialects of a single language were formerly
spoken in southern Michigan: Fox (or Mesquakie),
Sauk, Kickapoo, and the extinct Mascouten dialect.
The three surviving varieties are probably still mutu-
ally intelligible, but Kickapoo has some significant
differences.

The states of Illinois and Indiana were the home
of the Miami-Illinois language, which contained

a number of dialects, including Kaskaskia, Peoria,
Tamaroa, Wea, Piankashaw, and Miami; by the 1870s
there were only two groups, known as Peoria and
Miami, but they may not correspond to older dialect
divisions. In the early 18th century the Michigamea
spoke a dialect of Illinois (cf. Masthay, 2002: 26),
but earlier may have spoken an unrelated language
(Goddard, 1978a: 587).

The Shawnee originally lived in southern Ohio,
but during the historic period they often split into
widely scattered bands, eventually merging into
three politically independent groups, the Eastern
Shawnee, Cherokee Shawnee, and the Absentee
Shawnee, all now resident in Oklahoma. Neither
early nor recent dialect differences have yet been
examined in detail.

In addition to Plains Cree and Plains Ojibwa
(Saulteaux), there were at least six other Algonquian
languages spoken on the Great Plains (Goddard,
2001). Blackfoot is spoken in Alberta by the Black-
foot (Siksika), Blood, and Northern Peigan, and in
Montana by the Southern Peigan (or Blackfeet) with
only slight differences. Arapaho (including the extinct
Besawunena dialect, in Wyoming and Oklahoma) is
closely related to Atsina or Gros Ventre (in Montana).
Some Arapaho formerly spoke Ha’anahawunena,
an unrecorded language said to have been very dif-
ferent from Arapaho; the Southern Arapaho origi-
nally spoke Nawathinehena, a distinct Algonquian
language of which only a few words were recorded
in 1899.

The two modern Cheyenne communities in Montana
and Oklahoma speak almost identical dialects; the
Sutaio, who joined the Cheyenne in the 19th century,
spoke a different dialect or language, but little reliable
information about it was ever recorded.

In 1913 Edward Sapir showed that Wiyot and
Yurok, two languages of northwestern California
which had just been assigned to a new linguistic
family called Ritwan, are related to the Algonquian
languages.

Sapir extended the name Algonkin (i.e., Algonqui-
an) to the larger group. This unfortunate relabel-
ing was misunderstood by Truman Michelson, who
argued (correctly) that Wiyot and Yurok are not
‘Algonquian’ in the same sense as Fox or Cree; he
was wrong, however, to deny the more distant rela-
tionship, which later work has amply confirmed.

The family consisting of the Algonquian languages
plus Wiyot and Yurok is now called Algic; the name
Ritwan is reserved for Wiyot and Yurok, should it
turn out that they form a single branch within the
Algic family: the question is still undecided. The last
speaker of Wiyot died in 1962; fieldwork continues
with the last few speakers of Yurok.
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The extinct Beothuk language of Newfoundland
may have been related to the Algonquian family,
but the early 19th-century vocabularies are poorly
transcribed and very inconsistent (Hewson, 1978);
some words and inflections appear to be cognate,
but others bear no resemblance to their Algonquian
counterparts, even allowing for the usual kinds of
transcription errors. It is unlikely that the relation-
ship (if there is one) will ever be demonstrated
satisfactorily.

Edward Sapir placed Algonquian in a stock with
Kutenai and the Salishan, Chimakuan, and Wakashan
families, but the similarities he noted are probably
ancient loans or areal features. The few resemblances
between single morphemes in Proto-Algonquian
and the languages of the Gulf coast are probably
coincidental.

Demography

No accurate census of Algonquian speakers exists.
According to the 2001 Canadian census there were
72 680 Cree people, but 102 185 speakers of the Cree
language; Grimes (1992) estimated 42 725 speakers,
but even this number may be too high. An additional
14000 people speak the ‘palatalized’ dialects, East
Cree, Naskapi, and Montagnais.

There are at least 20 890 speakers of Ojibwa in
Canada (2001 census) and perhaps 30000 in all;
earlier estimates ranged above 50000 speakers.
About 40-50 fluent speakers of Potawatomi remain,
although 200-500 were estimated 30 years ago. A few
dozen elderly people still speak Menomini. Perhaps
200 people still speak Fox or Sauk, but Kickapoo has
well over 1000 speakers. Shawnee is said to have
200-250 speakers; the Miami-Illinois language
became extinct about 50 years ago.

Of the Eastern Algonquian languages, only
Micmac and Malecite-Passamaquoddy are still via-
ble. There may be as many as 8000 speakers of
Micmac in the Maritime provinces and southern
Quebec, and more than 1000 speakers of Malecite-
Passamaquoddy in New Brunswick and Maine. The
last speaker of Penobscot (Eastern Abenaki) died in
1993; a few elderly people may still speak Western
Abnaki. Perhaps a dozen people in southern Ontario
speak Munsee Delaware, but Unami, in Oklahoma, is
virtually extinct.

The 2001 Canadian census reported 2740 Black-
foot in Canada, but 4495 speakers of the language;
there may be 5000 speakers in all, including a few
children. Arapaho is estimated to have several hun-
dred fluent speakers (Goddard, 2001), but there
are only two speakers of Atsina (Gros Ventre) left.
Cheyenne is spoken by about 2500 people.

Since the number of speakers of many Algonquian
languages has declined rapidly in recent years, many
communities have sought to revitalize their tradition-
al language by introducing language programs in
the local schools. A few programs have been very
successful, but many others have failed to increase
the use of the language outside the classroom.

Recent attempts to revive extinct languages such
as Miami-Illinois and Pequot-Mohegan cannot yet
be evaluated.

Typological Characteristics

Algonquian languages are polysynthetic, hierarchical,
nonconfigurational head-marking languages with
discontinuous constituents and relatively free word
order.

Phonology

The parent language, Proto-Algonquian (PA), was
reconstructed by Leonard Bloomfield (1925, 1946),
in part to demonstrate that the comparative method
can be applied successfully to ‘unwritten’ languages
as well as those with ancient records. PA probably
had 13 consonants (*p, t, k, kK, s, $, b, 0, |, m, n, w, y)
and four short and four long vowels (*a, e, i, 0; *a-, e,
i~ 07). Bloomfield also reconstructed *¢, but it occurs
only before *i(-) and *y (where it does not contrast
with *); however, *¢ may also have replaced *t
in words with diminutive consonant symbolism. He
did not reconstruct *£*, but it probably contrasted
with the sequence *kw. Consonant clusters could not
occur word initially, and every word ended in a vowel
(usually, but not always, a short vowel).

In PA, stress was predictable, with all long vowels
and every second short vowel receiving a stress;
this stress system is preserved with little change in
Ojibwa, and underlies the vowel length alternations
in Menomini, but some languages (e.g., Plains Cree,
Montagnais) have replaced it with systems which
count syllables from the end of the word, and
Miami-Illinois reflects both types. Arapaho-Atsina
and Cheyenne have developed pitch accent systems
(largely from the old length contrast), while others
(Eastern Montagnais, Kickapoo, and Malecite-
Passamaquoddy) have acquired pitch contrasts from
the loss or contraction of certain syllables.

Almost all the daughter languages have merged
PA *0 and *I, and some have a further merger
with *7 (as in Massachusett and in modern Ojibwa,
Menomini, and Fox) or with *y (as in Pequot-
Mohegan); although the PA phonetic values of the
consonants Bloomfield labeled *6 and *[ are debated,
the reflexes in Table 1 clearly show that they
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Table 1 |Intervocalic reflexes of five Proto-Algonquian
consonants in selected languages

*t 0 n i y
Plains Cree t t n y y
Swampy Cree t t n n y
QOjibwa, Fox t n n n y
Shawnee t | n | y
Pequot-Mohegan t y n y y
Arapaho t 0 n n n

were distinct phonemes in PA. In morpheme-final
position, *¢ and *0 still contrast in Cree, and *0 and
*[ still contrast in Shawnee.

Inflectional Morphology

Nouns are classified as animate (NA) or inanimate
(NI), the animate category including not only all
living things but also some plants and their products,
a few body parts, and miscellaneous other items such
as snow, kettles, and snowshoes; all other nominals,
including most body parts and the personal pro-
nouns, are grammatically inanimate.

Possession is indicated by a pronominal prefix;
plurality of the possessor is marked by a suffix.
Most kinship terms and body parts, and a very few
other noun stems, are ‘dependent’ (inalienably pos-
sessed); a special ‘unspecified possessor’ prefix is used
with body part nouns when there is no actual posses-
sor (e.g., *me-sit-i ‘someone’s foot’), but to express
‘a daughter’ Algonquian languages must resort to a
verbal derivative, literally ‘(one that) someone has as
a daughter.’

Nominals are obligatorily specified as singular (PA
*-a NA, *-i NI) or plural (PA *-aki NA, *-ali NI), but
with the loss of final vowels singulars have no overt
marking in most of the daughter languages. The third
person distinguishes between proximate (central, in
focus) and obviative, but only animate nouns have
separate obviative inflections (PA *-ali obv. sg., *-ahi
obv. pl.); otherwise, obviation is evident only in verb
agreement. Some languages have a second set of
endings to indicate inaccessibility or absence (PA *-a-
NA sg., *-e- NI sg., etc.).

The vocative has distinct singular and plural
suffixes. A locative (in *-[e[nki) may be derived from
any possessed or unpossessed noun stem (as well as
a few other initial elements), but it is an unin-
flected ‘particle’ which does not distinguish number
or obviation.

Intransitive verbs have distinct stems for animate
and inanimate subjects, transitive verbs for ani-
mate and inanimate objects: e.g., Cree kisiso- ‘be hot

(ANIM)’, kisite- ‘be hot (INAN)’, kisisw- ‘heat
(ANIMY’, kisisam- ‘heat INAN’. Animate intransitive
(AI), inanimate intransitive (II), and transitive inani-
mate (TI) stems have similar inflections; transitive
animate (TA) stems have more complicated para-
digms, since they may distinguish almost any combi-
nation of subject and (animate) object.

Verb inflections are divided into three formally
distinct sets of paradigms (‘orders’). The PA forms
of the basic endings were reconstructed by Bloomfield
(1946); Goddard (1979) provided much additional
information.

The independent order, used primarily in main
clauses, employs the same personal prefixes as pos-
sessed nouns, to indicate the highest-ranking argu-
ment of the verb (as determined by the hierarchy
2nd person > 1st > unspecified > anim. 3rd > anim.
obv. 3rd >inan. 3rd >inan. obv. 3rd) if this is not
otherwise marked; suffixes indicate direction (direct
when the agent of a TA verb outranks the patient,
inverse when the agent is not the highest-ranking
argument), plurality and obviation, negation, and
various modal categories (Pentland, 1999).

The conjunct and imperative orders employ only
suffixes to indicate the same categories, but some
forms in the conjunct order (such as participles) also
have ‘initial change’ or ablaut of the vowel of the first
syllable of the verb complex (Costa, 1996).

Derivational Morphology

Most Algonquian words can be described as consist-
ing of an initial, an optional medial, and a final, each
of which may itself be derived from shorter elements
(Goddard, 1990). Roots (unanalyzable initials) are
typically adjectival or adverbial rather than nominal
or verbal, e.g. *melw- ‘good, well’ (as in *melwa-ka-
myi- 1l ‘be good water, taste good [of a liquid]’,
*melwapam- TA ‘like to look at someone’,
*melwenk”am-Al ‘sleep well’) and *wel-‘properly
arranged’ (as in *welenam- TI ‘arrange something by
hand, place something in readiness’, *welesam- TI
‘cut something to shape’). The final determines the
word class; thus beside the T1 stem *welesam- (with
final *-[e]sam- ‘cut-INAN’) there is a corresponding TA
stem *welesw- ‘cut someone to shape’ (with *-(e)sw-
‘cut-ANIM’), and further derivatives *welesamaw- TA
‘cut something to shape for someone’ (with benefac-
tive final *-aw-), *welesamaswi- Al ‘cut something to
shape for oneself’ (with reflexive final *-[e]swi-added
to the benefactive), and *welesama-sowen- NI ‘(act of)
cutting something to shape for oneself’ (with noun-
final *-wen- added to the reflexive). The addition of
an additional final almost always changes the word
class.
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Medials are nominal elements incorporated be-
tween the initial and final. Some are classifiers, such
as *-axk"- ‘wooden’, *-a-pedk- ‘stone or metal’, and
*-qg-pyek- ‘stringlike’, in the II stems *kenwaxk®at-
‘be long [of something wooden|’, * kenwa-peOkat- ‘be
long [of a stone or metal object]’ and * kenwa-pye-kat-
‘be long [of something stringlike]’. Others corre-
spond to the direct object of the English equivalent,
such as *-nefk- ‘hand, arm’ in *kenwineOke- Al
‘have a long hand or arm’ or *-e0k*ew- ‘woman’ in
*noteQk™ewe- Al ‘pursue women’, but noun incor-
poration is not very productive and does not interact
with agreement.

Syntax

As many as four noun phrases may occur in a
single clause, but no more than two arguments
can be marked on the verb by inflectional affixes
(Thomason, 2004). All verbs obligatorily take a sub-
ject, and may take an instrumental argument. TA
stems obligatorily take an animate object; both Al
and TI stems may also take an object, and TA stems
may take a second object. Instrumentals, Al objects,
and TA second objects may be of either gender.

Word order is very free: almost all permutations
of constituents are grammatical. A noun phrase may
be discontinuous, with part before the verb and the
remainder after (Reinholtz, 1999); in Fox, compound
verbs may also be discontinuous, with other parts of a
clause inserted between a preverb and the remainder
of the verb complex, as in (1):

(1) ne-kehke'nem-ekw-a ni'na eh=pwawi-
1sT-know-INv-3RD.ANIM.SG T COMP = not-
ke'ko-hi -aseno-ni-ki
something  be.absent-OBV-3RD.INAN.SG
‘he knows that as for me, nothing is missing’

(Dahlstrom, 1995: 9)

The topic of the subordinate clause, nina ‘I’, has been
raised to the left-hand edge of the clause; the subject
of the II verb aseno- ‘be absent’ has been moved into
the verb complex following the complementizer clitic
e'h (which bears the ‘initial change’) and a negative
preverb.

In example (1) the topic has also been copied as the
direct object of the matrix verb, which is therefore
the TA stem kehkenem- ‘know someone’ rather than
TI kehkenetam- ‘know something’; subjects and
(some) objects can also be copied, and the verb of
the subordinate clause may be incorporated into the
matrix verb, as in the Fox example in (2):

(2) ke-ki-$i =meko yowe
2ND-already =EMPH  in.the.past
nepow-e-nem-ene-pena

die-think-2ND.OBJ-1ST.PL
‘we had thought you were already dead’
(Goddard, 1988: 71)

The preverb of the incorporated clause kisi-nep-‘have
already died’ has been moved to the preverb position
of the matrix clause (where it is followed by an em-
phatic clitic and an adverb) but semantically still
modifies only the lower verb.

Mixed Languages

Blackfoot may be descended from a precontact
creole: it has (for the most part) normal Algonquian
morphology and cognates of many individual mor-
phemes, but few complete words are reconstructible.

A number of pidgins arose during the contact peri-
od, based on Powhatan (Virginia, early 17th century),
Unami (New Jersey, 17th century), Cree (Hudson
Bay, 18th century), and Ojibwa (Lake Superior, 19th
century). An early Micmac-Basque pidgin in Nova
Scotia was the source of a few Basque loanwords in
modern Micmac, such as elekewit ‘(one who is)
king’ < Basque errege.

Métchif or Michif, a French-Cree mixed lan-
guage, is still spoken in some Metis communities
in North Dakota, Manitoba, Saskatchewan, and
Alberta (Bakker, 1997), and a remarkably similar
French-Montagnais mixed language has developed
at Betsiamites, Quebec. In these languages, the noun
phrase is mainly French lexical items with French
phonology and morphology, while the remainder of
the clause is Plains Cree or Southern Montagnais.

Philology and Documentation

With more than four centuries of records on various
languages available, philological studies have long
played a role in Algonquian linguistics. The earlier
English sources have been utilized by many scholars,
notably in a study of the historical phonology of
Powhatan (Siebert, 1975). The early French records
have not been as thoroughly studied, but editions
of older grammars (e.g., Daviault, 1994) and diction-
aries (e.g., Masthay, 2002) have increased interest in
the use of older materials to elucidate various details
in the development of the modern languages.

One problem with the early sources is that they
tend to provide individual words and partial para-
digms rather than connected sentences; most early
textual material is based on European originals,
and was probably translated by the missionaries
themselves. One notable exception is the collection
of Massachusett documents edited by Goddard and
Bragdon (1988). Since the beginning of the 20th
century many texts written or dictated by native
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speakers have been published, but many more remain
in manuscript.

Grammars and dictionaries of many Algonquian
languages have been published, but much remains
to be done: syntax is seldom treated at length, and
some of the dictionaries are pitifully small. Leonard
Bloomfield showed the way with a grammar (1962)
and an 11 000-word dictionary (1975) of Menomini;
notable later productions are the Montagnais-French
dictionary compiled by Lynn Drapeau (1991), with
nearly 24000 entries, and the 1100-page reference
grammar of Ojibwa by J. Randolph Valentine (2001).
Mithun (1999: 328-337) provides a brief survey of
the sources available for each of the languages.
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A common designation for the typologically related
languages of the Turkic, Mongolic, and Tungusic
families is ‘Altaic languages’; according to some
scholars, this designation also includes Korean and
Japanese. The common typological features of these
languages include an agglutinative and exclusively
suffixing word structure, sound harmony, verb-final
word order, with dependents preceding their head,
and use of numerous nonfinite verb constructions.

Altaic as ‘Ural-Altaic’

The term ‘Altaic’ was first used by M. A. Castrén
in the middle of the 19th century for a supposed
family comprising Finno-Ugric, Samoyedic, Turkic,
Mongolic, and Tungusic. This group of languages
was later called ‘Ural-Altaic.” The Ural-Altaic hy-
pothesis, which was largely based on general typo-
logical criteria such as agglutination and vowel
harmony, was widely accepted in the 19th century.
Later on, this hypothesis was seriously doubted.
The works on ‘Altaic’ languages by W. Schott,
M. A. Castrén, J. Grunzel, H. Winkler, and others
contain abundant incorrect data. Castrén, however,
rejected the purely typological approach and ap-
plied linguistic criteria of lexical and morphological
comparison. There are not sufficient materials to
establish a Ural-Altaic protolanguage.

Scholars of the following period, e.g., J. Németh
and J. Deny, who took a more cautious attitude,
published detailed works on phonology, word forma-
tion, etc. Syntactic typological arguments for the
unity of Ural-Altaic were, however, discussed as late
as 1962, by Fokos-Fuchs.

Altaic as ‘Micro-Altaic’

Scholars such as G. J. Ramstedt and N. Poppe argued
for a ‘Micro-Altaic’ family (Comrie, 1981: 39) that at
least consisted of Turkic, Mongolic, and Tungusic,
three well-established genealogical groups. Ramstedt
is the founder of Altaic linguistics in a scientific sense,
though his works contain many problematic details.
His introduction to Altaic linguistics was published
posthumously (1952-1957). Poppe’s contributions
to Altaic linguistics are not less important. His com-
parative phonology, planned as the first part of a
comparative grammar, appeared in 1960. An exam-
ple of phonological correspondences according to

Ramstedt and Poppe is the supposed development of
the initial Altaic stop *p- into Korean p- and ph-, into
Tungusic p- (Nanai), /- (Manchu), and b- (Evenki),
into Mongolic *p- (Proto-Mongolic), h- (Middle
Mongolian), /- (Monguor), and @- (Buriat, Oirat,
Kalmyk, etc.), and into Turkic h- (Proto-Turkic,
some modern languages) and - (most modern lan-
guages). Ramstedt’s and Poppe’s arguments were largely
accepted until they were challenged by G. Clauson
(1956, 1962). Opponents such as J. Benzing and
G. Doerfer expressed doubts even against this
Micro-Altaic unit as a valid genealogical family.

Whereas the Altaicists regarded certain similar
features as a common heritage from a protolan-
guage, others claimed that the similarities were the
result of contact processes. Thus certain common
features in Mongolic and Chuvash could go back
to Proto-Altaic or had been borrowed into Mongolic
from a language of the Chuvash type. Clauson
had criticized the lack of evidence for a common
basic vocabulary in Altaic. In his huge work on
Turkic and Mongolic loanwords in Iranian, Doerfer
(1963-1975) refuted the Altaic etymologies pre-
sented by Ramstedt, Poppe, and others, arguing
that similarities that can be attributed to general
typological principles or to areal diffusion must be
excluded from genealogical comparisons.

A possible Altaic unity must have been dissolved
about 3000 B.c. The crucial question in Altaic com-
parative studies is by which methods common ele-
ments due to early contacts can be distinguished
from elements inherited from a protolanguage.
One problem is the scarcity of early data. Whereas
Indo-European is attested already in the second mil-
lenium B.C., there are no real Turkic sources prior
to the 8th century (East Old Turkic inscriptions in
the Orkhon valley, Inner Asia). The first Mongolic
materials are found in The secret history of the
Mongols (believed to be written around 1240 A.p.,
partly based on older materials). The first substantial
materials documenting Tungusic emerge centuries later.

The Turkic-Mongolic-Tungusic
Relationship

As for the relationship between Turkic and Mongolic,
it has been possible to establish a number of con-
vincing sound laws on the basis of words with simi-
lar sound shape and content, and to find certain
corresponding derivational and grammatical suffixes.
The question is how to judge these similarities. The
earliest Turkic and Mongolic sources hardly show
any common features except for intercultural words
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such as gayan ‘supreme ruler’ and tepri ‘heaven.’
Middle Mongolian displays a number of words
with similar Turkic equivalents. The few pairs of
corresponding words do not, however, relate to the
most significant parts of the vocabulary, i.e., numer-
als, kinship terms, and basic verbs, nouns, and
adjectives. A few common elements are found in
morphology. On the other hand, it is obvious that
later Mongolic languages have converged with Turkic
by giving up some old features, e.g., an inclusive vs.
exclusive distinction in pronouns and verbs, gram-
matical gender in verb forms, agreement between
the adjectival attribute and its head, and the option
of postposed adjectival attributes.

Many similarities may thus be due to contact pro-
cesses. There were close ties between Turkic and
Mongolic as early as the middle of the first millenni-
um B.C. Borrowings in both directions had taken
place since early times. With the rise of the Chingisid
Empire in the 13th century, many Turkic varieties
came under strong Mongolic influence. The impact
lasted longer in areas of intensive contact, such as
South Siberia and the Kazakh steppes. The lexical
influence is particularly strong in Tuvan, Khakas,
Altay Turkic, Kirghiz, Kazakh, etc. Look-alikes that
occur only in typical contact zones cannot easily be
used as evidence for genealogical relatedness.

Mongolic displays early layers of loanwords from
several Turkic languages and has developed many
structural traits under Turkic influence. Words com-
mon to Turkic and Mongolic, e.g., Bulgar-Mongolic
correspondences, are regarded by Altaicists as true
cognates and by non-Altaicists as Turkic loans in
Mongolic. Some scholars consider the possibility
that correspondences between Turkic and Mongolic
go back to a common adstrate, some ‘language X’
that might have delivered loans to both groups.
Tungusic words considered by Altaicists as Altaic
are rather regarded by non-Altaicists as loans from
Mongolic in certain contact areas. Similar derivation-
al and grammatical suffixes are very scarce. Mongolic
and Tungusic had been in contact for a long time
prior to the first documentation of Tungusic. Except
for recent Yakut loans in North Tungusic, there are
hardly any plausible lexical correspondences between
Turkic and Tungusic. In a non-Altaicist perspective,
the overall Turkic—-Mongolic-Tungusic relationship
thus appears to be due to diffusion rather than to
genealogical relatedness. According to this view,
words common to all groups may have wandered
along the path Turkic — Mongolic — Tungusic.

After decades of discussions, the nature of the rela-
tionship between the Altaic languages is still contro-
versial. Many common features are the result of

recent contact, often limited to certain languages
within the groups. The question is what reliable
correspondences remain to justify the recognition of
Altaic as a family in the sense of Indo-European or
Semitic. There is no consensus as to whether the
relatedness is proven, still unproven, or impossible.
Some scholars argue that too few features are com-
mon to all three groups, and only to these groups.
There are clear lexical and morphological paral-
lels between Turkic and Mongolic, and between
Mongolic and Tungusic, but not between Turkic
and Tungusic. All three groups exhibit a few similar
features, e.g., in the forms of personal pronouns, but
similarities of this kind are found in different unre-
lated languages, in the rest of northern Eurasia and
elsewhere. Today, however, compared to the 1960s,
the fronts between Altaicists and non-Altaicists are
not always as rigid. For example, the pronounced
non-Altaicist Doerfer, who had criticized the pro-
posed Altaic sound laws as being construed less strict-
ly or even ad hoc, has accepted the above-mentioned
development of *p- into Turkic b- and O-: e.g., *pat
‘horse,’ hat (Khalaj, etc.), at (most Turkic languages).
Doerfer expresses his appreciation of the achieve-
ments of the Altaicist Ramstedt in the following
way: “We must be grateful to the ingenious founder
of Altaistics as a science for discovering so many

sound laws which are valid to this date” (Doerfer,
1985: 135).

Korean and Japanese

The most controversial point in recent discussions
has been whether Korean and Japanese (with the clo-
sely related Ryukyuan language) should be regarded
as members of an Altaic family. G. J. Ramstedt (1939,
1949) was the first scholar to attempt to prove a
remote relationship beween Turkic—-Mongolic—
Tungusic and Korean. Though his comparisons have
been heavily criticized in more recent studies,
N. Poppe considered Ramstedt to have identified at
least 150 incontestable Korean-Tungusic-Mongolic—
Turkic cognates.

Japanese has often been taken to consist of an
Austronesian substratum and an Altaic superstratum.
E. D. Polivanov (1924) argued that it is of hybrid
origin, containing both Austronesian elements and
continental elements that are also found in Korean
and Micro-Altaic. In an early study, Ramstedt (1924)
investigated possible links between Japanese and
Altaic without reaching a clear final conclusion.
Forty-two years later, S. E. Martin (1966) provided
320 etymologies relating Japanese to Korean on the
basis of regular sound correspondences, which
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allowed him to reconstruct Proto-Korean—Japanese
forms. R. A. Miller (1971), who established a set of
sound correspondences to the Proto-Altaic pho-
nemes reconstructed by Poppe (1960), clearly claimed
Japanese to be one branch of the Altaic family.
K. H. Menges (1975) took up a number of Miller’s
arguments and elaborated further on them. In his
book on the Altaic problem and the origin of
Japanese (1991), S. A. Starostin established sound
correspondences between Japanese, Korean, and
Altaic on the basis of numerous lexical comparisons
of Turkic, Mongolic, Tungusic, Korean, and Japanese
lexical items. J. Janhunen (1992, 1994), however,
pointed out some problems with the Altaic affiliation
of Japanese, which he considers premature. He takes
Japanese and Ryukyuan to form a distinct family of
its own and the Old Kogury6 language, once spoken
on the Korean peninsula, to be a close relative of
Japanese.
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Introductory Remarks

Ambharic (self-name amarinpa) is the largest member
of the South Ethiopic branch of Ethiopian Semitic
languages. Ambharic is spoken, according to the most
recent estimate (1999), by around 17.4 million people
as a first language and between 5 and 7 million more
as a second language, making it the second largest
Semitic language after Arabic, and the fourth largest
language of sub-Saharan Africa after Swahili, Hausa,
and Yoruba, although some estimates suggest that
Oromo may have more speakers in total. Amharic is
the main lingua franca of Ethiopia and is the consti-
tutionally recognized working language of the coun-
try. As such it forms the language of instruction of
public education at primary and secondary level, in-
cluding from the third grade upwards in areas where
it is not the first language. It is also the majority
language of most urban-dwelling Ethiopians except
where Tigrinya (Tigrigna) is the first language. The
current status and wide distribution of Amharic are
due especially to the amharization policies of previ-
ous Ethiopian governments in the 20th century. Until
the change in language policy after the Ethiopian
revolution of 1974, Amharic was the only Ethiopian
language used in state education and the official
media. The earliest records of Amharic date to the
rise of the Amhara or Solomonid dynasty in the 14th
century, and the spread of the language over an ever-
increasing area of the Ethiopian highlands accompa-
nied the expansion of the Christian kingdom up to
modern times.

Modern Amharic shows some dialectal variation,
though perhaps less than might be supposed for a
language with such a wide distribution. This may
in fact be due to the way in which the language
has spread over the last 700 years, as part of a delib-
erate process of amharization, and it is notable to
this extent that the dialect areas that are generally
recognized are geographically defined within the
regions where Ambharic either originated or has been
spoken the longest. The dialect of Shoa and, in par-
ticular, Addis Ababa has become the prestige dialect,
forming a de facto standard. This is the form of
Ambharic that is used in the media as well as in the
areas of administration and education.

Like all the modern Ethiopian Semitic languages,
Ambharic has been heavily influenced by the Cushitic
languages alongside which it has developed, initially

the now minority Central Cushitic languages and
then, as it spread, Highland East Cushitic and later
Oromo. This influence can be seen not only in the
lexicon, but also in syntax and typology. As the lan-
guage of the ruling elite and thus the inheritors of
Ethiopian Christian culture from Aksum, Ambharic
was also open to borrowing from Ge‘ez, the classical
or liturgical language of the Ethiopian Orthodox
Church, which in more recent times has provided a
rich source for the expansion of the Amharic lexicon
to satisfy the need for technical, political, and other
vocabulary.

Ambharic is written in the Ethiopic syllabary, the
script used for Ge‘ez and developed in Ethiopia prob-
ably sometime during the 4th century cE. out of the
South Arabian consonantal alphabet. The Ethiopic
syllabary, or fidal, used for Amharic has 33 primary
symbols, which indicate C + vowel /e/, each of which
is further modified in some way to indicate C+ one
of the remaining six vowels: f1 /be/, £ /bu/, fL /bi/, 7
/bal/, (k. /be/, 41 /bi/, £ /bo/, in the traditional sequence,
giving 231 basic letters. Whilst some of the modifica-
tions are more or less regular across the whole system,
others are not. For instance C+ vowel /e/ is always
marked by a loop attached to the bottom right-hand
of the basic letter, but there are 16 different ways of
marking C + vowel /i/. The whole structure is tradi-
tionally displayed in a grid with consonants on the
vertical axis and vowels on the horizontal. The sixth
column of the grid indicates both C+ vowel /i/ and
C without a following vowel: €1 =both /bi/ and /b/.
The contrast between C+/e/ and C+/a/ is mostly
neutralized where C is a guttural /2/ or /h/: graphemes
U {he} and ¥ {ha} are both /ha/. Whilst there are 33
base letters, these correspond to 27 consonant pho-
nemes, as there is a certain amount of redundancy: for
example, the letters U, dh, 1, and A all mark the
consonant /h/; & and @ mark a lack of consonantal
onset, or /2/ depending on analysis. The labialized
gutturals /k%/, /g™/, /K], and /h"/ are indicated by
additional vowel symbols attached to the correspond-
ing nonlabialized consonant signs: ¥= /k’e/, B=
/k’Ye/. In addition to these, a number of other con-
sonant bases have a special symbol for C+ /wa/:
® —/dze/,  =/d3wal. There is lastly one other
place where the Ethiopic syllabary does not corre-
spond exactly to the phonemic structure of the lan-
guage; consonantal length is phonemic in Amharic
but is not marked at all in the script: thus /ale/ ‘he
said’ and /alle/ ‘there is’ are both written hfy, i.e.,
{?a} + {le}. As an example of a piece of continuous
text, consider the following, which is the last example
cited in this article:
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ey 71C N L RATLEALAT hah
0T 1 ooULe LT VILELT
{ji + hi ne+ge+ri bi+zu gi + ze
si+le+mi+ja+si+fe+lit+gi Pt+si+ke
mi+ [e + ti ne+ wi me + si+ri+ja be + ti
je+mi-+ ke +ju+ ti}
/jih neger bizu gize silemmijasfellig iske miffet dires
new mesrija bet jemmik’ ojjut/
‘because this thing needs a lot of time, they’ll stay
behind at work until evening’

Phonology

Ambharic has a system of 30 consonant (see Table 1)
and 7 vowel phonemes. Distinctive are the glottalized
consonants, which have parallels in other languages
of the Ethiopian language area. Also notable are the
labialized gutturals /k™/, /k’*/, /g¥/, and /h"/; indeed,
labialization of other consonants occurs, but only
before the vowel /a/, and is contrastive as for instance
in the nearly minimal pair /m" atf/ ‘deceased’ —
/metfe/, /metf/ ‘when?’ The addition of phonemic
units such as /m"/ would increase the number of
consonant phonemes. Consonant length is also pho-
nemic; only /h/ and the glottal stop, whose phonemic
status in Ambharic is debatable, do not have length-
ened counterparts. The vowel system is distinguished
by the presence of two central vowels, high /i/ and
low-mid /e/, which together with low /a/ are the most
frequent vowels in the language. Vowel length is not
phonemic.

The vowels of Ambharic are /i/, /i/, lu/, lel, lol, lel,
and /a/. The phonemic status of the vowel /i/ has
been the matter of some discussion, and certainly its
occurrence as a default epenthetic vowel in the appli-
cation of syllable structure rules is predictable: the
consonantal strings/s-n-t/, /m-l-kk-t/being resolvable
only as /sint/ ‘how much?’ and /milikkit/ ‘sign,’

Table 1 The consonant phonemes of Amharic

bilabial  alveolar/  palatal  velar  glottal
dental
Plosive/affricate bp dt dz tf gk (121)
Glottalized p’ t t’ k’
plosive/ s’
affricate/
fricative
Labialized g" k" h"
ka
Fricative f zs 30 h
Nasal m n n
Lateral |
r
Approximant w j

respectively. Contrast /d-n-g-1/, which surfaces pre-
dictably as /dingil/ ‘virgin.” Indeed, the Ethiopic sylla-
bary uses the same set of symbols for a consonant
alone and a consonant + /i/. However, forms such as
fjis’ifall/ ‘he writes’ rather than the predicted /*jis’fall/
indicate that /i/ does have phonemic status.

Ethiopianist convention occasionally employs dif-
ferent symbols from the IPA ones used here; thus,
s=[,2=3, ¢=tf, q:k,s F:t’s éztj"s g:d3> s=s’,
p=p,i=p,y=j,d=%e,0=t

Syllable structure is [C]V[C][C], with no more than
one consonant permitted in syllable onset position, and
no more than two in syllable coda or, indeed, word
medially and finally, with a lengthened consonant
counting as two, as in the example of /milikkit/ above.

Accent in Amharic has been the subject of only a
few studies, and its nature is still somewhat a matter
of discussion. Generally, whilst Amharic accent is
essentially a weak stress accent, it seems that word
accent is subordinate to phrasal or sentence accent.

Morphology

Ambharic has a complex inflectional morphology, par-
ticularly in the verbal system, employing not only
prefixes and suffixes but also internal modification
of the typical Semitic consonantal root-and-pattern
type. In general, the morphology of Amharic has been
less influenced by the Cushitic substratum than, for
instance, syntax or the lexicon. The inflectional mor-
phology of nouns, on the other hand, is relatively
simple. Like other South Ethiopic languages, Amhar-
ic has mostly lost the heterogeneous system of noun
plural formation by internal modification, the so-
called broken plurals that are so common in North
Ethiopic languages such as Ge‘ez and Tigrinya, and in
some other Semitic languages such as Arabic. Noun
plurals in Amharic are for the most part formed by
means of the suffix /-ot[t[/. Nouns also show two
genders, though these are mostly manifest only in
concord, chiefly between subject and verb predicate.
Nouns further show definite marking by means of
suffixes: masc. /-u/~/-w/ and fem. /-wa/, which are
in origin 3rd person pronominal suffixes: /bet-u/
is thus both ‘the house’ and ‘his house.” Ambharic
does not have a true case system, adverbial functions
being expressed variously by prepositions, or postpo-
sitions, or interestingly by a combination of the two:
/ke-sewijje-w gar/ ‘with the man,” where /ke-/ and
/gar/ together gloss ‘with.” Of the primary relational
case functions, the subject is unmarked, a definite
direct object is usually marked by the clitic /-n/,
which occurs after the marker of definiteness
within the noun phrase, and the possessive or adjunct
function is indicated by the bound preposition /je-/,
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which is in form and origin identical to the adjunct
or relative marker on verbs:

leba  je-gebere-w-n lam  serrek’-e
thief  of-farmer-DEF- cow  steal.PAST-3MASC.
OBJ PAST
‘a thief stole the farmer’s cow’
abbat-e gomen-u-n  b-atakilt bota zerra-[Q]
father-my cabbage- in-vegetable place sow.PAST-
DEF-OBJ [3MASC.
PAST]

‘my father sowed the cabbages in the garden’

The verb is inflected for voice or valency, tense—
mood-aspect (TMA), and person. Negation is also
marked within the inflected verb, as is to a large
extent the distinction between main and subordinate
verbs. In addition to the base stem, typically with
active function, there are three fundamental voices
or derived stems formed by prefixes: causative /a-/,
passive-reflexive /te-/, and factitive or (double) caus-
ative /as-/. There are other less productive formatives
of more restricted occurrence, such as /aste-/, which
also has a causative function, and /an-/ and /ten-/,
with transitive-causative and stative-passive func-
tions on verbs with expressive meaning (movement,
sound, emotion, etc.). Internal changes in the various
formations of TMA stems, however, combine with
these prefix formatives and sometimes obscure
them: /te-serrek’-e/ ‘it was stolen’ but /ji-sserrek’-all/
‘it will be stolen,” where the imperfective or nonpast
stem corresponding to /teserrek’-/ is /-sserrek’-/. The
occurrence of derived stem formatives is also to
some extent lexical: /te-k’emmet’-e/ ‘he sat down’
is active and does not contrast with a base stem
/*k’emmet’-/.

Other derived stem patterns involve internal
modification such as a change of vocalization, or
reduplication of syllables, often in combination with
the prefixes described above: /a-nnegagger-u/ ‘they
engaged one another in conversation’ from the basic
/negger-u/ ‘they spoke.’

TMA marking is done by internal changes in the
verb stem together with variations in person marking.
Most notable here is the use of one set of personal
suffixes for the past in contrast to a quite different set
of prefixes, or prefixes and suffixes combined, for the
nonpast stem: /weddek’-et[t]/ ‘she fell’ but /ti-wedk’-
all-etftf/ ‘she falls, is falling,” /a-t-wedk’-imm/ ‘she
isn’t falling,” /ti-wdek’/ ‘let her fall,” /bi-t-wedk’/ ‘if
she falls,” etc., where the stems are past /weddek’-/,
nonpast /~-wedk’-/, and jussive-imperative /-wdek’-/,
and the person markers for the 3rd feminine are
past /-etft[/, nonpast and jussive/t[i]-/, and the other
elements are variously /-all-/ main verb affirmative
nonpast, /a- ... -[ilmm/ main verb negative nonpast,

and /b[i]-/ “if.

In addition to subordinate verbs formed by pre-
fixes such as the conditional formative above,
Ambharic also possesses an inflected all-purpose
adverbial subordinate verb, called the gerundive in
much of the literature, though the term ‘converb’
(conve), which is occasionally used, is a better
label: /wedk’-a/ ‘she having fallen,” but from
/semma-t[tf/ ‘she heard’ /semt-a/ ‘she having heard.’
The gerundive/converb is typically used in describing
a sequence of events:

izzih

innante k>ert-at[t[ihu zimm
you.PL  here remain.CONVB-2PL.  ‘quiet’
bil-at[t[ihu te-k’emet’-u

say.CONVB-2PL  sit.IMP-PL

‘you, stay here and sit quietly’ (‘... being quiet’)
telat [eft-o temelles-in
enemy  flee. CONVB-3MASC  return.PAST-1PL

‘they enemy fled and so we returned’

The gerundive/converb in combination with the main
verb marker (MVM) /-all/, etc., also forms the basis
of a second past tense main verb form which gener-
ally indicates a recent past event or situation result-
ing from a past event: /alk’-o-all/>/alk’™all/ ‘it is
finished.’

The formal distinction between main and sub-
ordinate verb forms is not carried through the
whole TMA system. The past tense form, such as
/weddek’-e/ ‘he fell’ occurs in both positions and
has no MVM as such, whilst the simple nonpast
form /ji-wedk’/ ‘he falls, will fall’ occurs only in
subordinate position, either with an auxiliary as in
fji-wedk’ nebber/ ‘he was falling,” or more usually
with a subordinating element: /jemm-i-wedk’/ (he)
who falls,” /s-i-wedk’/ ‘when he falls/fell.” When used
in main verb position, it requires the partially inflect-
ing MVM if affirmative: /ji-wedk’-all/ ‘he falls,’
/ti-wedk’-all-et[t[/ ‘she falls,” or the main verb form
of the negative marker if negative: /a-j-wedk’-imm/
‘he doesn’t fall.’

In addition to the elements discussed so far, the
verbal complex may also contain pronoun object
markers. These are of two kinds, essentially direct
object pronouns and pronominal object pronouns,
which involve an element /-1I-/ or /-bb-/ clearly asso-
ciated with the simple nominal prepositions /le-/ ‘to,
for’ and /be-/ ‘in, with’:

ajt-en-ew-all
see. CONVB-1PL-him-MVM
‘we have seen him’

adrig-o-1l-ipp-all
do.CONVB-3MASC-for-me-MVM
‘he has done [it] for me’
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Syntax

Word order in Amharic is generally subject-object-
verb (SOV), with subordinate clauses preceding the
main clause. Noun phrases are also generally head
final with modifiers, including relative clauses, pre-
ceding the noun. Whilst a large part of Amharic syn-
tax is influenced by Cushitic language patterns and is
in accord with the typology of verb-final languages,
there are still structures such as prepositions along-
side postpositions which betray the older ‘classical’
Semitic syntax. Like most languages of the Ethiopian
language area, Amharic makes considerable use of
focus marking, which is here expressed by a construc-
tion involving the copula, which ‘highlights’ the fo-
cused item, and the relative verb, the so-called cleft
clause construction:

n-atftfew  bal
COP-3PL  husband

zemed-ot[t[-wa

relative-PL-her

je-merret’-u-ll-at

REL-choose.PAST-3PL-for-her

‘it is her relatives who have chosen a husband
for her’

jth  neger bizu  gize

this thing much time
sile-mm-ij-asfellig
because-REL-3MASC-need. NONPAST

Anatolian Languages

J G Macqueen, University of Bristol, Bristol, UK
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Strictly speaking the term ‘Anatolian Languages’
should refer to all the languages which are or have
been in use in the region known as Anatolia (modern
Turkey). In practice however the term is reserved for
the Indo—European languages which were in use in
that area in the second and first millennia BC (see
Indo-European Languages).

The Anatolian Languages

For the second millennium, the most fully documen-
ted of these languages is Hittite (see Hittite), the main
language of the extensive archives dated ca. 1650-
1180 Bc and preserved in cuneiform script on clay
tablets at the site of Bogazkdy (now Bogazkale) in
central Anatolia. Less amply documented Anatolian
languages from the same archives are Luwian and

n-ew mesriya-bet
COP-3MASC work-place

iske  miffet  dires
until  evening until
jemm-i-k’ojj-u-t
REL.NONPAST-3(PL)-stay. NONPAST-PL-DEF
‘because this thing needs a lot of time, it’s until
evening that they’ll stay behind at work’
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Palaic, while a fourth language, written in a locally
developed hieroglyphic script and preserved mainly
on seal-impressions and on rock-monuments scat-
tered over a wide area of Anatolia (there is evidence
to suggest that it may also have been employed in
documents written on wax thinly spread on wooden
tablets) is rather clumsily known as Hieroglyphic
Luwian or (less accurately) Hieroglyphic Hittite.

This language continued in use for inscriptions on
stone in southeast Anatolia and north Syria well into
the first millennium, while further west the local lan-
guages of Lycia and Lydia in the classical period,
though written in scripts related to that of contem-
porary Greece, show clear signs that they too are
members of the Anatolian group. Place names also
provide evidence for the survival of Anatolian lan-
guages into the Roman period.

Phonology

In the area of phonology, a distinctive feature of the
group is that Indo—European o is totally absent from
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the vowel-system. But the most important distin-
guishing feature is the survival of at least some of
the postulated Indo-European laryngeals which
have been lost in all other groups. The nature and
number of these laryngeals are still very much under
discussion, but their appearance in the Anatolian lan-
guages offers strong support to the basic correctness
of the theory first put forward by Saussure.

Morphology

The principal distinguishing characteristic of the
group in the area of morphology is its lack of many
features of the common Indo-European grammatical
inventory. In the noun, for instance, the feminine
gender is entirely absent, as is the dual number. Sev-
eral parts of the plural paradigm are also lacking,
although the singular retains a larger number of case
forms. In the verbal system an even greater simplifi-
cation has taken place, with only two moods (indica-
tive and imperative) and only two tenses (present and
preterite). Features such as reduplication and infixed
-s-, elsewhere used in tense-formation, do exist, but
they do not play any part in the Anatolian tense-
system. There are two conjugations, known after the
first present singular of each as the ‘mi-conjugation’
and the ‘hi-conjugation.” Of these the former shows
clear links with the Indo—-European present-system,
while the latter, though showing no ‘perfect’ charac-
teristics in its use, seems to preserve in its endings
elements of the Indo-European perfect. A medio-
passive voice, with a similarly reduced mood- and
tensesystem, is also clearly attested.

Lexicon

Characteristic of the Anatolian lexicon is the extensive
loss of original Indo—European vocabulary. Yet suffi-
cient survives to indicate, as does the grammatical
material, that the Anatolian languages, though subject
throughout their history to a great deal of influence
from non-Indo—European sources, still maintained
their basic character as members of that family.

Particles

A lesser distinctive feature of the Anatolian languages
is their liking for ‘chains’ of particles and enclitic
pronouns placed at the beginning of a sentence or
clause. Among these particles is one which serves
the function of indicating indirect speech.

Division into Dialects

Study of the available texts has now made it possi-
ble to construct a dialect pattern of the Anatolian

languages. In the second millennium there is a clear
distinction between northern (Hittite) and southern
(Luwian) Anatolian. In phonology the main criterion
is the treatment of Proto-Anatolian e, which in north-
ern Anatolian with increasing closure moved towards
i, while in the south it became more open and par-
tially fused with g, thus obliterating the ablaut
patterns which survived in the north. Among other
distinctive features is the treatment of the voiceless
dental before i. This is retained in the south, but
affricated in the north; thus the 3pl ending is -## in
Luwian, but -nzi in Hittite. In the north too voiced
dentals were assibilated before 7, while in the south
loss of voice was the rule (Hittite siuni- ‘god,’ siwatt-
‘day,” as opposed to Luwian Tiwat ‘sun-god’).

In noun morphology the south shows a high pro-
portion of -i-stems while the north retains a greater
number of -a-stems; the north too shows a prolifera-
tion of 7/n-stems in contrast to their disappearance in
the south. The Indo—European nominative and accu-
sative plural endings are retained in the north (Hittite
-es, us < ns) but replaced in the south by Luwian -nzi
and -nza, forms possibly of pronominal origin. The
number of case forms, already reduced in Proto-
Anatolian, is further reduced in the south, where in
Luwian the genitive singular almost entirely disap-
pears and is replaced by an adjectival suffix -assi-. In
pronominal declension the south shows much more
leveling with nounforms than the north, while in the
verbal system the principal southern distinction is
the lack of the -hi conjugation present tense, although
such forms as the Luwian first person singular preter-
ite in -ha (not found in Hittite where the preterite
is formed by the addition of secondary endings to
the present stem) are ultimately related to the same
source. Lesser distinctions are northern iterative -sk-
as opposed to southern -s(s)-, and the retention in the
south, but not in the north, of an archaic passive
participle in -mmii-.

The features displayed by Palaic are mainly those
of the northern subdivision, though some southern
features (e.g., ¢ > a, and the affrication of the voice-
less dental before i) are clearly present. The language
written in hieroglyphic script, on the other hand, is
clearly southern in character, and is best described as
East Luwian.

In the first millennium sources for North Anatolian
are lacking, but East Luwian continues in use for
several hundred years, showing a number of features
which distinguish it from the Central Luwian of the
previous period (e.g., nom pl in -(a)i, dat-loc pl in -7);
and later still in western Anatolia, Lycian appears as a
latter-day West Luwian language with its own local
peculiarities (e.g., acc pl -as, dat-loc pl -a or -e, gen pl
-ai; replacement of both Luwian a(< e) and Hittite
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a by e). The position of Lydian is more difficult to
establish. The apparent retention of i(< e), and the
preponderance of -a-stems, for instance, point strong-
ly towards the north, while features such as the dis-
appearance of the genitive and its replacement by an
adjectival suffix (in this case -li-) suggest a closer
connection with the south.

Origins

Despite attempts to locate the ‘homeland’ of Indo—
European within Anatolia itself, or immediately
to the east of it, it is more generally accepted that
the ancestor of the languages was introduced to the
area from the north, more probably via the Balkans
than via the Caucasus, and that the divisions de-
scribed above took place in Anatolia during the
third and early second millennia Bc. The distinctive
character of Anatolian, combining as it does exten-
sive loss of original features (e.g., the feminine) with
retention of other features which are extremely archa-
ic (e.g., the laryngeals) makes it extremely likely that
it diverged from the rest of the Indo-European con-
tinuum at an early stage, and was thus subject to a
very long period of attrition from other languages
with which it came into contact. There is however
no need to postulate an earlier ‘Indo-Hittite’ from
which the Anatolian languages on the one hand and
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The Ancient Egyptian language is first attested a little
before 3000 B.c, when the earliest inscriptions in
hieroglyphic make their appearance. Connected
texts of some length are found from about 2700 B.c,,
and these develop into a considerable literature,
which forms one of our major sources of information
about the ancient Near East. The language survived
the downfall of the Roman Empire and the transi-
tion to Christianity, and in its latest form, written in
a modification of the Greek alphabet, it is known as
Coptic. Coptic survived until well after 1000 A.D.
Egyptian therefore has the longest attested history
of any language, and this makes it uniquely impor-
tant to linguistics. The language is a member of the
Afroasiatic family (sometimes referred to as Hamito-
Semitic), although its exact place within this family is

the Indo—European languages on the other are sepa-
rately descended.
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disputed. Many of the related languages were not
written down until modern times, and several ‘miss-
ing links’ may never have been recorded at all. Egyp-
tian shares the preference of most of this family for
triconsonantal roots, from which whole families of
words may be formed, normally through variations
on the internal vowels and the use of some affixes.
It may be this feature that encouraged the Egyptians
to omit the vowels from their writing system. The
language recognizes two genders, conventionally
termed masculine and feminine; neuter meanings are
expressed in the early stages of the language by the
feminine, later by the masculine. It is possible that
case endings, similar to those in some Semitic lan-
guages, existed at a very early stage of Egyptian, but
they are not written and soon fell away. Traces
may remain in the so-called construct state, where a
direct genitive relationship is expressed by two
nouns apparently in apposition. Grammatical func-
tion is marked by strict word order. A dual number is
recognized alongside singular and plural.



Ancient Egyptian and Coptic 39

The Egyptian verb has unique features. A stative
tense, known in Coptic as the qualitative, seems to be
inherited from an early stage of Afroasiatic, and has
cognates in Akkadian (Egyptian). This tense expresses
the result of a verbal action, and is often best rendered
by an adjective or an adverbial phrase: ‘open, contin-
uous, far away, already knowing,” or the like. The
narrative tense system, on the other hand, is peculiar
to Egyptian, and appears to consist of various verbal
nouns with possessive suffixes for subject (‘his hear-
ing’ developing into ‘he hears’). Other forms include
a possessive construction with parallels to modern
perfects (‘hearing to him’ developing into ‘he has
heard’), and an infixed series which expresses past,
present, and future contingency. There is also a set of
so-called active participles, which are really epithets
or nouns of agent (‘a hearer’), and a sequence of
relative tenses formed from passive participles (‘his
heard one’ developing into ‘the one which he heard’).
Participles and relative forms show two aspects, per-
fective and imperfective, depending on whether the
action is envisaged as completed or not; there are also
traces of a prospective, which has future or subjunc-
tive force. Aspect also features in the narrative tenses,
where prospective and probably circumstantial forms
also occur. The language is VSO in narrative contexts,
but stative constructions take the form SV. A
remarkable feature is that four uses of the English
verb ‘to be’ - existential, predicative, identifying,
and partaking of a quality — are rendered by distinct
constructions. On the other hand, there is no verb ‘to
have,” which is conveyed by periphrases such as ‘there
is to me.” A welcome omission is comparative inflec-
tion of adjectives: ‘she is better than I’ is expressed
simply as ‘she is good against/in respect to/ me.’

This is the form taken by Egyptian in its classic
period, Middle Egyptian, during the early second
millennium B.c. This canonical stage was recognized
by the Egyptians themselves, and was retained in
formal inscriptions until the end of Pharaonic history.
However, after about 1400 B.c., pressure from the
spoken language, which was constantly changing,
began increasingly to affect the written texts. The
result is Late Egyptian, which took over many of
the functions of its predecessor. Late Egyptian, which
is the direct ancestor of Coptic, stands to Middle
Egyptian rather as Italian does to Latin, although pho-
netic changes are often concealed by the continuity of
the script. Word order is noticeably freer. The most
obvious innovations are in the verb, where the old
patterns are replaced by analytic expressions derived
from obsolescent verbal forms. This process — which is
strikingly similar to the development of modern En-
glish —leads to greater emphasis on time distinction and
modal subtleties. The number of compound ‘tenses’ in

such a system is almost limitless, although one distinc-
tion present in the last phase of Late Egyptian — that
between preterite and present perfect—is lost in Coptic.
One unusual feature of Late Egyptian is the existence of
a second series of tenses, which throw emphasis on an
adverbial adjunct. These may have originated in the
relative forms (‘what he heard (is) yesterday’ develop-
ing into ‘it was yesterday that he heard’). This system is
foreshadowed in Middle Egyptian, although the
details are not yet understood. The development of
the verbal system makes Coptic appear an SVO lan-
guage, although this is historically accidental. Coptic
also dispenses with most adjectives, the passive voice,
and most plurals, preferring stative paraphrases, using
active third-person plural constructions, and marking
the plural of nouns merely by the forms of the article,
possessive adjective, or demonstrative. Late Egyptian
contains many Semitic loanwords; Coptic, on the other
hand, is almost as full of Greek words as modern
English is of French or Latin.

Egyptian throughout its history deserves the epithet
lingua geometrica, given to it in the 19th century, when
the regularity and elegance of its constructions were
first appreciated. The following examples may illus-
trate this. (Egyptian is conventionally transliterated
into Romanized consonants.)

Middle Egyptian:

hn h3b.n wi  hm.f 7
arise+pa  send+pa me embodiment+his  to
K3s r sn-nw sp, ib.f

Cush  for two+ord occasion, heart+his

3w im.1 r bt nbt
content+stat  in+me  against thing  any+f/sg

‘As a result his majesty sent me to Nubia for a second
time, his heart being pleased with me more than
anything.’

Late Egyptian:

wn.in Pr-3 hr  h3b.i r
exist+pa contingency Pharaoh upon sending+me to
3 13 Nbs n  p3
the+m/sg land Nubian in the+m/sg
sp mb-sn, iw h3ty.f
time filling+two, situation heart+his
mtry im.i m st
content+stat in+me in abundance
Coptic:
d4yx00C N1 0Yd NNECNHY XE dNOK
NTUTTWE AN ENLY ETTAITEAOC, ELNUNZ
2NNNOBE N&200Y THPOY
afjoos nci oua nne snéu

pa+he+say+it namely one+m/sg of the+pl brother+pl
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je anok n ti m p Sa
saying myself not' 1/sg in the+m/sg value
an e nau e p angelos, eai

not> to look at thetm/sg angel, situation+pa-+I
onh hn n nobe na hoou térou

live in the+pl sin my+pl day  entirety+their

‘One of the brethren said, “For my part, I am not
worthy to see the angel, having lived in sin all my
days.”’
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‘Andean languages’ is a cover term for the native
indigenous languages spoken in the western part of
South America, more precisely in the Andean
mountain ranges and the adjacent Pacific coastal
strip. Genealogically, the Andean languages do not
constitute a unity. They comprise some language
families, most of which have a limited geographical
importance, as well as several linguistic isolates
(languages without proven relatives or languages
that have been left unclassified so far). An ‘Andean’
language family proposed by Greenberg (1987) cov-
ers only part of the Andean languages and has not
been generally accepted. From a typological point of
view, Andean languages are also highly diverse. Many
Andean languages have become extinct and cannot be
classified because of a lack of data.

From north to south, the following families and iso-
lates are encountered. In the northern and eastern parts
of the Colombian Andes, several languages belong
to the Chibchan family, which extends further into
Central America: Bari (Motilén; also in Venezuela),
Chimila, Cuna (Kuna), Damana, Ika (Aruaco), Kogui
(Cogui), and Tunebo (Uwa). The Muisca (Chibcha)
and Duit languages, which have been extinct since
the late 18th century, also belonged to the Chibchan
family. Muisca, originally spoken in the surroundings
of Bogota, was a language of administration during the
colonial period. Chibchan languages share a common
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lexical base, but are highly diverse structurally. Some of
them (Bari, Chimila) are tonal.

Chocoan, a small family comprising two lan-
guages, Waunana and Embera, has its largest con-
centration in the Pacific regions of Colombia and
Panama. It is one of the rare language groups in the
Americas featuring ergative case. The Embera, who
occupy an expanding territory, are locally known
under different names (Catio, Samba, Saija, etc.).

Cariban, a large family with its center of gravity
in the Amazonian region and in the Guyanas, is
represented in the northeast of Colombia and in adja-
cent Venezuela by Opoén-Carare (extinct), Yukpa
(Motilon), and Japreria. Several extinct languages
of the Magdalena valley received Cariban influence
(Muzo, Colima, Panche, Pijao), although their exact
classification remains undecided.

The Arawakan family, also one of the major
Amazonian groupings, is represented on the Guajira
peninsula, west of Lake Maracaibo, by two verb-
initial languages, Guajiro (Wayuu) and Paraujano
(AfiG), a rarity for the Andean region. The Guajiro,
with a population of about 300000, are one of the
fastest-growing indigenous groups in South America.
Two small families, both extinct — Timote-Cuica and
Jirajaran — were confined to the Venezuelan part of
the Andes and its Caribbean foothills.

In the southern Andes of Colombia and adjacent
Ecuador, the Barbacoan language family has five
living members: Cayapa (Cha’palaachi, Chachi),
Colorado (Tsafiki), Cuaiquer (Awa Pit), Guambiano,
and Totord. Several extinct languages (Cara, Pasto)
may have belonged to this family, which extended
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from the highlands to the Pacific Coast. In addition,
several linguistic isolates are found in southern
Colombia: Kamsa (Sibundoy), Paez (Nasa Yuwe),
and the extinct Yurumangui. On the coast of north-
western Ecuador, the extinct Esmeraldefio (Atacame)
language was also an isolate.

The central Andean region, which comprises the
highlands and coast of Ecuador, Peru, and Bolivia, as
well as northern Chile and northwestern Argentina, is
dominated by two language families: Quechua(n)
(see Quechua) and Aymaran (see Aymara). Both lan-
guage groups are very similar from a phonological and
structural point of view, and they share more than
20% of their lexicon. The Quechumaran hypothesis,
which rests on these similarities, assumes that the two
groups developed from a common source. However,
nearly all the similarities can be explained by intensive
contact (convergence), leaving the genealogical classi-
fication of both groups undecided. Quechua has
about 8 000 000 speakers and is divided into numer-
ous dialects with a limited degree of mutual intelligi-
bility. Its territory extends from southern Colombia to
northwestern Argentina with several interruptions.
Aymaran comprises two, possibly three languages:
Aymara (with over 2000000 speakers in Bolivia,
Chile, and Peru), Jagaru, and Cauqui (both in Peru).
The typically agglutinating (‘Altaic’) structure based
on suffixation of these languages has been considered
characteristic for Andean languages, but the other
languages in the region do not seem to share it in all
respects. The Uru-Chipaya family, with one surviving
language in Bolivia (Chipaya), has a different struc-
ture with some prefixation (along with suffixes) and
extensive gender agreement.

The remaining languages of the central Andean
region are all presumably extinct. They include
(partly) documented languages, such as Atacamefio
(in northern Chile), Mochica (on the coast of
northern Peru), and Puquina (in the border region
of Bolivia and Peru). Some Puquina vocabulary
(combined with Quechua morphology) survives in a
professional language used by the Callahuaya herb
doctors in Bolivia. Atacamefio (Kunza) and Mochica
are isolates, but Puquina may be distantly related
to Arawakan. There is ample evidence of other,
minimally documented languages: Panzaleo and the
Puruha-Caifiar group in highland Ecuador, the Tallan-
Sechura group (on the coast of northern Peru),
Chacha and Culli (in the highlands of northern Peru),
Quingnam (on the coast of central-northern
Peru), Diaguita (in northwestern Argentina and in
Chile), and Humahuaca (in northwestern Argentina).
In addition, in Argentina the Lule or Tonocoté lan-
guage (extinct but documented) presumably had its
origin in the Chaco region.

In the southern Andes, Mapuche (Mapudungun;
also known as Araucanian) is the native language
with the largest distribution. Originally the dominant
language of Chile, it is now confined to an area
in southern Chile (Biobio, Malleco, Cautin, Arauco,
etc.) and several locations in the Argentinian pampas
and in Patagonia. Its number of speakers may be close
to 500 000 (no reliable count is available). The closely
related Huilliche (Tsesungun) language, originally
spoken in Osorno Valdivia and on the isle of Chiloé,
is nearly extinct. Mapuche is an agglutinating, suf-
fixing language, as are Quechua and Aymara, but
it differs from these languages in that it has practi-
cally no nominal morphology. By contrast, its verbal
morphology is exceptionally rich. Some of its char-
acteristics (interdental consonants, lack of case, noun
incorporation) cause the Mapuche group to stand
alone among the Andean languages. It has no
known relatives. In the Argentinian region of Cuyo
(Mendoza, San Juan), the unrelated Huarpean group
(with the languages Allentiac and Millcayac) was
spoken until the 17th century.

In the southern tip of Chile, the isolates known
as Kawesqar (Qawasqar) or Alacaluf (in the
archipelago west of the mainland) and Yahgan or
Yamana (on the islands south of Tierra del Fuego)
are both close to extinction. A third language, Chono
(north of Kawesqar), has long been extinct. The Chon
family, which comprises Ona or Selknam (on Tierra
del Fuego), Tehuelche, Teushen, and Giiniina Yajich
(all in southern Argentina), is now only represented
by Tehuelche, which is also nearly extinct.

An issue under debate is the affiliation of languages
or language families situated on the eastern fringe
of the Andes. From a genealogical viewpoint, this
area is exceptionally diverse. Some of these languages
share characteristics with Amazonian groups (e.g.,
‘Amazonian’ classifiers, extensive prefixation, loose
morphology, rich vowel systems, nasal harmony),
whereas others are closer to Andean languages and
seem to have had some relationship to the languages
spoken in the highlands. Among the latter are Betoi
and Cofan in Colombia (the latter also in Ecuador),
the Jivaroan languages and the Candoshi group (in
Ecuador and northern Peru), the Cahuapanan and
Hibito-Cholén groups (in northern Peru), and a series
of isolates on the Andean slopes of northern and
eastern Bolivia (Leco, Mosetén, Movima, Yuracaré).
Amuesha (Yanesha) found in Peru is an Arawakan
language with a heavy Quechua admixture.

Because of massive language extinction, many
Andean languages have disappeared during the last
500 years, leaving an incomplete picture of the origi-
nal situation. It is not easy to link known languages to
specific cultures established by archaeologists. Most
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of the extinct languages were replaced by expanding
local languages, such as Quechua, Aymara, and
Mapuche, or by Spanish (now spoken by a majority
of the population).
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Arabic is the official language of 21 countries in the
Middle East and North Africa, from Oman in the east
to Mauritania in the west. This includes Israel, where
Arabic is, after Hebrew, the second official language.
Significant Arab minorities exist in Iran, Turkey,
Chad, and Nigeria, as well as in western Europe and
the Americas. With approximately 280 million native
speakers, Arabic is by far the largest living represen-
tative of the Semitic language family. Because it is the
language of the Koran and thus the liturgical lan-
guage of Islam, Arabic also plays an important role
for more than 1 billion Muslims worldwide.

History of the Language

Arabic is an offshoot of the Semitic branch of the
Afro-Asiatic languages. According to the traditional
classification of Semitic, Arabic is part of its southern
subdivision and grouped with Ethiopic and South
Arabian (by stressing the common p > f shift and
the internal plurals). In the 1970s, Hetzron pro-
posed placing Arabic with Aramaic and Canaanite in
a ‘Central Semitic’ group (stressing the imperfect pat-
tern and the ¢ as a marker for the first- and second-
person singular perfect). The problem of the affiliation
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of Arabic within the Semitic languages continues to
be discussed (see Faber, 1997).

Although people labeled Arabs are attested as early
as the 9th century B.CE. in Assyrian sources, the histo-
ry and development of their language before the
emergence of Islam, 1.5 millennia later, is largely
unkown. Doubtless Arabic originated in the central
and northern parts of the Arabian peninsula,
later spreading northward to the edges of the Fertile
Crescent. The first evidence of a language akin to
Arabic are the so-called Ancient North Arabian
inscriptions (5th century B.C.E. to approx. 4th century
C.E.): these consist of thousands of short, and there-
fore linguistically scarcely informative, graffiti in a
script derived from the South Arabian writing system
and found mainly in western Arabia and southern
Syria. There are traces of Arabic in the Aramaic
inscriptions of the Nabateans and Palmyrenes — both
certainly Arab people. Textual evidence of pre-Islamic
Arabic is also found in a handful of inscriptions in
early Arabic script from the 2nd to 6th centuries CE.

Our richest source of pre-Islamic Arabic is a large
corpus of orally transmitted poetry from the 6th
and 7th centuries CE., later compiled by Arab philol-
ogists. The language of these poems and, although
not exactly identical to theirs, that of the Koran (pro-
claimed by Muhammad between circa 610 and
632) is usually termed ‘Old Arabic.’ These texts,
although a kind of poetic koiné, contain phonetical,
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morphological, and lexical inconsistencies that reflect
the actual dialectal differences between the spoken
tribal vernaculars of the era (on these, see Rabin,
1951).

The expansion of Arab territory during the Islamic
conquests (7th—-8th centuries) made Arabic the lan-
guage of communication, administration, and liturgy
for an empire that stretched from central Asia to the
Atlantic. The form of Arabic described, systematized,
and canonized by the Arab grammarians and lexico-
graphers between the 8th and 10th centuries is called
Classical Arabic (CA). It remains the only universal-
ly accepted standard of the language. During the
Golden Age of the Abbasid caliphate (9th-10th cen-
turies) CA became the linguistic vehicle of a highly
developed civilization that brought forth a rich litera-
ture, including belles-lettres and religious and scien-
tific works. The hegemony of Arabic during the
Middle Ages, and its prestige as the ‘sacred’ language
in which the holy book of the Koran had been re-
vealed to humankind, have influenced the languages
of all Muslim people, written and unwritten. Thus,
the lexicon of languages such as Persian (Western
Farsi), Urdu, Turkish, or Swabhili include numerous
CA words. In many Muslim countries, Arabic has
continued to be the language of religious treatises,
and the teaching of it forms part of school curricula.

The Present Situation
Modern Standard Arabic

During Ottoman rule over most parts of the Arab
world (from the 16th century onward), Arabic stag-
nated linguistically and literarily. Thus, in the early
19th century, when Arab intellectuals began to ‘dis-
cover the West” and to translate European works into
Arabic, they soon recognized its lexical shortcomings.
This was the starting point of Modern Standard
Arabic (MSA). MSA is practically identical in pho-
nology, morphology, and syntax to CA, but it exhibits
major differences from it in lexicon, phraseology,
and style. After World War I, the modernization
of Arabic continued in the language academies of
Damascus, Cairo, and other capitals, which coined
and still are coining thousands of neologisms. But not
all the problems have been solved and, particularly
in technical and scientific terminology, Arabic has
not yet reached the standard of European lan-
guages. Competition among the academies frequently
resulted in several terms for one and the same thing,
and many academic neologisms have not been accept-
ed by the speech community, which often prefers a
loanword from English or French. In the standard
language, loans play a remarkably minor role, but

the phraseology and style of MSA is deeply influenced
by English (and in the Maghreb by French), above all
in the language of the media. Thus, it is justified to
call MSA a register of Arabic clearly differentiated
from the classical language. The importance of MSA
is that, as the only accepted medium of written and
formal oral communication, it constitutes the tie that
linguistically binds the Arab world together. Howev-
er, MSA has to be learned in school because the native
tongue of every Arabic speaker remains his or her
local dialect as used in everyday life by all social
strata. Therefore, MSA is almost completely limited
to written use and to highly formal speech (news,
official speeches, and academic discourse). Actually,
this diglossic situation has been inherent in Arabic
for at least the past millennium. The two linguistic
layers are, of course, in a state of permanent mutual
influence, and between the extremes of ‘pure stan-
dard’ and ‘plain colloquial’ Arabic are levels such as
‘educated colloquial.” During the past decades, active
and, especially, passive knowledge of MSA has signif-
icantly increased because of better education and
the media. This trend was recently reinforced by the
establishment of pan-Arabic satellite channels, which
enjoy great popularity. Thus, even if MSA remains
restricted to the domain of written and formal speech,
a continually growing portion of the speech commu-
nity will be able to participate in it.

Arabic Dialects

The various dialects belong to a language type called
‘New Arabic,” whereas both CA and (in spite of its
label ‘modern’) present-day MSA are ‘Old Arabic.’
The term ‘Middle Arabic’ does not denote, as we
might assume, an intermediate chronological stage
but a form of written Arabic exhibiting deviations
from the standard norm due to the influence of
‘New Arabic’, (i.e., the dialects; see Veerstegh, 1997:
114-129).

Although there are numerous typological differ-
ences, it is widely accepted, especially among Arabic
speakers themselves, that the distinction between Old
and New Arabic is the presence or absence of the case
and mood endings (in Arabic, *i‘rab). The question of
when and how the transformation from the old to the
new type of Arabic happened is one of the most
intriguing and discussed issues of Arabic studies
(good summaries are Holes, 1995: 7-14; Versteegh,
1997: 93-113). There are indications from inscrip-
tions that in the speech of the Nabateans the case
system may have broken down as early as the 1st
century CE. If this is true, the new type of Arabic
would have been spread along the trade routes of
northern and western Arabia before the rise of Islam.
Nevertheless, it seems very likely that in the time of
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Muhammad the structure of everyday Arabic was not
identical, but quite close, to the language of the poetry
and the Koran. Only the social and political turmoils
during and after the conquests resulted in a rapid shift
to New Arabic. It should be emphasized, however,
that Arabic developed along a line of internal linguis-
tic trends common to all modern Semitic languages
and clearly traceable before that time. The argument,
often urged by the Arabs themselves, that these
changes were mainly caused by so many non-Arabs
using Arabic must be rejected.

The new type of Arabic spread among the urban
centers of the Fertile Crescent and Egypt (the coun-
tryside had not yet been Arabicized) in the aftermath
of the conquests. The language of the Bedouins,
however, was not, or was only slightly, affected by
these changes until approximately 2 centuries later.
Ferguson (1959) explained the relative homogeneity
of the urban dialects by the existence of a single koiné
in the 7th-8th centuries. Although this theory is not
tenable in its entirety, it was the starting point of a
fruitful scientific discussion. From the present point
of view, it seems very likely that the resemblances
among the urban dialects are the consequence of con-
tinous convergence and the mutual leveling of several
regional koinai (see the summary in Miller, 1986).

The greatest typological differences are found be-
tween the sedentary (urban and rural) dialects and the
Bedouin dialects. Thus, the speech of a sedentary
Bedouin living in the outskirts of Tunis, for example,
typically is closer to that of a Bedouin of Mauritania
living 2000 miles away than it is to the speech of his
neighbors speaking the dialect of the city of Tunis.
Another sharp division separates the North African or
Maghrebi dialects (including Maltese) west of Egypt
from those to the east. The eastern dialects themselves
can be divided into four large groups: (1) Arabian
Peninsula, (2) Mesopotamia, (3) Syria and Palestine,
and (4) Egypt, Sudan, and Chad (see Fischer
and Jastrow, 1980). Audio files of a great number of
dialects are available on the Semitic Sound Archive
website of the University of Heidelberg.

Table 1 The consonants of standard Arabic

Structure of Arabic
Phonology

The Arabic vowel system consists of three vowels
/a, i, u/, with a phonemic contrast of short and
long, for example, [mudi:runa:] ‘our director’ versus
[mudirumna:] ‘our directors’. In contrast to this
relatively small number of vowels, Arabic possesses
28 consonant phonemes (see Table 1), also with a pho-
nemic short-long contrast, for example, [hamam]
‘pigeons’ versus [ham:amm] ‘bath’ (as is usual, isolated
Arabic nouns are cited without their case endings).
The characteristic sound of Arabic is created mainly
by a couple of consonants articulated in the velar and
postvelar regions of the vocal tract and by the four
velarized (also called ‘emphatic’) consonants that also
have a lowering effect on adjacent vowels.

The realization of the consonant phonemes in MSA
reflects almost completely the situation of Old Arabic.
Exceptions are j [d3] (z), which was most probably
pronounced [3], and the somewhat problematic
sound d [¢] (o2). There is an ongoing discussion on
the original pronunciation of this consonant, which
was so characteristic that Arabic was even called ‘the
language of the letter dad’ (lughat ad-dad). Most
likely it was either a velarized lateral fricative [4] or
a lateralized variety of d [d'] (the latter perhaps
reflected in such Spanish loans from Arabic as alcalde
< ’al-gads ‘the judge’).

The present-day standard pronunciation of the
consonants shows no regional variations other than
the sound 9 [®] (&), which in many countries (e.g.,
Syria and Egypt) is pronounced z [#].

Except in religious utterances (i.e., the recitation of
the Koran), other alterations are widely accepted,
which make it quite easy to recognize the country of
a given news broadcast. The most striking among
these is the replacement of [d3] by [g] in Egypt or by
[3] in the Levant and large parts of North Africa.

The syllabic structure of CA is restricted to three
types: CV, CVi, and CVC (under certain conditions
also Ca:C/CayC). However, in MSA final short

Bilabial Labiodental Dental|Alveolar|Postalveolar Palatal Velar Uvular Pharyngeal Glottal
Plosive b tded k q ?
Nasal m n
Trill r
Fricative f 008 |ss z (2)?|[d3 Xy h§ h
Approximant v i
Lateral approximant 1

2The sound /z/ is used in some countries (e.g., Egypt, Syria, and Lebanon) instead of 3.
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vowels are often omitted, so CV:C and CVCC are
also found. An Arabic word cannot begin with a
vowel, and two vowels must be separated by no
fewer than one consonant but by no more than two
consonants.

Phonology of the Dialects Leaving aside the lexicon,
the greatest difference among Arabic dialects is in
phonology. The following summary provides only a
general overview. In all modern dialects (with negligi-
ble exceptions in Yemen) the non-initial [?] is lost and
the two sounds @ (&) and d (b2) are mingled into one
sound [®]. The consonants that most frequently ex-
hibit changes compared to CA are (1) the three inter-
dental fricatives [d], [0], and [®] that, in the majority
of the sedentary dialects, have been shifted to
corresponding postdental stops (i.e., [d], [t], [€]); (2)
the affricate [d3], which is pronounced [3] in Central
Arabia and the Sudan, [3] in large parts of North
Africa and the Levant, [g] in Lower Egypt, and [j]
along the Arab Gulf; and (3) the reflexes of CA g
(usually indicates whether a dialect is of the Bedouin
or the sedentary type), which in Bedouin dialects has
a voiced pronunciation ([g], [dz], [d3]) but in seden-
tary dialects is usually unvoiced ([q] or, as a typical
urban phenomenon, [?]).

Excluding the few that have been lengthened, all
final short vowels of CA have been lost. There is
also an almost universal tendency toward eliding
unstressed short vowels (especially [i] and [u]) in
open syllables (e.g., Cairo (Egyptian Spoken Arabic):
[’[irib] ‘he drank’ versus [’[irbu] ‘they drank’). Many
sedentary dialects exhibit a reduction of the inventory
of short vowels from three to two (either a/o or u/s),
whereas the majority of both Bedouin and sedentary
dialects have developed a system of five long vowels
[az, €1, i1, 01, uz] as a result of the monophthongization
of [ai] > [e:] and [au] > [o1].

Morphology

Derivational Morphology In all layers of Arabic,
the bulk of the vocabulary is built on the principle
of root and pattern. To express certain semantic terms
(i.e., words), a purely consonantal root carrying the
basic semantic information is combined with a limited
set of patterns using a fixed sequence of consonants,
vowels, and optional prefixes and suffixes. Most of
the roots consist of three consonants called radicals.
Those with four consonants are by no means rare,
but are often merely extensions of triconsonantal
roots. A few words of the most elementary vocabu-
lary have only two radicals, for example, ‘ab ‘father’,
yad ‘hand’, and ma’ ‘water’. Such words, and the
numerous instances of triconsonantal roots with two

common radicals expressing similar semantic con-
cepts, have fueled speculations that the original sys-
tem was built on a biconsonantal root system.

Many patterns are semantically and morphologi-
cally ambiguous; that is, one and the same pattern can
serve for different semantic concepts and can be used
for both verbs and nouns and for both singular and
plural. Nevertheless, there are also patterns that are
used exclusively for verbs or for certain semantic or
morphological classes.

® CuCayC is the pattern of diminutives, for example,
kuwayt ‘small fortress’.

e maCCaC/-a is used for nouns of place, for example,
maktab ‘office’, maktaba ‘library’ (root k-t-b
‘writing’).

® miCCaC/miCCacC is used for instruments, for ex-
ample, mis‘ad ‘elevator’ (root s-*-d ‘ascending’),
miftah ‘key’ (root f-t-h ‘opening’).

® CaCCacC denotes professions, for example, jazzar
‘butcher’ (root j-z-r ‘slaughtering’).

® CaCCacCa is used for professions of females and
instruments, for example, ghassila ‘washer-
woman, washing machine’ (root gh-s-I ‘washing’),
barrada ‘refrigerator’ (root b-r-d ‘cold’).

As can be seen from mis‘ad and barrada, the system
of derivation is widely used for the creation of neolo-
gisms. Although noun patterns are quite numerous
(approximately 90 in CA) and are mostly not clearly
related to semantic classes, the derivation of verbs is
practically limited to 10 stems for triconsonantal
roots and two for quadriconsonantal roots. Each
stem has a set of five patterns reserved for the perfect
and imperfect base, for the active and passive partici-
ple, and for a verbal noun (also called infinitive,
lexicalized, i.e., not predictable, in stem I). As is
shown in Table 2, certain functions can generally
be attributed to each verb stem, although in detail
the situation is highly complex (see the overview in
Cuvalay-Haak, 1997: 95-108).

The principle is exemplified by the root g-#* ‘cut-
ting’.

I: gata*-a ‘to cut (in two)’.

II: gatta‘-a ‘to cut into pieces’.

III: gata‘-a ‘to dissociate’.

IV: ’agta‘“-a ‘to make cut’.

V: taqatta‘-a ‘to be cut off’.

VI: tagata‘-a ‘to break off mutual relations’.
VIL: “ingata‘-a ‘to be cut off’.

VIII: *igtata‘-a ‘to take a part’.

Note that no root is combined with all 10 stems.
The root-pattern system of derivation is responsi-

ble for the remarkable uniformity of the Arabic lexi-

con. Only a very few types of roots, above all those
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Table 2 Stems of triconsonantal verbs in Standard Arabic

Stem Perfect Imperfect Verbal noun Active participle? General functions Frequency/MSAP
| CaCVC- ya-CCVC- cvcce/evevcee CacCicC- basic 40.07%
1] CaCCaC- yu-CaCCiC- taCCiC- muCaCCiC- causative/intensive 14.28%
1] CaCaC- yu-CacCiC- muCaCaC-at-? muCaC:C conative and others 5.14%
\Y ‘aCCaC- yu-CCiC- 'icCacC:C muCCiC- causative/factitive 10.56%
\Y taCaCCaC- ya-taCaCCaC- taCaCCuC- mutaCaCCiC- reflexive/passive 10.80%
VI taCaCaC- ya-taCaCaC- taCaCuC- mutaCacCiC- reciprocal 4.44%
\i ‘inCaCaC- ya-nCaCiC- 'inCiCaC- munCacCiC- intransitive/passive 2.93%
VIl ‘iCtaCaC- ya-CtaCiC- 'iCtiCaC- muCtaCiC- reflexive 6.94%
IX 'iCCaCC- ya-CCaCC- ‘iCCiCaC- muCCaCC- colors® 0.19%
X ‘istaCCaC- ya-staCCiC- 'istiCCacC- mustaCCiC- reflexive and others 4.67%

2The passive participle has an a instead of i in the last syllable, except in stem |, where the pattern maCCuC-is used.
bRelative frequency of the stems in a modern dictionary; from Cuvalay-Haak (1997: 88).
°Both occur also with the suffix-at, there are numerous other patterns, in CA approximately 40.

9And CiCaC-.
°For instance 'ihmarr-a ‘to be red, to blush’.

containing the two weak consonants w and v, cause
changes in most patterns; but, because even these
follow certain rules, Arabic morphology is almost
completely free of irregularities.

Noun Inflection The class of nouns comprises sub-
stantives, adjectives, and numerals; the categories gen-
der, number, definiteness/indefiniteness, and case are
differentiated. Arabic has two genders, masculine and
feminine, the latter marked usually by the suffix-a()
and in some noun patterns by -3’/-a. Among the un-
marked feminines are nouns denoting beings of the
female sex (e.g., ‘umum ‘mother’), paired parts of
the body (e.g., ‘ayn ‘eye’), and some basic concepts of
nature (e.g., ‘ard ‘earth’, shams ‘sun’, and nar ‘fire’).

The number system is trifold: singular (unmarked),
dual (suffix -ani), and plural. The plural is formed
either by suffixation (MASCPL -##72a; FEM PL -df) or more
frequently by a complete restructuring of the word
(thus the term internal or ‘broken’ plural), for exam-
ple, bayt ‘house’, buyit ‘houses’; kitab ‘book’, kutub
‘books’; miftah ‘key’, mafatih ‘keys’. A number of
patterns (especially those containing three vowels)
are restricted to plurals, but many others are used
for both numbers; the pattern CiCaC, for instance,
is singular in kitab ‘book’, but plural in jibal ‘moun-
tains’ (for broken plurals see, Murtonen, 1964).
Indefiniteness is usually expressed by a final -1, for
example, bayt-u-n ‘a house’; definiteness is usually
expressed by the proclitic article “al- (assimilated to
dentals, sibilants, 7, and 7), by a pronominal suffix, or
by a following genitive, for example, “al-bayt-u ‘the
house’, bayt-u-na ‘our house’, bayt-u hasan-i-n
‘Hasan’s house’.

Arabic has the three cases, nominative, genitive,
and accusative, which are differentiated in the singu-
lar and in broken plurals by declensions marked by

the final vowel, for example, NoM ’al-bint-u, GEN ’al-
bint-i, AcC “al-bint-a ‘the girl’. The dual and external
plural have common forms for the genitive and accu-
sative (DUAL -ayni, MASCPL -ind, FEMPL-dt-i-n), a feature
that is shared by a second (called ‘diptote’) type of
declension (NOM -u, GEN/ACC -a) used primarily in
female or foreign personal names and in certain plural
patterns (in indefinite status).

Pronouns In pronouns, and hence in verbal inflec-
tion, Arabic distinguishes between masculine and
feminine in all but the first person and the dual (see
Table 3). Independent personal pronouns exist only in
the nominative; for the other cases, suffixed forms are
used, for example, ‘anti marid-at-u-n ‘you (FEM SING)
are ill’; bayt-u-ki ‘your (Fim SING) house’, gabbala-ki
‘he kissed you (FEM SING)’.

The relative pronouns and the two sets of de-
monstrative pronouns (for near and far deixis) also
differentiate gender and number.

Verb Inflection Arabic has a twofold system for the
inflection of finite verbs: a suffix-based conjugation,
traditionally called ‘perfect’, and a prefix-based
conjugation, called ‘imperfect’. For both of these
bases, a second set of vowel patterns exists to form a
passive voice, for example, in stem I darab-a ‘he hit’
versus durib-a ‘he was hit’; ya-drib-u ‘he hits’ versus
yu-drab-u ‘he is hit’. Usually the passive is used when
the agent of a sentence is not mentioned or to
express impersonality, for example, ya-dkbul-u ‘he
enters’ versus yu-dkhal-u ‘one enters’.

The imperfect has four moods, morphologically
marked by different suffixes (the examples in par-
entheses are the forms of ‘to write’ in third-
person singular masculine): indicative (ya-ktub-u),
subjunctive (ya-ktub-a), jussive (ya-ktub-OJ), and
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Table 3 Personal pronouns
Singular Dual Plural
Independent Suffixed Independent Suffixed Independent Suffixed
1 ‘ana -nf |-1# nahnu -na
2 mAsc ‘anta -ka ‘antuma -kuma ‘antum -kum
3 FEM ‘anti -ki ‘antuma -kuma ‘antunna -kunna
3 MASC huwa -ha/-ht huma -huma/-hima hum -hum/-him
3 FEM hiya -ha huma -huma/-hima hunna -hunna/-hinna

2-nris used with verbs,-7 with nouns and prepositions.

the so-called energetic (ya-ktub-anna), which is used
in CA to express very strong assertions but is
almost obsolete in MSA. The imperative is basically
a subset of the jussive without prefixes. The verb
conjugation expresses person, gender, and number.
The system is, except for an additional dual for
third-person feminine, analogous to the pronouns
given in Table 3.

Morphology of the Dialects Generally speaking, no
radical structural changes appear in the morphology
of the dialects as compared to CA. Morphological
derivation by applying the principle of root and pat-
tern has been slightly simplified (there are fewer pat-
terns compared to CA), but has remained productive.
The most striking morphological difference between
CA/MSA and all dialects is the lack of a case system.
The indefinite marker -# has not survived except in
some Bedouin dialects where it is found in a few
syntactical positions such as attribution (e.g., North
Syrian Bedouin: bét-in chibir ‘a big house’). Some
dialects (e.g., Iraqi), however, have developed an
indefinite article.

All dialects lack dual forms of the pronouns and
verbs, and most sedentary dialects have given up
gender distinctions in the plural and those in North
Africa no longer have gender distinctions in the
second-person singular, as well. Together with
nouns, the category dual is fully productive in the
east, but in the sedentary dialects west of Egypt the
dual is usually expressed by the numeral ‘two’ fol-
lowed by a noun in the plural.

For the verbs, the perfect conjugation has not
changed significantly. In the imperfect, however, the
category mood is not expressed by internal inflection
(a result of the loss of final short vowels) but, instead,
where not completely obsolete, by modifiers prefixed
to the verb. For example, in Damascus b-yashrab ‘he
drinks’ roughly corresponds to the indicative and
yashrab to the subjunctive/jussive. The formation of
an internal passive voice seems to be limited to a few
Bedouin dialects. In other dialects, certain verbal

stems (especially VII and VIII) are used to express
passive voice, for example, Damascus: habas ‘he im-
prisoned’ (stem I) versus nhabas ‘he was imprisoned’
(stem VII).

Syntax

Tense and Aspect The verbal system of Arabic can
be described as a combination of aspect and time
reference. The suffix conjugation (called ‘perfect’)
serves for the past and for the perfective (completed/
factual) aspect, and the prefix conjugation serves for
the nonpast (present/future) and for the imperfective
(noncompleted/ongoing) aspect, including habitual-
ity, continuousness, and progressivity. An exception
is the combination of the negation lam and the jussive
mood, which indicates the negation of the perfect
(e.g., lam ya-kiub ‘he has not written’).

The Arabic tense system is to a high degree a
relative one. In main clauses, the temporal reference
point is usually the moment of speaking, whereas in
complement clauses the time has to be derived by
reference from the main verb. Verbs in the perfect
are also used in conditional clauses, in wishes and
curses, and for assertions of factuality:

Allah-u ‘azz-a wa-jall-a
God-NoMm  was.mighty-PERF  and-was.sublime-PERF
‘God, he is mighty and sublime’

Participles do not mark any particular time reference,
but frequently serve for a resultant aspect; that is,
they describe an action that bears relevance to the
moment of speaking.

Word Order The basic neutral word order of Arabic
is VSO, but thematization of the subject is achieved
by SVO. The latter therefore is not possible if the
subject is indefinite, in which case sometimes also
VOS appears.

The foreground/background distinction also influ-
ences word order. Generally VS is used for foreground
information and events, and SV for background in-
formation and descriptions.
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An adjectival attribute follows its head noun and
agrees with it in case, in definiteness, and — with
restrictions — in gender and number:

bayt-u-n kabir-u-n
house.MASC.SING-NOM- big.MASC.SING-NOM-
INDEF INDEF
‘a big house’
fi l-qal‘-at-i l-kabir-at-i
in the.DEF-fortress.SING-FEM-  the.DEF-big.SING-FEM-
GEN GEN

‘in the big fortress’

Nominal annexations are in the genitive case and
follow the head noun, which is morphologically de-
termined (i.e., in the so-called status constructus).
Indefinite/definite is therefore indicated solely by the
noun annexed to it, for example, bab-u bayt-in ‘a
door of a house’ versus bab-u I-bayt-i ‘the door of
the house’. Although the number of annexations is
theoretically unrestricted, there can be only one head
noun. In phrases such as ‘the director and the teachers
of the school’ the second head noun follows the
genitive and takes a suffix referring to it:

mudir-u I-madras-at-i  wa-mu‘allim-i-ha
director.MASC-  the-school- and-teachers-
NOM FEM-GEN NOM-PL-her.FEM

‘the director and the teachers of the school’

Under the influence of European languages, this rule
is frequently ignored in MSA.

Agreement Strict agreement in gender and number
exists only in the singular. Nouns in the plural agree
with feminine singular unless they denote human
beings.

kutub-u-n qayyim-at-u-n

books.MASC.PL-NOM- precious-FEM.SING-NOM-
INDEF INDEF

‘precious books’

rijal-u-n kiram-u-n

mMen.MASC.PL-NOM- generous.MASC.PL-NOM-
INDEF INDEF

‘generous men’

>ar-rijal-u katab-a

the-men.MASC.PL-NOM.DEF  wrote-MASC.PL

‘the men wrote’

’al-banat-u dahik-na
the-girls.FEM.PL-NOM.DEF  laughed-FEM.PL
‘the girls laughed’

However, if the verb precedes its nominal subject,
it agrees in gender but not in number:

katab-a
wrote-MASC.SING
‘the men wrote’
dahik-at-i
laughed-FEM.SING
‘the girls laughed’

r-rijal-u
the-men.MASC.PL-NOM.DEF

l-banat-u
the-girls.FEM.PL-NOM.DEF

A special case of agreement occurs with the cardi-
nal numbers from 3 to 10, which take the opposite
gender of the counted noun’s singular, itself added in
the genitive plural:

khams-u sanaw-at-i-n [san-at-u-n]

five.masc- years-PL-GEN- [year-FEM.SING-NOM-
NOM INDEF INDEF]

“five years’

khams-at-u  ’ayyam-i-n [yawm-u-n]

five-FEM- days.PL-GEN-INDEF  [day.MASC.SING-
NOM NOM-INDEE]|

‘five days’

Equational Sentences Positive equational sentences
in the present have no copula:

’al-bayt-u kabir-u-n

the-house.MASC.SING- big.MASC.SING-NOM-
NOM.DEF INDEF

‘the house is big’

’anti tabib-at-u-n

YOU.FEM.SING.NOM  physician-FEM.SING-NOM-INDEF
‘you (FEM) are a physician’

For the negated present, the special verb laysa ‘to
be not’ is used; in all other cases, appropriate forms of
the verb kan-a ‘to be’ appear. Both verbs exhibit the
pecularity that their nominal complement is in the
accusative:

kabir-a-n
big-ACC-INDEF

’al-bayt-u laysa/kana
the-house-NoM  is-not/was
‘the house is not/was big’

Subordination Temporal, final, causative, and other
clauses are usually introduced by subordinating con-
junctions such as lamma ‘when’, li- ‘in order to’, and
li-’anna ‘because’.

Constructions with the conjunction wa- ‘and’ are
frequently used to express simultaneousness of
actions or events (in Arabic, called hal, ‘circumstance’
sentence):

dakhal-a l-ghurfata
entered.PAST-3.SING  the-room
wa-huwa  yadhak-u

and-bhe laughs.PRES-INDIC

‘he entered the room laughing’

Relative Clauses In Arabic, relative clauses are com-
plete sentences that are normally linked to their head
by a personal pronoun referring to it. A relative pro-
noun, which agrees in number and gender, is used
only if the head is definite:

’al-bint-u latt hiya faqir-at-un
the-girl-NOM REL.PRON.  she  poor
SING.FEM

‘the girl who is poor’
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’al-bint-u  lati ra’ay-tu-ha  ’amsi

the-girl-  REL.PRON.  saw-1.SING- yesterday
NOM SING.FEM her.acc

‘the girl whom I saw yesterday’

’al-bint-u lati mat-at

the-girl-NOM  REL.PRON.SING.FEM died-3.FEM

’umm-u-ha

mother-NoM-her.GEN

‘the girl whose mother has died’

bint-u-n mat-at ’umm-u-ha
girl-NOM-INDEF ~ died-3.FEM mother-Nom-her.GEN
‘a girl whose mother has died’

Syntax of the Dialects In principle, most dialects
have preserved the combined time aspect system, al-
though there are tendencies toward a stricter tense
system (perfect for past, imperfect for nonpast). Fre-
quently found as a discourse mechanism, however, is
the narrative imperfect, in which a single past-time
reference gives the frame for a following series of
imperfective verb forms describing past actions or
events. The perfect aspect expressed by the participle
has become a well-established category in many,
particularly eastern, dialects.

A great variety of auxiliary verbs (also called aspec-
tualizers) exists for emphasizing punctual, durative,
ingressive, progressive, and other aspects (see, for
Cairo, Eisele, 1999).

Regarding word order, recent studies (Dahlgren,
1998; Brustad, 2000) have shown that the alleged
preference of the dialects for SV order is true only
for some urban dialects. On the whole, the same
principles of thematization and foreground/back-
ground distinction obtain in the spoken vernaculars:
“VSO represents the dominant typology in event nar-
ration, while SVO functions as topic-prominent ty-
pology that is used to describe and converse”
(Brustad, 2000: 361). Particularly in dialogs, OVS is
very frequent in topic-prominent structures, in which
case a pronominal suffix has to mark the original
place of the object, for example, in the Cairene dialect:

ukht-ak shuf-t-aha
sister-your  saw-1.SING-her
‘I saw your sister yesterday’

mbarih
yesterday

Agreement of nonhuman plural with feminine sin-
gular is possible, but in nearly all dialects ‘logical’
agreement is widely found. In the dialect of Damas-
cus, both of the following phrases are equally accept-
able: byt zghire ~ bynt zghar ‘small houses’. Which
of the two is used depends on semantic, idiomatic, and
stylistic features insufficiently investigated in detail. In
general, the word order has no influence on agree-
ment; that is, a verb usually agrees with its nominal

subject in number whether the noun precedes or
follows the verb.

Many dialects have developed so-called ‘genitive
exponents,” particles that are used under certain con-
ditions for an analytic linking of two nouns or a noun
and a pronoun suffix instead of a direct annexation.
For example, in Arab Gulf dialect:

méz  mal ta‘am
table GENPRT meal
‘dining table’

and in Cairo dialect:

bita‘-i
GEN PRT-my

il-basbor
the-passport
‘my passport’

Etymologically most of these particles can be
traced back to a word meaning ‘property’ or ‘right’.
The choice whether an analytic or a synthetic con-
struction is preferred depends on stylistic, semantic,
and syntactical principles (Eksell Harning, 1980).
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In some languages, words are constructed or partially
constructed not through the concatenation of linearly
separable morphemes (e.g., English un-accept-able),
but by the interdigitation of morphological forms
which individually do not constitute self-standing pho-
nological wholes. This type of morphology is variably
termed in the literature introflectional, nonconcatena-
tive (McCarthy, 1981), or transfixing (Bauer, 2003). It
is a pervasive feature of the Semitic languages, and is
particularly highly developed in Arabic. A simple ex-
ample of introflection in Arabic is provided by katab
‘wrote,” consisting of the root k-t-b {write}, the tem-
plate CVCVC {PERF} and the vocalic melody a-a
{ACT}.

Although introflection is a central feature of Arabic,
most inflectional and some derivational categories are
expressed through affixation; many derivational cat-
egories, which are expressed principally by introflec-
tion, take complementary prefixes or, less commonly,
suffixes. This entry focuses on the morphology of Mod-
ern Standard Arabic, the formal written-based variety
of the language, although many of the features outlined
here are also found in the hundreds of Arabic dialects
identifiable across the Arab world. The entry deals first
with introflecting morphology in Arabic, sometimes in
combination with affixation, and goes on to consider
how introflection interacts with inflecting morphology.

Root and Pattern

Basic noun and verb stems in Arabic comprise a
consonantal root and a pattern. The pattern can be
further divided into two elements — a prosodic template
and a vocalic melody. Most consonantal roots are tri-
literal. The root prototypically expresses the content

meaning of the word, the pattern functional meaning.
The association of the consonantal root and vocalic
melody with the prosodic template is illustrated for
the verb stem katab ‘wrote. ACT in Figure 1.

The consonantal root is always fully independent of
the prosodic template; the vocalic melody, by contrast,
shows independence for relatively few morphological
categories; such examples include katab ‘wrote. ACT’
versus kutib ‘wrote.PASS’ in which the vocalic melody
alone expresses voice. However, in the word §ilaaj
‘healing; treatment,” which comprises the consonantal
root §-I-j {heal; treat}, the prosodic template CVCVVC,
and the vocalic melody i-a, the combination of the
latter two expresses the category of verbal noun, rather
than either the prosodic template or the vocalic melody
independently.

Verbal Morphology

As illustrated in Table 1, Modern Standard Arabic
has one basic verb form (form I) and nine derived
forms (forms II-X), each of which typically imposes
a more specific sense on that of the basic form: forms
IT, I, and IV are derived from form I by extension of

=

a
v C v C

|

t b
n

Figure 1 Association of consonantal root and vocalic melody.
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Table 1 Verb forms I-X
Typical meaning extension Form PERFACT  Gloss PERF PASS IMPERFACT  IMPERF PASS
| katab write kutib yaktub yuktab
causative I kattab make s.o. write kuttib yukattib yukattab
attempt 1] kaatab correspond with s.o. kuutib yukaatib yukaatab
causative \% ?aktab dictate ?uktib yuktib yuktab
reflexive of Il Vv takattab NA tukuttib yatakattab yutakattab
reflexive of Il Vi takaatab write to e.o. tukuutib yatakaatab yutakaatab
medio-passive Vil inkatab subscribe unkutib yankatib yunkatab
reflexive Vil iktatab be recorded uktutib yaktatib yuktatab
be/come a color/defect (e.g., red/lame) IX iktabb NA uktibb yaktibb yuktabb
reflexive of IV X istaktab ask s.o0. to write ustuktib yastaktib yustaktab
the stem; forms Vand VI are derived by prefixation of =~ Table 2 Active and passive participles
ta- to forms H.and 1, respectlvdy. Eorms VILIX,and . PARTACT PART PASS
X involve various types of prefixation, and form VIII
is derived from form I by infixation of ¢ after the left- 1l mukattib mukattab
most root consonant. No consonantal root in Mod- :U m“::?:t'b m“tfa;ab
. muktl mukta
ern Standard Arabic has all ten verb forms, and a few .

R \Y mutakattib mutakattab
verbs have one or more .derlved forms but lack mutakaatib mutakaatab
the basic form. The prosodic template expresses the  vii munkatib munkatab
verbal form, the vocalic melody voice and aspect. The VIl muktatib muktatab
imperfect is distinguished from the perfect by imper- X muktibb muktabb
£ . . X mustaktib mustaktab

ect person prefixes, and, in the case of form I only, by
a different prosodic template. The root k-t-b {write} is
use.d to 1llustrate verb forms in Table. 1. The proto-  Taple 3 Verbal noun patterns
typical meaning correlates of the derived forms are
listed in column two, and the specific meanings asso- ~ Form Verbal noun
ciated with the root k-z-b, where attested for the form Kitaab-ah
in question, in column four. I taktiib
The vocalic melody a-a indicates perfect aspect 1l kitaab / mukaatab-ah
active voice, u-i perfect aspect passive voice, and u-a vV 7iktaab
imperfect aspect passive voice. Excepting forms I, Y takattub
Vand VI th li lodv i ( )_( )-'f ¢ the im . \ takaatub
and VI, the vocalic melody is (u)-(a)-i for the imper Vil inkitaab
fect aspect active voice, and (#)-(a)-a for the imperfect vy iktitaab
passive. The same vocalic melodies express voice in  IX iktaabb
X istiktaab

the verbal participles, which are distinguished from
the verb forms by the complementary prefixation of
mu- to the stem. Active and passive participles from
verb forms II-X are illustrated in Table 2.

Nominal Morphology

In contrast to participles from forms II-X, participles
from form I verbs are derived through prosodic change:
lengthening of the left-most vowel for the active parti-
ciple, and of the right-most vowel for the passive
participle, which also takes the complementary prefix
ma-. Thus, katab ‘wrote’ has the participles kaatib
‘writing; writer’ and ma-ktuub ‘written; letter.”

Finite verb stems are marked prosodically by a final
light syllable — CVC, as seen in Table 1. As shown in
Table 3, verbal nouns of most derived verbs (all tokens
of forms IV, VII, VIII, IX, X, some of III), and a

number of form I verbs, are derived from finite verbs
by lengthening of the stem-final syllable to CVVC and
the vocalic melody i-a, the inverse of the vocalic melo-
dy for the active participle. Exceptions are form II,
which has a complementary prefix za- and the vocalic
melody a-i, one form Il variant (mu-kaatab-ah), and
forms V and VI, both distinguished from the finite
verb by umlaut of the stem-final vowel to -u-.

Singular Nouns and Adjectives

In contrast to verbs, singular nouns and adjectives
take a vast array of different prosodic templates
and vocalic melodies. Some, such as CaCCaaC, typi-
cally used for nouns of profession (e.g., jazzaar
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‘butcher’), and the typically adjectival CaCuuC (e.g.,
hasuud ‘envious’), and CaCiiC (e.g., kabiir ‘big; old’),
have a restricted range of meanings. Other patterns,
such as CaCC, have a large range of meanings, cover-
ing human (jadd ‘grandfather’), non-human (kalb
‘dog’), concrete (bahr ‘sea’), abstract (Saql ‘intelli-
gence’), and adjectives (hayy ‘alive’).

Broken Plurals and Diminutives

Plurals are formed in Arabic in one of two ways: either
through ‘sound’ plural suffixes or through the rich set
of ‘broken’ plurals, wherein the plural is derived
by mapping a portion of the singular to a plural
prosodic template. McCarthy and Prince (1990a,b,
1998) have successfully analyzed broken plural deri-
vation in moraic terms. The majority of singulars
comprising three or more moras take predictable
broken plural patterns. To derive the plural from
such nonminimal singulars, the first two moras of
the singular are mapped to an iambic template.
makaatib ‘offices’ is derived from maktab ‘office,’
for example, as follows: the first two moras of the
singular (mak) are mapped to an iambic template
(u pp) to give mukup. The vocalic melody -a- associ-
ates to the moraic slots to give makaa. The remainder
of the singular (-zab) is suffixed to the iamb, and where
this contains a vocalic slot, as here, -i- of the plural
vocalic melody overrides the vowel of the remainder,
to give makaatib. In the case of words comprising two
moras and a number of non-minimal words, the plural
cannot be predicted as easily from the singular form.
Examples include bayt ‘house’ pl. buyuut, bint ‘girl’
pl. banaat, kitaab ‘book’ pl. kutub, walad ‘boy’
pl. 2awlaad.

Whereas broken plural derivation is predictable
in a proportion of cases, the diminutive is totally
predictable and can, at least as far as Standard
Arabic is concerned, be derived from almost any
singular noun or adjective: the first two moras of
the unmarked singular are mapped to an iambic
template, as for the broken plural. From walad
‘boy,” wala maps to wulup. The vocalic melody u-ai
associates to the moraic slots to give wulai; the re-
mainder of the singular (-d) is added, to derive wulaid
‘little boy’.

Elatives (Comparatives, Superlatives)

Elatives are derived predictably from most basic
adjectives. The elative pattern is 7aCCaC for triliteral
roots. The vocalic melody (-a-) is dependent on the
pattern. Examples include: Pakbar ‘bigger; older’
(kabiir ‘big; old’); ?as?ab ‘more difficult’ (sa?b ‘diffi-
cult’); ?ajban ‘more cowardly’ (jabaan ‘cowardly’);
?absan ‘better’ (hasan ‘good’).

Inflectional Morphology

While stems are partially or wholly the product of
introflection, grammatically complete words involve
further affixation. Affixational elements include:

Verbal pronominal prefixes and suffixes

Object suffixes

Possessive suffixes

-at- feminine suffix

Sound plurals

Dual

Case (nominative -u, accusative -a, genitive -i)

-n suffix (indefinite/non-construct marker)

Mood endings (indicative -u, subjunctive -a, jussive -0)

Pronominal prefixes and most suffixes, the feminine
suffix, sound plurals and the dual comprise conso-
nants and vowels, whereas all three case markers and
indicative and subjunctive mood markers for the im-
perfect aspect are simple vowel endings. As seen in
Table 4, pronominal subject markers are suffixal in
the perfect aspect; in the imperfect aspect, pronominal
markers are suffixal and/or prefixal. The jussive mood
is given in Table 4 in the imperfect column. The indica-
tive is expressed by suffixation of -u to forms ending in
a root consonant (here -b) and suffixation of -na to
forms ending in a vocalic suffix. The subjunctive is
expressed by suffixation of -a to forms ending in a
root consonant.

Sound Plural and Dual

Arabic has two nominal ‘sound’ plural suffixes:
masculine and feminine. The sound feminine plural
-aat takes the endings -# for nominative and -i for
accusative or genitive case, and, further, -7 to express
indefiniteness or non-construct, as in:

mudarris-aat-u-n
teacher-FEM.PL-.NOM-INDEF
‘teachers FEM.PL

Table 4 Verbal inflections

PERS/NUM/GEN PERF IMPERF.JUSSIVE
1s. katab-tu ?-aktub
1pl. katab-naa n-aktub
2s.m. katab-ta t-aktub
2s.f. katab-ti t-aktub-ii

2 pl.m. katab-tum t-aktub-uu
2 pl.f. katab-tunna t-aktub-na
3s.m. katab-a y-aktub

3 s.f. katab-at t-aktub

3 pl.m. katab-uu y-aktub-uu
3 pl.f. katab-na y-aktub-na
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The sound masculine plural has two main forms:
nominative -uuna and accusative/genitive -iina. The
dual morpheme, suffixed to masculine or feminine
nouns or adjectives, also has two main forms — -aani
for the nominative and -aini for the accusative/
genitive case.
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Introduction

Arabic is a native language to some 200 million peo-
ple, distributed over 22 different countries collectively
known as the ‘Arab World.” The Arab World stretches
from the Indian Ocean in the east to the Atlantic
Ocean in the west and includes most of the countries
of the Middle East, the whole of North Africa, and
Sudan (as well as Somalia and Mauritania). The Asian
part of the Arab World is commonly referred to as
al Mashreq ‘the East,” and the North African part
(particularly from and including Libya westwards)
as al Maghreb ‘the West.” Egypt represents the geo-
graphical link between the East and the West, and
the Egyptian dialects may be thought of as a bridge
between the Maghreb and the Mashreq dialects. In
terms of demographic distribution, approximately
66% of the total population live in the African part.
The largest concentration of Arabic speakers is in
Egypt (67 million).
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A Historical Sketch

The ancient home of the Arabs is the Arab Peninsula,
and the Arabic language is traced to the second
millennium B.C. in the northern part of the peninsula.
To varying extents, everywhere else, Arabic is a rela-
tive newcomer. From the peninsula, and starting in
the second half of the seventh century AD., the lan-
guage was disseminated first through direct military
conquest, and later it affirmed its position through
intellectual influence. In the course of its spread north-
wards to the eastern Mediterranean, Mesopotamia,
and Egypt it ousted Greek, Persian, Aramaic, and
Coptic. In the Maghreb, Arabic obscured Berber, and
although it never managed to obliterate Berber, which
continues to be spoken by no less than 40 million
people, it altered the linguistic shape of the region.
Arabic prospered in a climate of dominant Arab
civilization and declined alongside the diminution in
power and influence of the Arabs. The rise to power
of the Ottoman Turkish Empire in the 16th century
resulted in the replacement of Arabic by Turkish as the
language of state administration, although Turkish
never managed to replace colloquial Arabic as the
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everyday language of communication in the Arabic
speaking provinces. The Ottomans lost the Maghreb
in the mid-19th century (to Italy in Libya, and to
France in Morocco, Algeria, and Tunisia), and Egypt
to Napoleon for a short period of time and then to
Britain. The outcome of the First World War brought
an end to Ottoman rule in the Mashreq. Most of the
Arabic speaking provinces were then divided into
separate political entities and were placed under the
tutelage of Britain and France. The linguistic signifi-
cance of these developments was mainly that French
and English became important features on the lin-
guistic scene. English, however, did not influence the
linguistic identity of the regions that came under
British rule; it became at best the most widely spoken
foreign language. French, on the other hand, had a
far-reaching influence that continues to be visible,
especially in the Maghreb, to this day. Much of the
colonized or mandated territories became indepen-
dent by the early 1960s, and Arabic has since then
been declared the official language in Arab World.

Varieties of Arabic

To provide a concise outline of variation in Arabic,
I will deal with two issues: the linguistic resources
available to speakers of Arabic, and the sociolinguis-
tic determinants of variation in Arab communities.

Standard Arabic

Throughout the Arab World, Standard Arabic (a mo-
dernized version of Classical Arabic), in an almost
invariant form, is designated as the official language,
the medium of instruction in education, and the lan-
guage of the mass media, although in actual practice
a mixture of Standard and colloquial varieties is used
in education and in the media. The language was
standardized twelve centuries ago, and the Standard
variety has not been a spoken language for longer
than that (see Holes, 1995a). It is not ordinarily used
for everyday spoken purposes by any sector of the
population. A functional knowledge of it is attainable
through formal learning only, i.e., it is not acquired
naturally. It stands in a diglossic relation to the spo-
ken dialects (e.g., Spoken Egyptian Arabic), very
much along the lines explained by Ferguson (1959).
The fact that this variety is not associated with
a particular social group in contemporary Arab com-
munities, and is not spoken natively, has sociolinguis-
tic ramifications. There is no doubt that the Standard
variety is accorded the highest status by Arabs, but its
esteem and the degree to which it is involved in the
course of linguistic change are unrelated. Research
shows that linguistic variation and change in Arabic

is determined by interplay between local dialects and
emerging local or regional standards, independently
of Standard Arabic (see Al-Wer, 1997). Educated
speakers of Arabic do resort to the use of Standard
lexemes and constructions in formal situations. This
is largely due to the established appropriateness of
the Standard in such domains, and to the fact that
learned and specialized lexical items are only avail-
able in a Standard form. Outside these situations,
educated speakers use the colloquial varieties, and
research shows that where linguistic change is in
progress away from Standard features, the educated
generally lead other groups, in the same way that
they lead when the change happens to be in the direc-
tion of a Standard feature (for instance, see the results
in Jabeur, 1987 and Al-Wer, 1991, and the discussion
in Holes, 1995b).

The Dialects

Arabic dialects are the linguistic systems that speakers
of Arabic speak natively. They vary considerably from
region to region, with varying degrees of mutual
intelligibility (and some are mutually unintelligible).
Many aspects of the variability attested in the modern
dialects can be found in the ancient Arabic dialects
in the peninsula (for a detailed description of the
ancient dialects, see El-Gindi, 1983). By the same
token, many of the features that characterize various
modern dialects, or distinguish between them, can
be traced to the original settler dialects. In terms
of typological classification, Arabic dialectologists
distinguish between two basic norms: Bedouin and
Sedentary. This classification is based on a bundle of
phonological, morphological, and syntactic features
that distinguish between the two norms. In the mod-
ern, especially urban dialects, it is not really possible
to maintain this classification, partly because the
modern dialects are typically an amalgam of features
from both norms. Geographically, modern Arabic dia-
lects are classified into five groups: Arabian Peninsula
(four subgroups); Mesopotamian; Syro-Lebanese (or
Levantine, three subgroups); Egyptian (four sub-
groups); and Maghreb (two subgroups) (for details,
see Versteegh, 1997).

Common Dimensions of Variation in Arab
Communities

There is a general shortage of studies on variation in
Arabic, especially on Arabic in its social setting and
in large and heterogeneous urban environments; but
this situation is changing. A number of important
empirical research studies, utilizing modern method-
ological and analytical techniques, are in preparation.
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On the basis of the studies available, it seems that the
factors outlined below play important roles in the
dynamics of variation and the course of linguistic
change.

All variation studies on Arabic mention education
as an important social variable, and indeed the find-
ings show that linguistic usage correlates with the
level of education of speakers. However, the exact
denotation of education as a variable is poorly under-
stood. It is noticeable, for instance, that while level
of education of the speaker is used as a sampling tool,
it is not integrated in the explanatory model in a
consistent way. It is likely that this variable actually
symbolizes different aspects of the speakers’ charac-
teristics in different communities. It is also likely
to be a proxy variable, acting on behalf of such things
as contact and exposure to outside communities,
especially since in many communities institutions of
education are not available locally, and generally the
longer individuals spend in formal education the
more frequent their contacts become with speakers
of other dialects (see Al-Wer, 2002a). In some cases,
the type of education, private or public, was found
important (as in Haeri’s 1997 study in Cairo).

Social class in is not usually used in Arabic studies.
A notable exception in this domain is Haeri’s (1997)
study in Cairo, which analyzes this variable and finds
it significant. A forthcoming study on Damascus also
uses social class as a sampling and analytical tool.
There are two types of urban Arabic communities,
which seem to show different corelational patterns.
In the well-established urban centers, such as Cairo
and Damascus, the original regional, ethnic, or sec-
tarian linguistic distinctions among the population
are blurred and do not play a role in sociolinguistic
correlations. On the other hand, in the new cities,
such as Amman (the capital city of Jordan) and
most of the cities in the Gulf region, stratification
along ethnic, regional, and sectarian backgrounds
are the more relevant criteria for sociolinguistic
studies. There are signs that as these cities become
established and their new dialects become focused,
alternative ways of stratification become necessary.
For instance, in Amman, the original distinctions
of Jordanian versus Palestinian dialects and urban
versus rural Palestinian (which are based on the
regional origins of the city’s population), while conti-
nuing to be important for an understanding of patterns
of linguistic variation among certain groups, are much
less important in the speech of the third generation
inhabitants of the city. Other, more locally defined
criteria, such as socioeconomic class, are becoming
significant (for more details, see Al-Wer, 2002b).

Gender has been found to be an important pa-
rameter of variation in Arabic. Consistent linguistic

differences between male and female speakers are
reported in the earlier studies (e.g., Abdel-Jawad,
1981, and Bakir, 1986), as well as in later works
(e.g., Jabeur, 1987; Haeri, 1997; Gibson, 1998).
Gender is also reported to be significant in studies
focusing on code switching and code mixing (e.g.,
Lahlou, 1992, and Sadiqi, 2002). The interpretation
of gender-differentiated patterns in Arabic experi-
enced a complete transformation, although the pat-
terns themselves are consistent and are in keeping
with the patterns found in other languages, such as
English. In the earlier studies, Arabic was thought to
contravene the then generally reported tendency for
female speakers to use standard features more often
than men, since in Arabic studies men were found to
use Standard Arabic features more than women.
However, the features that Arab men were found
to use more often than Arab women were at the
same time characteristic of the localized and in
many cases overtly stigmatized varieties, but simply
happened to be identical to Standard Arabic features.
Since the approach to understanding variation in
Arabic has shifted from one based on the assumption
that approximation to Standard Arabic features is
the governing factor to one recognizing that the
target features are characteristic of the de facto
spoken local standards (which derive their status
from the social groups whose speech they represent),
the interpretation of gender patterns has also
shifted (see Ibrahim, 1986; Haeri, 1987; Al-Wer,
1997).

Within this revised framework, the findings with
respect to male-female differences in Arabic commu-
nities studied so far suggest that where linguistic
change is in progress, allowing for other factors, the
female speakers are ahead of the male speakers in the
use of newer forms. However, it must be emphasized
that the data available from Arabic do not permit us
to make generalizations on the basis of gender (to the
extent such generalizations can be made for any lan-
guage). Although there is now a respectable number
of sociological studies, mainly in the feminist litera-
ture, providing thorough analyses of gender as a so-
cial construct in Arab societies, these models have not
yet been integrated in studies on linguistic variation
in Arabic.

The current generation of students of Arabic linguis-
tics increasingly pays attention to the study of dialect
contact. This comes in recognition of the linguistic
repercussions of the massive population movements,
rapid urbanization, and modernization all over the
Arab World. In the established cities, the newcomers
largely accommodate to the city dialect (see for
instance the results in Jabeur, 1987; Gibson, 1998;
Jassem, 1993). In the new cities, various processes of
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leveling take place and new linguistic forms emerge.
There are also signs that regional koineization, trans-
cending political borders, is taking place.
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Origin and Expansion

Aramaic is the native name of a language that first
manifests itself in inscriptions in Syria early in the
1st millennium B.c. but that in subsequent centuries,
during the period of the Assyrian and Persian
empires, was widespread throughout the Near East
and is found as far afield as Egypt, Cilicia, and Iran.
Following the conquests of Alexander the Great, and
during the subsequent eras of Macedonian and
Roman influence, it co-existed with Greek as a prin-
cipal medium of written communication over this
wide area. The conquest of the region by the Arabs
in the 7th century Ap. eventually brought its domi-
nant position to an end, but it remained significant
for many years thereafter as a spoken and, especially,
a literary language. Greek writers designated it
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Syriac, a term derived from Assyrian, and the Greek
name was frequently preferred over the native one by
Aramaic-speaking Jews and Christians, among whom
Aramaean became a designation for their pagan neigh-
bors. Over time, Aramaic developed a number of
clearly distinct literary dialects, each evolving out of a
local form of the language, and these were extensively
employed by Jewish, Christian, and other religious
communities. In contemporary usage, Syriac usually
refers to the principal literary dialect employed by
Christians, whereas Aramaic is retained as a generic
term for the whole group. Spoken forms of the lan-
guage have survived to this day among the religious
communities that have preserved it in their liturgies
and in a few places as an everyday language.
Aramaic belongs to the Semitic group of lan-
guages and, more particularly, to the northwest
branch, which, according to prevalent opinion,
contained in the 1st millennium B.C. two distinct
strands, Canaanite (which includes Hebrew and
Phoenician) and Aramaic. Despite its extensive use
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in the Assyrian and Persian empires, it has left few
literary or epigraphic remains from these periods,
although those that have survived are of considerable
importance in the study of the history of the region
and fresh discoveries are steadily adding to the stock.
In the Hellenistic and Roman periods, the material
becomes more abundant, and, especially from the
4th century onward, a large body of Christian liter-
ature is preserved in Syriac and a substantial body
of Jewish literature in Palestinian and Babylonian
Aramaic dialects. Smaller extant corpora in dialects
employed by the religious communities in question
stem from the Mandaeans, the Samaritans, and Syro-
Palestinian Christians who adhered to the Orthodox
confession of the Byzantine emperors.

Phases and Dialects

Over the 3000 years of its recorded history, the
language has naturally undergone many develop-
ments. Three broad phases are easily discernible.
In the first, represented mainly in inscriptions and
papyri, the form of the language is surprisingly
uniform, and the differences between documents
from diverse times and places are relatively minor.
In the second, represented in the literature (beginning
in the 4th century A.D. or earlier) of Jews, Christians,
Samaritans, and Mandaeans, more marked dialectal
differences are apparent, with two broad groupings.
The eastern group, of Mesopotamian provenance,
comprises Syriac, Jewish Babylonian Aramaic,
and Mandaic; the western group comprises Jewish
Palestinian Aramaic, Samaritan, and Syro-Palestinian
Christian Aramaic. A third phase of modern eastern
and western dialects can be discerned from approxi-
mately the 17th century. Further differentiation be-
yond these three is less clear cut, but in recent years a
fivefold classification has gained considerable sup-
port, with the period prior to the emergence of the
literature in the eastern and western literary dialects
divided into three. The distinction between the
earliest of these, Old Aramaic, and its successor is
relatively unproblematic. Old Aramaic inscriptions
belong to the period of the independent Aramaean
states (10th—8th centuries B.c.) and exhibit a number
of distinctive grammatical features, some of them
similar to those known in Canaanite. Texts in Arama-
ic from the subsequent period come from a vastly
greater area, but despite their wide geographical and
chronological range they exhibit a high degree of
homogeneity. Many of them are administrative in
nature, and the language in which they are com-
posed was evidently employed as a formal means of
communication in much of the Assyrian, Babylonian,

and Achaemenid empires. Its adoption by the imperi-
al chancelleries (a striking example of which is the
presence of Aramaic ideograms in Pahlavi texts) is no
doubt the reason for the high degree of standardiza-
tion, and this phase is therefore commonly designated
Official Aramaic. More problematic is the character-
ization of the Aramaic material originating between
the end of the Achaemenid Empire and the begin-
nings of the extensive literature in the later Jewish
dialects and classical (Christian) Syriac. In this period
(roughly 200 B.c-200 AD.), several different dialects
emerge in a number of localities. These include
Palmyrene, Nabataean, Hatran, and Old Syriac
(Edessan) inscriptions, and inscriptions and frag-
ments of literary works from Palestine. Although all
these dialects are quite similar to Official Aramaic
and developed out of it, the influence of spoken
local dialects or other languages (Arabic among the
Nabataeans and Akkadian in Mesopotamia) led to
a fragmentation and modification of the earlier fairly
uniform Official Aramaic. In none of these areas,
however, do we have evidence this early of the
emergence of a vigorous or widespread new literary
Aramaic. Although some scholars therefore con-
sider this period as still belonging to the literary
phase of Official Aramaic, others are sufficiently
impressed by the differences to classify it as a new
phase, Middle Aramaic, falling between Official
Aramaic and the Later Aramaic of rabbinical Jewish
and Christian Syriac literature. The expansion and
consolidation of these religions was presumably
responsible for the transformation of local dialects
into significant and widespread means of literary
expression.

Dialects and Religious Communities

The Aramaic inscriptions of Old, Official, and Mid-
dle Aramaic provide important information on deities
worshipped in Syria and Mesopotamia in pre-
Christian and early Christian times. Papyri from
Egypt constitute the largest body of material in
Official Aramaic, among which those of a Jewish
military colony at Elephantine are of particular in-
terest for the light they shed on the religious beliefs
and practices of this group of Jews in the Achaemenid
Empire. The language of the Aramaic sections of
Ezra and Daniel also belongs to Official Aramaic
and differs only slightly from that of the Elephantine
papyri. Subsequent Jewish writings and inscriptions
of Palestinian provenance belong to the Middle
Aramaic phase and include fragments of a number
of literary works preserved among the Dead Sea
Scrolls. The problem of determining the form of
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spoken Aramaic current in 1st century A.D. Palestine
has attracted much attention on account of its
relevance to New Testament studies. Although the
literary and epigraphic material from the period is
consistent with the use of Middle Aramaic, the ex-
tant material is still fairly sparse, and some scholars
still hold (as did most of those of earlier generations,
to whom Middle Aramaic was unknown) that the
Palestinian dialects of later rabbinical literature are
a valuable source for the reconstruction of the spoken
language of the 1st century A.D.

The rabbinical literature in Jewish Palestinian
Aramaic comprises various Targumim (paraphraistic
Aramaic versions of sections of the Hebrew Bible),
Midrashim (commentaries on the biblical books),
and parts of the Palestinian Talmud. The latter two
are written partly in Hebrew and partly in Aramaic.
The Targum on the Pentateuch attributed to Onkelos
and that on the Propbets attributed to Jonathan were
used in Babylonia and, unlike the Palestinian Penta-
teuch Targum, do not therefore represent a purely
Palestinian form of Aramaic. Jewish Babylonian
Aramaic is represented in the Aramaic sections of
the Babylonian Talmud and in the Responsa litera-
ture of the 8th-10th centuries A.D., the replies of the
heads of the Babylonian academies to legal questions
from scattered Jewish communities. The famous 13th
century mystical work from Spain known as the
Zobhar is also written partly in Hebrew and partly in
an artificial Aramaic. Samaritan Aramaic is repre-
sented principally by the Samaritan Targum to the
Pentateuch and the theological treatise known as
Memar Margahb, an important source for the knowl-
edge of Samaritan religion. The language of the
Mandaean texts is Eastern Aramaic, but linguistic as
well as historical arguments have been advanced
in favor of a Palestinian origin contemporary with
the beginnings of Christianity. Because, however,
these are not decisive, and the Mandaeans are only
known in Iraq and further east, a Mesopotamian
origin of the religion and the texts is still widely
accepted.

The largest extant corpus of Aramaic literature is
that in Syriac. Originally the local dialect of Edessa
(modern Urfa), Syriac was adopted as a literary lan-
guage by Christians throughout the Near East. Once
adopted, it remained remarkably stable in most
respects, although two slightly differing dialects (east-
ern and western, using different scripts and differing
in the pronunciation of some vowels) emerged
around the 5th century. These were associated respec-
tively with the East Syrian Church (in Sasanid
domains) and the Syrian Orthodox Church (in the
Roman domains). Syriac-speaking Christians were
active in the translation of Greek writings into Syriac,

not only the Bible and Greek patristic writers but also
(from the 6th century) medicine (Galen) and logic
(Aristotle). Their expertise in these secular subjects
in the period of the ‘Abbasid caliphate, and their
ability to read both the relevant Greek texts and the
earlier Syriac translations of them, stimulated Mus-
lim interest in these subjects and led to the Syrians
being in great demand as translators from Greek to
Arabic, such translations being frequently done
through a Syriac intermediary. Greek loanwords,
grammatical forms modeled on Greek, and Greek
syntax all greatly influenced Syriac, increasingly so
from the 6th century. By contrast, the influence of
Arabic on the literary language was slight. In the
earlier period, the most striking literature in Syriac
is the religious poetry of Saint Ephrem, which
was much admired and imitated even beyond the
Syriac language area. From the 10th century, Arabic
replaced Syriac among Christians as the chief lan-
guage of theology, philosophy, and medicine, but
the 13th century saw a veritable West Syriac renais-
sance, embodied especially in the great polymath
Bar Hebraeus, who wrote with equal facility in
Syriac and Arabic. In contrast to the wide use of
Syriac, Syro-Palestinian Christian Aramaic (alterna-
tively designated Syro-Palestinian Syriac because it
was written in the West Syriac script) was employed
only in Palestine and Syria, and the extant texts
(mostly biblical, liturgical, or hagiographical) are all
translations from Greek.

Spoken Aramaic dialects have been in continuous
use in a number of places right into modern times.
Modern Western dialects of Aramaic are spoken, by
Christians and Muslims, in three villages north of
Damascus, namely Ma‘lula, Bah‘a, and Jubb ‘Addin.
Eastern dialects have been more extensively used
by Christians in various localities. In the mountain-
ous area of Southeast Turkey known as Tur ‘Abdin,
Turoyo (‘the mountain language’) is spoken by mem-
bers of the Syrian Orthodox Church. Other Eastern
Aramaic dialects have been spoken in modern times
by the Jews of Kurdistan and Azerbaijan, most of
whom have now emigrated to Israel, and a modern
Mandaic dialect has survived in Iran. The greatest
use of Aramaic in modern times, however, has been
by East Syrian Christians, among whom a number of
East Aramaic dialects have been employed. Modern
literary Syriac (Swadaya) may be said to have begun
with the printing of books in the local dialect by the
American Presbyterian Mission at Urmia in North-
west Iran. Although the number of people currently
using some form of Aramaic is small, their determi-
nation to keep it alive is a testimony to their pride in a
language whose demonstrable lifespan extends to
3000 years.
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The Arawak language family contains the largest
number of languages in Latin America. Geo-
graphically, it spans four countries of Central
America — Belize, Honduras, Guatemala, Nicaragua
— and eight of South America — Bolivia, Guyana,
French Guiana, Surinam, Venezuela, Colombia, Peru,
Brazil (and also formerly Argentina and Paraguay).

There are about 40 living Arawak languages. The
first Native American peoples encountered by
Columbus - in the Bahamas, Hispaniola, and Puerto
Rico — were the Arawak-speaking Taino. Their lan-
guage became extinct within a hundred years of the
invasion. Spanish and many other European lan-
guages inherited a number of loans from Arawak
languages. These include widely used words such as
hammock, tobacco, potato, guava, and many other
names for flora and fauna.

The creation of a mixed language of Arawak/Carib
origin in the Lesser Antilles is one of the most inter-
esting pieces of evidence on language history in pre-
conquest times. Speakers of Ifieri, a dialect of the
Arawak language now (misleadingly) called Island
Carib, were conquered by Carib speakers. They de-
veloped a mixed Carib/Arawak pidgin that survived
until the 17th century (Hoff, 1994). Speech of men
and speech of women were distinguished in the fol-
lowing way. Women used morphemes and lexemes of
Arawak origin, while men used lexical items of Carib
origin and grammatical morphemes mostly of Arawak
origin. The pidgin coexisted with Carib used by men
and Ifieri used by women and children; it belonged to
both parties and served as a bridge between them. This
diglossia gradually died out with the spread of compe-
tence in Island Carib among both men and women. As
a result, Island Carib, an Arawak language, underwent
strong lexical and, possibly, grammatical influence
from Carib.

Fitzmyer J A (1979). “The phases of the Aramaic language.’
In Fitzmyer ] A (ed.) A wandering Aramean: collected
Aramaic essays. Missoula, MT: Scholars Press. 57-84.

Fitzmyer ] A & Kaufman S A (1992). An Aramaic bibliog-
raphy. Baltimore and London: Johns Hopkins University
Press.

The languages in areas settled by the European
invaders soon became extinct. Those on the north
coast of South America perished first, before 1700.
When the search for gold and rubber extended up the
Amazon and its tributary the Rio Negro, further lan-
guages succumbed, from the 18th century up until the
present day. Sometimes the Indians retaliated, attack-
ing settlements and missions; but the invaders always
returned. Indian rebellions often provoked forced
migrations which sometimes ended up creating a
new dialect or even a language. For instance, in 1797
the British authorities removed the rebellious inhabi-
tants of St. Vincent (an island in the Lesser Antilles) to
Belize on the mainland. These were racially a mixture
of black slaves and Indians, who spoke Island Carib.
This resulted in the creation of a new dialect of Island
Carib — known as Central American Island Carib,
Kariff, Black Carib, or Garifuna — which by the 20th
century had developed into a separate language, now
spoken in Central America (Taylor, 1977).

The overwhelming majority of Arawak languages
are endangered. Even in the few communities with
more than 1000 speakers, a national language (Portu-
guese or Spanish) or a local lingua franca (Lingua Geral
Amazonica, Quechua, or Tucano) is gaining ground
among younger people. The few healthy Arawak lan-
guages are Guajiro in Venezuela and Colombia (esti-
mates vary from 60000 to 300 000 speakers) and the
Campa languages (total estimate 40000 to 50000
speakers), one of the largest indigenous groups in Peru.

Most of the materials on Arawak languages collect-
ed during the second half of the 20th century are by
missionary linguists. Their quality and quantity var-
ies. Only three or four languages have full descriptions
available.

The genetic unity of Arawak languages was first
recognized by Father Gilij as early as 1783. The rec-
ognition of the family was based on a comparison of
pronominal cross-referencing prefixes in Maipure, an
extinct language from the Orinoco Valley, and in
Moxo from Bolivia. Gilij named the family Maipure.
Later, it was renamed Arawak by Daniel Brinton after
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one of the most important languages of the family,
Arawak (or Lokono), spoken in the Guianas. This
name gained wide acceptance during the following
decades. The majority of Native South American
scholars use the name Arawak (Aruak) to refer to
the group of unquestionably related languages easily
recognizable by pronominal prefixes such as nu- or ta-
‘first person singular’, (p)i- ‘second person singular’,
prefix ka- meaning ‘have’, and negator ma-. A number
of scholars, mainly North Americans, prefer to use the
term Arawak(-an) to refer to a much more doubtful
higher-level grouping, and reserve the term Maipuran
(or Maipurean) for the group of undoubtedly related
languages that are claimed to be one branch of
Arawakan (see Payne, 1991). Here 1 follow the
South American practice and use the name Arawak
for the family of definitely related languages.

The limits of the family were established by the
early 20th century. Problems still exist concerning
internal genetic relationships within the family and
possible genetic relationships with other groups.
Reconstruction, internal classification, and subgroup-
ing of Arawak languages remain matters of debate;
further detailed work is needed on both the descriptive
and comparative fronts.

The putative studies of Arawakan by Ester
Matteson, G. Kingsley Noble, and others are deeply
flawed. Unfortunately, these have been adopted as the
standard reference for the classification of Arawak
languages, especially among some anthropologists,
archaeologists, and geneticists, influencing ideas on
a putative proto-home and migration routes for
proto-Arawakan’ — see the criticism in Tovar and De
Tovar (1984), Dixon and Aikhenvald (1999: 12-15),
and Aikhenvald (1999a).

Little is known about a proto-home for the Arawak
family. The linguistic argument in favor of an Arawak
proto-home located between the Rio Negro and the
Orinoco rivers — or on the Upper Amazon — is based
on the fact that there is a higher concentration of
structurally divergent languages found in this region.
This area has also been suggested as one of the places
where agriculture developed. This is highly suggestive
and corroborated by a few mythical traditions of
northern origin by Arawak-speaking peoples south
of the Amazon. The origin myths of the Tariana, in
northwest Amazonia, suggest that they could have
come from the north coast of South America.

Arawak languages are complicated in many
ways. Words can be differentiated by stress in some
languages, such as Baure and Waura (south of
Amazonas), and Tariana, Achagua, and Warekena
(north of Amazonas). At least two have tones -
Teréna in the South, and Resigaro spoken in the far
northeast of Peru.

Each Arawak language has a few prefixes and
numerous suffixes. Prefixes are typically monosyl-
labic, while suffixes can consist of one or more
syllables. Roots usually contain two syllables. Pre-
fixes are rather uniform across the family, while
suffixes are not. What is a free morpheme in one
language can be a grammatical marker in another
language; for instance, postpositions become causa-
tive markers, and nouns become classifiers. An Apur-
ina noun maka means ‘clothing’ — this is where
the word for hammock comes from. In Baniwa of
I¢ana, -maka is a classifier for stretchable thin ex-
tended objects, e.g., tsaia ‘skirt’ or dzawiya Gaguar’s
skin’, as in apa-maka (one-CLASSIFIER:CLOTHING) ‘one
piece of clothing’.

Most grammatical categories in Arawak languages
are verbal. Cases to mark subjects and objects are
atypical. Tariana, spoken in northwest Brazil, has
developed cases for core grammatical relations to
match the pattern in nearby Tucanoan languages
(Aikhenvald, 1999b).

Arawak languages spoken south of the Amazon
(South Arawak) have a more complex predicate
structure than those north of the Amazon (North
Arawak). South Arawak languages such as Amuesha
or Campa have up to thirty suffix positions. North
Arawak languages such as Tariana or Palikur have
not more than a dozen suffixes. Suffixes express
meanings realized by independent words in familiar
Indo-European languages, e.g., ‘be about to do some-
thing’, ‘want to do something’, ‘do late at night’, ‘do
early in the morning’, ‘do all along the way’, ‘in vain’,
‘each other’.

Verbs are typically divided into transitive (e.g.,
‘hit’), active intransitive (e.g., ‘jump’) and stative
intransitive (e.g., ‘be cold’). All Arawak languages
share pronominal affixes and personal pronouns. Pro-
nominal suffixes refer to subjects of stative verbs and
direct objects. Prefixes are used for subjects of tran-
sitive verbs and of intransitive active verbs, and for
possessors. That is, most Arawak languages are of
active-stative type. For instance, in Baniwa one says
nu-kapa ‘1 see’ and nu-watsa ‘1 jump’, but nu-kapa-ni
‘I'see him’ and hape-ni ‘he is cold’ (nu- refers to ‘I’ and -
ni to ‘him’). And ‘my hand’ is nu-kapi.

Some languages have lost the pronominal suffixes
(and with them the morphological basis for an active-
stative system); these include Yawalapiti (Xingt area,
Brazil) and Chamicuro (Peru) to the south of the
Amazon, and Bare, Resigaro, Maipure, and Tariana
to the north. The form of the first person pronoun is
ta- in the Caribbean (Lokono, Guajiro, Afiun, Taino)
and nu- in other languages. This is the basis for clas-
sification of Arawak languages into Nu-Arawak and
Ta-Arawak.
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Table 1 Pronominal prefixes and suffixes in proto-Arawak
Person Prefixes Suffixes

Singular Plural Singular Plural
1 nu- or ta- wa- -na, -te -wa
2 (p)i- (h)i- -pi -hi
3nf ri- i- na- -ri, -i -na
3f thu-, ru- na- -thu, -ru, -u -na
‘impersonal’ pa- — — —

Proto-Arawak must have had an unusual system
of four persons: first, second, third, and impersonal.
The forms of prefixes and suffixes reconstructed for
proto-Arawak are given in Table 1.

Most Arawak languages distinguish two genders —
masculine and feminine — in cross-referencing affixes,
in personal pronouns, in demonstratives, and in nomi-
nalizations, e.g., Palikur amepi-yo- ‘thief (woman)’,
amepi-ye ‘thief (man)’, Tariana nu-phe-ri ‘my elder
brother’, nu-phe-ru ‘my elder sister’. No genders are
distinguished in the plural. The markers go back to
proto-Arawak third person singular suffixes and pre-
fixes: feminine (r)u, masculine (r)i. Some languages
also have complicated systems of classifiers — these
characterize the noun in terms of its shape, size, and
function (Aikhenvald, 1999a). For instance, Tariana
and Baniwa of I¢ana have more than 40 classifiers
which appear on numerals, adjectives, verbs, and in
possessive constructions. Palikur has more than a
dozen classifiers which have different semantics and
form depending on whether they are used on numer-
als, verbs, or on adpositions (Aikhenvald and Green,
1998). Pronominal genders have been lost from
some languages, e.g., Teréna, Amuesha, Chamicuro,
Pareci, Waura (south of the Amazon), and Bahwana
(north of the Amazon).

All Arawak languages distinguish singular and plu-
ral. Plural is only obligatory with human nouns.
Plural markers are *-na/-ni ‘animate/human plural’,
*-pe ‘inanimate/animate non-human plural’. Dual
number is atypical. In Resigaro, markers of dual
were borrowed from the neighboring Bora-Witoto
languages.

Throughout the Arawak language family, nouns di-
vide into those which must have a possessor (inalien-
ably possessed) and those which do not have tohave a
possessor (alienably possessed). Inalienably possessed
nouns are body parts, kinship terms, and a few others,
e.g., ‘house’ and ‘name’. Inalienably possessed nouns
have an ‘unpossessed’ form marked with a reflex of
the suffix *-<i or *-hV, e.g., Pareci no-tiho ‘my face’,
tiho-ti ‘(someone’s) face’; Baniwa nu-hwida ‘my
head’, i-hwida-fi  (INDEFINITE-head-NON.POSSESSED)
‘someone’s head’. Alienably possessed nouns take

one of the suffixes *-ne/ni, *-te, *-re, *-i/-e (Payne,
1991: 378), or *-na when possessed, e.g., Baniwa
nu-<inu-ni (1sg-dog-possessive) ‘my dog’.

The overwhelming majority of Arawak languages
have a negative prefix ma- and its positive counterpart,
prefix ka-, e.g., Piro ka-yhi (ATTRIBUTIVE-tooth) ‘having
teeth’, ma-yhi (NEGATIVE-tooth) ‘toothless’; Bare ka-
witi-w (ATTRIBUTIVE-eye-FEMININE) ‘a woman with good
eyes’, ma-witi-w ‘a woman with bad eyes; a blind
woman’.

The common Arawak lexicon (cf. Payne, 1991)
consists mostly of nouns. There are quite a few body
parts, fauna, flora, and artifacts. Only a few verbs can
be reconstructed, e.g., *kau ‘arrive’, *p "(da) ‘sweep’,
*po ‘give’, *(i)ya ‘cry’, *kama ‘be sick, die’; *itha
‘drink’. Most languages have just the numbers ‘one’
(proto-Arawak *pa-; also meaning ‘someone, anoth-
er’) and ‘two’ (proto-Arawak *(a)pi and *yama).
A preliminary reconstruction is in Payne (1991). An
up-to-date overview of the family is in Aikhenvald
(1999a,2001), and an overview of the proto-language
is in Aikhenvald (2002).
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Introduction: Defining the Concept

Areal linguistics is concerned with the diffusion of
structural features across language boundaries within
a geographical area. The term ‘linguistic area’ refers
to a geographical area in which, due to borrowing
and language contact, languages of a region come
to share certain structural features — not just loan-
words, but also shared phonological, morphological,
syntactic, and other traits. The terms ‘sprachbund,’
‘diffusion area,” ‘adstratum relationship,” and ‘con-
vergence area’ are also sometimes used to refer to
linguistic areas. The central feature of a linguistic
area is the existence of structural similarities shared
among languages of a geographical area, where usu-
ally some of the languages are genetically unrelated
or at least are not all close relatives. It is assumed that
the reason the languages of the area share these traits
is because they are borrowed.

There are two sorts of linguistic area studies. The
more common circumstantialist approach lists simi-
larities found in the languages of a geographical
area, allowing the list of traits to suggest diffusion,
but typically without seeking the historical linguistic
evidence which could demonstrate that the traits are
indeed diffused. Circumstantialist areal linguistics
has been criticized, since it does not eliminate chance,
universals, and possibly undetected genetic relation-
ships as alternative possible explanations for shared
traits. The historicist approach seeks concrete evi-
dence showing that the shared traits are diffused.
The historicist approach is preferred because it is
more rigorous and reliable, although the lack of
clear evidence in many cases makes reliance on
the circumstantialist approach necessary in some
situations (Campbell, 1985).

Linguistic areas are often defined, surprisingly, by a
rather small number of shared linguistic traits.

Examples of Linguistic Areas

A good way to get a solid feel for linguistic areas
and how they are defined is to look at some of
the better-known ones. In what follows, some of the
best-known linguistic areas are inspected briefly to-
gether with the more important of the generally ac-
cepted defining traits shared by the languages of each
area.

The Balkans

The Balkans is the best known of all linguistic
areas. The languages of the Balkans are Greek,
Albanian, Serbo-Croatian, Bulgarian, Macedonian,
and Romanian (to which some scholars also add
Romani and Turkish). Some salient traits of the
Balkans linguistic area are the following:

1. a central vowel /i/ (or /o/) (not present in Greek or
Macedonian);

2. syncretism of dative and genitive cases (dative and
genitive merged in form and function); this is illu-
strated by Romanian fetei ‘to the girl’ or ‘girl’s’, as
in am data o carte fetei ‘1 gave the letter to the girl’
and frate fetei ‘the girl’s brother’;

3. postposed articles (not in Greek), for example
Bulgarian m/st ‘the man’ / ma’ ‘man’;

4. periphrastic future (future signaled by an auxiliary
verb corresponding to ‘want’ or ‘have,” not in
Bulgarian or Macedonian), as in Romanian voi
fuma ‘I will smoke’ (literally ‘I want smoke’) and
am a cinta ‘I will sing’ (literally ‘I have sing’);

5. periphrastic perfect (with an auxiliary verb
corresponding to ‘have’);

6. absence of infinitives (rather with constructions
such as ‘I want that I go’ for ‘I want to go’);

7. double marking of animate objects by use of a
pronoun copy, as in Romanian i-am scris lui Ion
‘T wrote to Johr’, literally ‘to.him-I wrote him
John’, and Greek ton viépo ton Jdni ‘I see John’,
literally ‘him.ACC I see him.ACC John’ (Sandfeld,
1930; Schaller, 1975; Joseph, 1992).

South Asia (the Indian Subcontinent)

The South Asia linguistic area is composed of lan-
guages belonging to the Indo-Aryan, Dravidian,
Munda, and Tibeto-Burman language families. Some
traits shared among different languages of the area
are the following:

1. retroflex consonants, particularly retroflex stops;

2. absence of prefixes (except in Munda);

3. presence of a dative-subject construction (that is,
dative-experiencer, as in Hindi mujhe maaluum
thaa ‘1 knew it’ [‘to me’ + ‘know’ + PAST]);

4. subject-object-verb (SOV) basic word order, in-
cluding postpositions;

5. absence of a verb ‘to have’;

6. ‘conjunctive or absolutive participles’ — a tendency
for subordinate clauses to have nonfinite verbs (that
is, participles) and to be preposed; for example,
relative clauses precede the nouns they modify;

7. morphological causatives;
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8. so-called ‘explicator compound verbs,” where a
special auxiliary from a limited set is said to com-
plete the sense of the immediately preceding main
verb, and the two verbs together refer to a single
event, as for example Hindi le jaanaa ‘to take
(away)’ (‘take’ + ‘go’);

9. sound symbolic forms based on reduplication,
often with k suffixed (for example in Kota, a
Dravidian language: kad-kadk ‘[heart] beats
fast with guilt or worry’; a:nk-a:nk ‘to be very
strong [of man, bullock], very beautiful [of
woman]’).

Some of these proposed areal features are not limited
to the Indian subcontinent, but can be found also in
neighboring languages (for example, SOV basic word
order is found throughout much of Eurasia and
northern Africa) and in languages in many other
parts of the world. Some of the traits are not neces-
sarily independent of one another; for example, lan-
guages with SOV basic word order tend also to have
nonfinite (participial) subordinate clauses, especially
relative clauses, and not to have prefixes (Emeneau,
1956; Masica, 1976; Emeneau, 1980; Emeneau,
2000).

Mesoamerica

The language families and isolates which make up the
Mesoamerican linguistic area are Nahua (a branch
of Uto-Aztecan), Totonacan, Otomanguean, Mixe-
Zoquean, Mayan, Xinkan (Xinca), Tarascan (Puré-
pecha), Cuitlatec, Tequistlatecan, and Huave. Five
areal traits are shared by nearly all Mesoamerican
languages, but not by neighboring languages beyond
this area, and these are considered particularly
diagnostic of the linguistic area:

1. nominal possession of the type his-dog the man
‘the man’s dog’, as in Pipil (Uto-Aztecan) i-pe:lu ne
ta:kat, literally ‘his-dog the man’;

2. relational nouns (locative expressions composed
of noun roots and possessive pronominal affixes),
of the form, for example, my-head for ‘on me’,
as in Tzutujil (Mayan) é-r-izx ‘behind it, in back
of it’, composed of ¢é- ‘at, in’, - ‘his/her/its’ and
i:x ‘back’, contrasted with &-w-i:x ‘behind me’,
literally ‘at-my-back’;

3. vigesimal numeral systems, based on combina-
tions of 20, such as that of Ch’ol (Mayan): hun-
k’al 20’ (1 x 20), é-a?-k’al <40’ (2 x 20), us-k’al
‘60’ (3 x 20), ho?-k’al <100’ (5 x 20), hun-bahk’
4007 (1 x 400), é&-ar-babk’ “800° (2 x 400), etc.;

4. nonverb-final basic word order (generally no
SOV languages) — although Mesoamerica is sur-
rounded by languages both to the north and south

which have SOV (subject-object-verb) word order,
languages within the linguistic area have VOS,
VSO, or SVO basic order;

5. anumber of loan translation compounds (calques)
shared by the Mesoamerican languages, including
examples such as ‘boa’ = ‘deer-snake,” ‘egg’ =
‘bird-stone/bone,’ ‘lime’ = ‘stone(-ash),” ‘knee’ =

‘leg-head,” and ‘wrist’ = ‘hand-neck’.

Since these five traits are shared almost unani-
mously throughout the languages of Mesoamerica
but are found almost not at all in the languages just
beyond the borders of Mesoamerica, they are consid-
ered strong evidence in support of the validity of
Mesoamerica as a linguistic area. Four of these five
traits have essentially the same distribution, cluster-
ing at the borders of Mesoamerica. Such bundling is
uncommon in linguistic areas.

A large number of other features are shared among
several Mesoamerican languages, but are not found
in all the languages of the area, while some other
traits shared among the Mesoamerican languages
are found also in languages beyond the borders of
the area (for details see Campbell et al., 1986).

The Northwest Coast of North America

The Northwest Coast, the best known North
American linguistic area, includes Tlingit, Eyak, the
Athabaskan languages of the region, Haida,
Tsimshian, Wakashan, Chimakuan, Salishan, Alsea,
Coosan (Coos), Kalapuyan (Kalapuya), Takelma, and
Lower Chinook (Chinook). These languages are char-
acterized by elaborate systems of consonants, which
include series of glottalized stops and affricates,
labiovelars, multiple laterals, and uvular stops in
contrast to velars. There are typically few labial
consonants (labials are completely lacking in Tlingit
and Tillamook and are quite limited in Eyak and
most Athabaskan languages); in contrast, the uvular
series is especially rich in most of these languages.
There are typically few vowels, only three (i, a, o, or
i, a, u) in several of the languages, four in others.
Several of the languages have pharyngeals (£, #), and
most have glottalized resonants and continuants.
Shared morphological traits include: extensive use
of suffixes; near absence of prefixes; reduplication
(of several sorts, signaling iteration, continuative,
progressive, plural, collective, distribution, repeti-
tion, diminutive, etc.); numeral classifiers; alienable/
inalienable oppositions in nouns; evidential markers
in the verb, and verbal locative-directional markers;
masculine/feminine gender (shown in demonstratives
and articles); visibility/invisibility opposition in de-
monstratives. Aspect is more important than tense.
All but Tlingit have passivelike constructions. The
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negative appears as the first element in a clause
regardless of the usual word order. Overt marking
of nominal plurals, as in many American Indian lan-
guages, is absent or limited. Northwest Coast
languages also have lexically paired singular and plu-
ral verb stems (that is, a lexical root may be required
with a plural subject which is entirely different from
the root used with a singular subject).

Some other traits are shared by a smaller number
of Northwest Coast languages (see Campbell, 1997:
333-334; cf. Sherzer, 1976).

The Baltic

The Baltic linguistic area includes at its core (Balto-)
Finnic languages (especially Estonian and Livonian),
Baltic languages (Indo-European), and Baltic Ger-
man; however, all of the following have been included
in different treatments of the Baltic linguistic area:
Old Prussian (Prussian) (extinct), Lithuanian, and
Latvian (Baltic languages); the ten Saami (Lapp) lan-
guages, Finnish, Estonian, Livonian, Vote (Votian),
Vepsian (Veps), Karelian, and others (of the Finnic
branch of Finno-Ugric); High German, Low German
(Low Saxon), Baltic German, and Yiddish (Western
Yiddish) (West Germanic); Danish, Swedish, and
Norwegian (North Germanic); Russian, Belorussian,
Ukrainian, Polish, and Kashubian (Slavic); Romani
(Indo-Aryan, branch of Indo-European); and Karaim
(Turkic).

Shared features of the Baltic area include the
following;:

1. first-syllable stress;

2. palatalization of consonants;

3. tonal contrasts;

4. partitive case/partitive constructions (to signal
partially affected objects, equivalent to, for exam-
ple, “I ate [some] apple”) in Finnic, Lithuanian,
Latvian, Russian, Polish, etc.;

5. direct objects in the nominative case in a number
of constructions which lack overt subjects (Finnic,
Baltic, North Russian);

6. evidential mood: “John works hard (it is said/
reported/inferred)” (Estonian, Livonian, Latvian,
Lithuanian);

7. prepositional verbs (as German aus-gehen [out-to.
go] ‘to go out’): German, Livonian, Estonian,
Baltic, and others;

8. subject-verb-object (SVO) basic word order;

9. agreement of adjectives in number with the nouns
they modify (all languages of the area except
Saami languages and Karaim); they also agree in
case in all except the Scandinavian languages
(which have lost case distinctions for adjectives);

they also agree in gender in Baltic, Slavic, and
Scandinavian languages, as well as in German,
Yiddish, and some others.

For a more complete list of traits attributed to the
Baltic linguistic area, see Zeps, 1962; Koptjevskaja-
Tamm, 2002; and especially Koptjevskaja-Tamm and
Weilchli, 2001; compare also Jakobson, 1931.

Ethiopia

Languages of the Ethiopian linguistic area include:
Beja (Bedawi), Awngi, Afar, Sidamo, Somali, etc.
(Cushitic languages); Geez, Tigré, Tigrinya (Tigrigna),
Ambharic, etc. (Ethiopian Semitic languages); Wellamo
(Wolaytta), Kefa (Kaficho), Janjero (Yemsa), etc.
(Omotic languages); Anyuak (Anuak) and Gumuz
(Nilo-Saharan languages); and others. Among the
traits they share are the following:

1. SOV basic word order, including postpositions;

2. subordinate clause preceding main clause;

3. gerund (nonfinite verb in subordinate clauses,
often inflected for person and gender);

4. a ‘quoting’ construction (a direct quotation fol-
lowed by some form of ‘to say’);

5. compound verbs (consisting of a nounlike ‘pre-
verb’ and a semantically empty auxiliary verb);

6. negative copula;

7. plurals of nouns not used after numbers;

8. gender distinction in second- and third-person
pronouns;

9. reduplicated intensives;

10. a different present tense marker for main and
subordinate clauses;

11. a form equivalent to the feminine singular used
for plural concord (feminine singular adjective,
verb, or pronoun is used to agree with a plural
noun);

12. a singulative construction (the simplest noun
may be a collective or plural and it requires an
affix to make a singular);

13. shared phonological traits such as f but no p,
palatalization, glottalized consonants, gemina-
tion, presence of pharyngeal fricatives (# and ¢)
(Ferguson, 1976; Thomason, 2001; cf. Tosco,
2000).

How Linguistic Areas Are Defined

The following criteria have at times been considered
relevant for attempts to establish linguistic areas: (1)
the number of traits shared by languages in a geo-
graphical area, (2) bundling of the traits in some
significant way (for example, clustering at roughly
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the same geographical boundaries), and (3) the
weight or complexity of different areal traits (some
are accorded more significance for determining
areal affiliation on the assumption that they are
more difficult to acquire than others).

To establish a linguistic area, the more shared fea-
tures the better. Linguistic areas in which many dif-
fused traits are shared among the languages are
considered better established. Nevertheless, some
scholars believe that even one shared trait is enough
to define a weak linguistic area (Campbell, 1985). In
any event, it is clear that some areas are more securely
established than others because they are supported by
more shared areal traits. In the linguistic areas de-
scribed above, the number and kind of shared traits
vary considerably.

The idea that greater weight or importance should
be attributed to some traits for defining linguistic
areas can be illustrated with the borrowed word
order patterns in the Ethiopian linguistic area.
Ethiopian Semitic languages exhibit a number of
interconnected word order patterns which are bor-
rowed from neighboring Cushitic languages. Several
of these traits reflect the diffusion of the SOV basic
word order typology of Cushitic languages into the
formerly VSO Ethiopian Semitic languages. Typolog-
ically the orders noun-postposition, verb-auxiliary,
relative clause-head noun, and adjective-noun are all
correlated and tend to co-occur with SOV order
cross-linguistically. Their presence in Ethiopian Se-
mitic languages (some with all of these, others
with somewhat fewer) might seem to reflect several
different diffused traits (SOV counted as one, noun-
postposition as another, and so on), and might be
taken as several independent pieces of evidence
supporting the existence of the linguistic area. How-
ever, from the perspective of expected word order co-
occurrences, these word order arrangements are not
independent traits, but reflect the diffusion of a single
complex feature, the overall SOV word order type
with its tendency for the various expected coordi-
nated orderings in typologically interrelated con-
structions to co-occur. However, if borrowed SOV
word order is counted as a single diffused areal trait,
it must rank high in significance for defining a linguis-
tic area, since it is much more difficult for a language
to change so much of its basic structure under areal
influence than it is to acquire less complex traits.

Some scholars had thought that the bundling of
areal traits, clustering at the boundaries of a linguistic
area, might be required for defining linguistic areas,
though this has proven a poor criterion. Linguistic
areas are similar to traditional dialects, where often
one trait spreads across more territory than another

trait, so that their boundaries (or territories) do not
coincide (do not ‘bundle’). Typically the geographical
extent of individual traits may vary considerably.
However, in the rare situation where the traits
do coincide at a clear boundary, the definition of a
linguistic area matching their boundary is relatively
secure. As mentioned, several of the traits in the
Mesoamerican linguistic area do have the same
boundary, but typically in other areas the areal traits
do not share the same geographical boundaries, of-
fering no clearly identifiable outer border of the
linguistic areas in question.

Implications of Areal Linguistics for
Linguistic Reconstruction and
Subgrouping

Areal diffusion can have important implications for
comparative reconstruction and for subgrouping
within known language families. Nootkan provides
a good example which illustrates this. The sound
correspondences upon which Nootkan subgrouping
is based are given in Table 1.

Nitinat and Makah appear to share the innovation
which changed nasals to corresponding voiced stops
(in [1]-[4]), while Nitinat and Nootka appear to
share the change of the glottalized uvulars to pharyn-
geals (in [5] and [6]). (Makah and Nitinat also share
the retention of uvular fricatives, which Nootka has
changed to a pharyngeal [in (7) and (8)]; however,
shared retentions are not valid evidence for subgroup-
ing.) Here, one innovation (denasalization) suggests a
subgrouping of Makah and Nitinat together, with
Nootka more distantly related, while the other inno-
vation (pharyngealization) suggests Nitinat and
Nootka together, with Makah less closely related.
This seeming impasse is solved when we take into
account the fact that the absence of nasals is an
areal feature shared by several other languages of
the area; it diffused into both Makah and Nitinat

Table 1 Nootkan sound correspondences

Makah Nitinat Nootka Proto-Nootkan
1 b b m *m
2 b’ b’ m’ *m’
3 d d n *n
4 d’ d’ n’ *n’
5 q’ 9 q *q’
6 q" q N Q™
8 x x h 1
(Haas, 1969).
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under areal influence and is thus not real evidence of a
shared common development before the languages
separated; rather, it reached these two languages
independently from elsewhere in the linguistic area.
The innovation shared by Nitinat and Nootka of
glottalized uvulars changing to pharyngeals (in [5]
and [6]) is real evidence of subgrouping — a true
(nondiffused) shared innovation. So, Nitinat and
Nootka together constitute one branch of the family,
Makah the other branch. Moreover, with respect to
areal implications for reconstruction, if we did not
know about the areal diffusion in this case, we might
be tempted to reconstruct the voiced stops in Proto-
Nootkan, since they occur in more languages than
the nasals do, and to postulate a change of these to
nasals in Nootka (for [1]-[4]), getting it wrong in this
case. Thus, areal linguistic traits can have important
implications for classification (subgrouping) and for
reconstruction.

Areal Linguistics and Proposals of
Distant Genetic Relationship

Some similarities among languages which are due
to areal diffusion are often mistakenly taken to be
evidence of a possible distant family relationship
among languages whose classification is in question.
The Mosan hypothesis, which proposes a genetic
relationship between the Salishan, Wakashan, and
Chimakuan language families, illustrates this prob-
lem, which is common in many instances of long-
range comparison. Several scholars noted structural
similarities among these Northwest Coast languages,
but the Mosan hypothesis was not found convincing
because much of the evidence turned out to rely on
areal traits widely borrowed in the Northwest Coast
linguistic area. Swadesh (1953) presented 16 shared
structural similarities in support of Mosan, but most
of these are Northwest Coast areal features (some of
the traits are also typologically commonplace, found
independently in languages throughout the world),
for example:

1. “Extensive use of suffixes.”

2. “Nearly complete absence of functioning pre-
fixes in Chimakuan and Wakashan, minor role
in comparison to the suffixes in Salish.” (Typo-
logically it is not unusual for suffixing languages
to lack prefixes.)

3. “Extensive use of stem reduplication, including
initial reduplication ... and ... full stem redupli-
cation.”

4. “Aspect, including at least the dichotomy of
momentaneous and durative.”

5. “Tense is an optional category.”

6. “Plural is an optional category.”
7. “Dichotomy of non-feminine versus feminine
gender shown in demonstratives and articles.”
8. “Numeral classifier notions, shown by suffixes.”
9. “Two alternate stems for number” (lexically
paired distinct singular and plural verb stems).
10. “Lexical suffixes ... referring to body parts and
other space references.”
11. “Predicative use of nouns.”
12. “Demonstrative distinctions such as the present
versus absent, or visible versus invisible.”

As is clear, the traits which Swadesh listed as evi-
dence for the Mosan hypothesis are better explained
as the results of diffusion within the Northwest Coast
linguistic area (see Campbell, 1997 for details.)
From this case, it is easy to see why the identifica-
tion of areal traits is so important in historical linguis-
tics. In this instance, failure to recognize the areal
borrowings led to an erroneous proposal of genetic
relationship among neighboring language families.

Kinds of ‘Linguistic Area’

It is generally recognized that things that have been
called linguistic areas include entities with widely
divergent character and historical backgrounds,
depending on the social, cultural, political, geograph-
ical, attitudinal, and other factors which correlate
with diffusion of linguistic features in different
regions (Dahl, 2001: 1458; Kuteva, 1998: 308-309).
As Thomason (2001: 104) explained,

[linguistic areas] arise in any of several ways — through
social networks established by such interactions as trade
and exogamy, through the shift by indigenous peoples in
a region to the language(s) of invaders, through repeated
instances of movement by small groups to different
places within the area.

One finds in the literature many different sorts of
linguistic areas, such as: incipient ones, only begin-
ning to form and with as yet few shared traits; mori-
bund and decaying ones, where, due to many changes
after the area was actively formed, fewer traits are
currently recognizable among the languages; over-
lapping ones, where different areas formed on top
of or partially overlapping one another at different
times for different reasons; multilateral (areal traits
spreading from various languages of the region)
versus unilateral areas (with the traits shared
throughout the languages of an area stemming pre-
dominantly from one language); areas due to rapid
conquest, population spread, and migration (traits
moving with movement of speakers), others through
home-grown, stay-in-place contact (movement of
traits but not of peoples); and disrupted areas with
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“latecomers, earlier drop-outs, and temporary pas-
sers-by” (Stolz, 2002: 265). “In short, the notion
‘linguistic area’ does not refer to a uniform phenome-
non, either socially or linguistically” (Thomason,
2001: 115). This array of different kinds of linguistic
area raises questions about whether the notion of
‘linguistic area’ is warranted, whether all these
different ‘objects’ legitimately qualify as ‘linguistic
areas,’ given their very different natures and compo-
sition and given the very different circumstances of
their birth (and decay). The notion of ‘linguistic area’
offers little upon which these different sorts of lin-
guistic areas can be united other than the fact that
they all involve borrowing in some way, but bor-
rowings of different sorts, for different reasons, in
different settings, and at different times.

Linguistic Areas versus Borrowing
Generally

It is generally acknowledged that linguistic areas
are “notoriously messy,” “notoriously fuzzy” things
(Thomason and Kaufman, 1988: 95; Heine and
Kuteva, 2001: 396; Tosco, 2000: 332), and that
“what we understand about linguistic areas is depress-
ingly meager” (Thomason, 2001: 99). A common
perception is that the term ‘linguistic area’ is difficult
to define (cf. Heine and Kuteva, 2001: 409). As
Thomason (2001: 99) observed, “linguistics has strug-
gled to define the concept ever since [Trubetzkoy,
1928], mainly because it isn’t always easy to decide
whether a particular region constitutes a linguistic
area or not.” Stolz (2002: 259) believed that “the
search for clearcut definitions [of ‘Sprachbund, lin-
guistics area, and areal type’] has been largely futile
and will probably never come to a really satisfying
conclusion.” In spite of prolonged efforts to define
‘linguistic area,’ there is no general agreement on its
definition, and even for the most widely accepted
linguistic areas, such as the Balkans, scholars do
not agree wholly on which languages belong to the
area, what linguistic traits characterize the area,
and what its precise geographical extent is. This diffi-
culty has been related to the lack of clear distinc-
tion between areal phenomena and borrowing
generally (Campbell, in press). Thus Dahl (2001:
1458) asked:

In the end, we are led to the following more far-going
question about the notion of area: to what extent do
areas ... have a reality of their own and to what extent
are they just convenient ways of summarizing certain
phenomena? At the most basic level, linguistic con-
tact relationships are binary: one language influences
another. An area is then simply the sum of many such
binary relationships.

Campbell (in press) argues that the various defi-
nitions of ‘linguistic area’ offered in the literature
confirm that linguistic areas amount to just the
study of local linguistic borrowing and its history.
Every ‘linguistic area,” to the extent that the notion
has any meaning at all, arises from an accumulation
of individual cases of ‘localized diffusion’; it is the
investigation of these specific instances of diffusion,
and not the pursuit of defining properties for linguis-
tic areas, that increases our understanding and
explains the historical facts. With the focus rather
on specific instances of borrowing, many of the
unresolved issues and indeterminacies which have
dogged areal linguistics from the outset cease to
be relevant questions. It is the diffused linguistic
changes themselves that count and not the attempt
to seek meaning in the geography that secondarily
is involved (Campbell, 2004). A linguistic area, to
the extent that it many have a legitimate existence
at all, is merely the sum of borrowings in individual
languages in contact situations. If we focus rather
on understanding borrowings, those contingent
historical events, the difficulty of determining what
qualifies as a legitimate linguistic area ceases to be
a problem.
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Middle (/Medieval/Cilician) Armenian, and Classical
Armenian, as well as Zok, formerly spoken by the
Armenian inhabitants of southeastern Nakhichevan;
Kistinok, spoken by the Armenian inhabitants
of Musaler, Turkey; Kesbonuok, spoken by the
Armenian inhabitants of Kesab, Syria; Homshetsma
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spoken by the Hemshinli of northeast Turkey and
the Hamshen Armenians of the Black Sea coastal
regions of Abkhazia and Russia; and dozens of other
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and Armenia, draws its grammar from the Erzerum
dialect of Armenian but its lexicon is mostly of Indic
origin; it therefore is not clear whether or not the
language should be classified as a form of Armenian.
All employ the Armenian alphabet (created by
Mesrob at the beginning of the Sth century) except
for the Turkish forms of Homshetsma, which nor-
mally appear only in oral contexts, but in recent
years have begun to show up in Turkish orthography
in collections of word lists from minority groups
in Turkey, lyrics on CDs, and the like.

Armenian belongs to the Indo-European family,
and is commonly believed to be most closely related
to Greek and Indo-Iranian. (For instance, all three
share a prohibitive particle *me: (Greek me:, Sanskrit
ma:, Armenian mi) and the imperfect third-person
singular augment *e- (as in Greek e-pher-e, Sanskrit
a-bhar-a-t, Armenian e-ber ‘(s)he/it carried’). Many
more such parallels are discussed in Clackson, 1994.)
Because of its many loans from various Middle
Iranian languages, especially Parthian, Armenian
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was thought to be an Iranian dialect until Heinrich
Hiibschmann demonstrated in 1875 that it was a dis-
tinct branch of the Indo-European family. Scholars
disagree on how the Armenians came to historical
Armenia, the eastern half of present-day Turkey cen-
tered around Lake Van and Mount Ararat; some
believe they came southward from the Russian steppe,
others believe they and the Hittites came eastward
from Greece, and others suggest they moved only a
short distance from an original Indo-European home-
land in the Transcaucasus. It is most likely that
this settlement occurred in the second millennium
B.C. The earliest mentions of the Armenians occur
in the inscriptions of the Achaemenid Persian king
Darius (6th century B.C.) and the Greek historian
Herodotus (5th century B.C.)

The earliest written records of the Armenian lan-
guage date from the Sth century A.p. shortly after the
conversion of the Armenians to Christianity in the 4th
century led to the creation of an Armenian alphabet
by Mesrob around 401 and a systematic program
of translating the books of the Bible. The language
of the earliest translations was Classical Armenian
(also called grabar, ‘written [language]’), which con-
tinued as the preferred literary form of Armenian
until the 19th century, when it was supplanted by
the three modern literary dialects.

In linguistic terms Armenian is notable for its sig-
nificant divergences from Proto-Indo-European,
particularly in terms of pronunciation and vocabu-
lary. Some of the more striking phonological changes
are the development of a rich set of affricates (s,
dz, etc.), the loss of final syllable rimes (e.g., PIE
*worg'om ‘work’ > Classical Armenian gorts), the
change of initial *dw to erk- (e.g., PIE *dwo: 2’ >
Classical Armenian erku), and the change of original
*w to g. Most striking in the vocabulary of Armenian
is the rarity of words inherited from Indo-European
and the overwhelming predominance of words of un-
known origin. Unsurprisingly, native IE words survive
primarily in the core vocabulary: mayr ‘mother’ <
*mazter, bayr ‘father’ < *pater, k"oyr ‘sister’ < *swe-
sor, kov ‘cow’ < *gwows, tun ‘house’ < *domos, em
Tam’ < *esmi. The remainder of the lexicon is drawn
primarily from Parthian, and to a lesser extent Greek
and Syriac (q.v. Hiibschmann, 1895); several hundred
and perhaps as many as several thousand words are
of unknown origin, most likely having come from
Urartian, Hurrian, and other now-extinct autochtho-
nous languages. Armenian also incorporated large
numbers of Arabic words following the expansion
of the Arabs in the Middle East in the 7th century,
and the spoken language absorbed thousands of
Turkish words following the arrival of Turkic tribes
in Anatolia beginning in the 11th century.

Though there are dozens of mutually unintelligi-
ble varieties of Armenian, all share certain features.
Proto-Armenian had four verbal conjugations, char-
acterized by theme vowels -e-, -i-, -a-, and -u- (ber-e-m
T carry’, yawsim ‘I speak’, yndam ‘I rejoice’, zgen-u-m
‘T wear’); most modern dialects (including the West-
ern and Eastern literary languages) have completely
or partially lost the -u- conjugation, and standard
Fastern Armenian has merged the -i- conjugation
into the -e- conjugation. There were originally three
morphologically distinct sets of personal endings for
verbs — present, imperfect, and aorist — which were
used in combination with additional tense and as-
pect markers to form the various tenses and moods.
The system of nominal morphology in Proto- and
Classical Armenian was rich, preserving the IE nomi-
native, accusative, genitive, dative, instrumental, ab-
lative, and locative cases in both singular and plural
(but the IE dual was lost); there were at least eight
different declensions, distinguished primarily by dif-
ferent theme vowels. This system was significantly
reduced by the medieval period; Middle Armenian
and the modern varieties now use the singular endings
for the plural as well, and have only one productive
declension, formed from parts of the original -i- and
-0- declensions. With the exception of pronouns, the
inventory of cases has significantly reduced as well:
the accusative has merged with the nominative,
and the genitive with the dative. Proto-Armenian
had several participial forms, but only two of these
survive into the modern period: the original past par-
ticiple -eal is now -el in the Eastern dialects, and the
original present participle -ox is now used as a present
participle and for relativizing subjects of subordi-
nate clauses, as in the following Standard Western
Armenian example:

ajn  khirk"-o kPan-ok gin-9
that book-def. buy-pres.ppl. woman-def.
‘the woman that is buying that book’

The Western dialects have replaced -eal with -ats
(> -adz) for past participles; all modern dialects
also use the -ats participle to relative non-subjects
of subordinate clauses, as in the following Western
example:

(kM) kPon-adz kPickh-oth
2sggen buy-past.ppl.  book-2sgposs
‘the book that you (have) bought’

Most of the changes between Classical and Modern
Armenian first appear in the medieval period in
Middle Armenian documents, associated with the
Armenian kingdom of Cilicia, which flourished
from the 11th to 15th centuries A.D. in what is now
south-central Turkey. Middle Armenian is generally
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Western in character, though it shares many features
with Eastern dialects as well. It inverts the pronunci-
ation of the Classical Armenian plain voiced and
voiceless stops (e.g., berem ‘I carry’ > perem, pat
‘wall’ > bad), a feature that is preserved in the mod-
ern Cilician dialects of Zeytun and Hadjin but differs
from the Western and Eastern literary varieties (East-
ern preserves the Classical system [berem]; Western
devoices and aspirates the original voiced series
[p"erem]). The Cilician kingdom was in close contact
with several Crusader kingdoms; as a result, it bor-
rowed a significant number of words from Crusader
French, most famously what comes out as the stan-
dard Western form for ‘mister’, baron.

In the 19th century Armenian nationalists became
interested in developing a literary form of the modern
language. This was brought about by excising most
Turkish forms from the regional dialects and replac-
ing them with new borrowings from the classical
language. The intellectual center around which the
new Western literary language was organized was
Constantinople (modern Istanbul), though many fea-
tures of the standard dialect (including the pronunci-
ation of the consonants) do not come from the
Armenian dialect originally spoken there. The same
holds for Eastern Armenian with respect to Erevan.
The relationship between the two modern literary
dialects is somewhat complicated; there are many
grammatical differences (e.g., W go sirem vs. E sirum
em ‘I love’, W bidi sitem vs. E kosirem ‘I will love’
(note that the same form is used for the present in
W and the future in E) and lexical differences (e.g.,
W dzermag vs. E spitak ‘white’; W hos vs. E ester
‘here’, W bedkParan vs. E zukaran ‘bathroom’,
W havgit” vs. E dzu ‘egg’), and most Western speakers
have difficulty understanding Eastern, but many East-
ern speakers are relatively comfortable with the West-
ern dialect. This asymmetry in mutual intelligibility
most likely results from the fact that large numbers of
speakers of Western dialects fled to Eastern Armenia
following the Russo-Turkish war in 1828 and the
Turkish Genocide in 1915-1920, whereas before
the fall of the Soviet Union in 1991 most Western
Armenians had little or no exposure to Eastern Arme-
nian. The fact that there is some mutual intelligibil-
ity in both directions can also be linked to the fact
that the literary dialects tend to borrow the same
forms from Classical Armenian, and (at least in recent
decades) employ the same newly coined words.

The destruction of the Armenian homeland and
more than a million Armenians by the Ottoman gov-
ernment in 1915-1920 rendered most nonstandard
varieties of modern Armenian moribund; with few
exceptions the Armenians in the diaspora (primarily
Lebanon, France, and notably in the Los Angeles area

Table 1 The Armenian alphabet, with IPA equivalents for
eastern pronunciation

ut a & ts ? d3
£ b I/ k n r

iq g 4 h u s

/2 d & dz L[ v

& (i)e Vi K 7 t

q z .y tf r r

£ e o m g ts"
[ 9 J j ne u

P t" )7 n ifr p"
¢ 3 2 ) £ K"
f i n (v)o 0 5

L I ¢ " N f

M % uy p

of the United States) speak only Standard Western
Armenian. There were approximately 6.8 million
speakers of Armenian in 1996, but all varieties of
the language except for Standard Eastern Armenian
are in immediate danger of extinction as very few
diaspora Armenians under the age of 30 speak the
language fluently.

Whereas Classical Armenian was relatively Indo-
European in its syntactic and morphological structure,
all varieties of Modern Armenian are typologically
much closer to Turkish and the Balkan languages. Com-
pare, for instance, the formation of relative clauses,
exemplified by ‘I saw the bird that was singing in
the tree’: Classical — tesi oz-t"art/Mun-on or erger i
verqj tsar-oj-n (I.saw specific-bird-definite that was.-
singing in on tree-genitive-definite), Western — dzar-i-
n vora jerkP ok tPort/Pun-o desa (tree-gen.-def. on sing-
ing bird-def.I.saw). Western Armenian has undergone
additional influence from Turkish and Greek (cf.
sdepin ‘carrot’, istak"oz ‘lobster’, bant"sg ‘hotel’),
whereas Eastern Armenian has been heavily influ-
enced by Russian (e.g., the standard form for ‘pota-
toes” is kPart"sfli, and the word for ‘gay’ is galuboj,
from the Russian word originally meaning ‘sky blue’;
the native word for ‘blue’, kapujt, cannot be used in
this sense).

The Lord’s Prayer in Different Varieties of
Armenian, Rendered in the IPA

Classical Armenian (Edgmiatsin ms. 229,
989 A.D.)

Zuyp dbp np jhplpibn. ampp byfgh wihnd pn.
Eltgt wpguyfipit gn. byt fusde pn mpugt
phplfl ke ghphpp. qlug Jhp Sadoavugnpy
nnyr dbg wyquunp. b By dhy qupupinfu dhip.
npuybu b dkp Prgnudp dhpng wupumunguinog.
b dfp inwslipp gl fr spop&mfipcd. uyy’ shplbo
qifbg f swpk. gf pr b wppugnPhol be quigen Bl
b inunp quacfunbuibin wdtl:
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hajr mer or jeckines. surb ekits" anun k"o. ekets'e
arkajut?iwn kPo. ekitsin kamk® ko orpes
jerkinas ew jerkri. azhats" mer hanapazord tur mez
ajsawr. ew t"0E mez ozpartis mer. Ofpes ew mek"
tPokumk” merots” partapanats®. ew mi tanir szmez
i pPordzut™iwn. aji’ phorkea ozmez i t/"are. zi k"o &
ark"ajut’iwn ew zawrut"iwn ew pPark” jawiteanss.
amen.

Standard Eastern Armenian

ZwJp dbp, ofnp Jﬁpél[pnuf bu. urpp Prp (filip

on whnihip. pn Puqunfnprfymbp Bog qu. pn

buasdlppr Py ghilifs sliplpp o, Byl fnp gapllpnl b.
dhp Suiwwpuignpyu Swgp g dhy

wsguop. glif fPriy iy dlipy wnpnplipp, flguliu by

Jbbp bz"p [" 1 lr Jb[’ [ § !1 il Ll lLs M Jbl[

dfp ey dby sfnpdm s, wyy plpy Jhy pupfy.
inprf Skl polili ki fusgesdnpo oy gl
grpncflyrdip flatf dhuinpp Swdfunpuilia, wilbl:

hajr mer, vor jerkonkPum es. surp” t"ox lini ks
anuna. k' thagavorut’juns "o ga. kP> kamk"s
t"ox lini jerksi vora, int["pes vor jerkonk™um . mer
hanapazarja hats" tur mez ajsor. jev "ok mez mer
partk"ero, int["pes jev menk” enk" t"oxnum mer
partakanzesin. jev mi tar mez pordzutjan, ajl
pPorkir mez t[arits®. vorovhetev kPon: e
t"agavorut™juns jev zorut"juns jev p"ark"s
havitjanss. amen.

Standard Western Armenian

”l.l Suyp dbp np bplfilpl bu, pri wilnckng unipp
pywr. pric Puguenpnc g g poc lpudpy ppa
Busugbu bplplipp” Lingleybu bplpp opuy. dip

wiltl opnvwls Suigp wyuop wiy dbgf wnep, Jhgh blpt

dbp wpupnplipp flisugbu dhlp wy hp bhpkup dbp

wpunudpililipmd. e by hnpdmfPlul dh

wiilifip, Susggun supbl dby waquunt. pulig prky

£ Pruguicnpmfulip b gopacfBfulyr me dhuppp

quifunbusiu: Udbl:

v hajr mer vor jergink™n s, kPu anunot” surp” olza.
kPu thak"avarutjunat® k"a. kPu gamk"ot" ola
int/"bes jsrginkhe, nujnbes jergri vora. mer amen
srvan hats's ajsor al mezi dur, mezi nere mer
bardk"ero int["bes menk™ al go necenk® mer
bardaganzerun. u mez p orts®utjan mi danir, haba
t/Paren mez azade. kPanzi kPugat” e
tPakPavorutjuns jev zorut"juns u park"s
havidjanss. amen.

Zeytun Dialect (Cilicia, South-Central
Turkey)

5v mej bobs 2j ijginkn-is, k™u anunat sujp t"orna.

kPu thekPevyythynot thur ko. kMu gomk"at t"uk la,
int["bes ijgink"s, inden el ijgejin vijs. mij amen
cejven hots"s escej miz tuj. jev miz neje mij bojdk™a,
t[Pots" vor mink” el go nejink” mij bojdk"i dejerun.
jev miz pPojtsut’an mi danoj, habs t/"sjen miz
azade. t/"unk®i kPin: e tPek"evyjytlynoa jev
zojut’yna u p"ork". havidjanas havidenits". amen.

Kesab

cev mier byba, surp exni k" @nun,

kPetlekPevyruthynos thox ko, kPe iradet™at on:o,
tfhytshef k"i irgenk®s thorzen el ikedino, mier amen
evyr hoots"s dur miez es evyr el, mier bordk™ miezi
basat/ lamuf oo tjhytshar k" mienk® ginonk"
mieronts"s, ve zozmiez portsyt®jan mi dano, habo
yalosa i tfMarien, t/"ynk" k" e thek"evyrut®yno,
t/Pecefa, kPuvet®s, havidieinas havidonits® amon.
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Arrernte, using the most common current spelling,
is the name of what was for many years, if it is not
still, the most well-known Aboriginal language name
in Australia. The first widely used spelling was
‘Arunta,” and this is the spelling that leads to the
best approximation to the pronunciation of the name
([o'rando], often ["aronds]) by the general English-
speaking reader. The early German Lutheran mission-
aries introduced the spelling ‘Aranda.” The spelling
‘Arrernte’ is that of the practical orthography most

used now by writers in the language, and has acquired
wide currency, for example, in the print media. The
(Lutheran) Finke River Mission now uses the spelling
‘Arrarnta.’

At the time of European settlement, which reached
the central part of Australia in the 1870s, the Arrernte
speakers occupied a large area in the southeastern
part of the present Northern Territory, spilling over
into Queensland and South Australia (see Figure 1).
The name Arrernte (with various qualifiers) is used
for several dialects of what is generally regarded as a
single language, called Upper Aranda by Hale (1962),
and also for another closely related language that Hale
called Lower Aranda. The Upper Aranda language
group includes three main subgroupings: Western,
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Figure 1

Locations in Australia where Arrernte and some neighboring languages are spoken. Reprinted from Green (1998), Kin and

country: aspects of the use of kinterms in Arandic Languages. M.A. thesis, University of Melbourne.
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Central, and Eastern Arrernte and Anmatyerr and
Alyawarr as dialects, which have of the order of a
1000 speakers each and are still being learned by
children; Southern Arrernte (or Pertame), many of
whose speakers now use Western Arrernte; and ex-
tinct or nearly extinct varieties, Antekerrepenh and
Ayerrereng. The relationship of modern Western
Arrernte to an almost extinct dialect that has been
called Tyurretye Arrernte (Breen, 2001) is not clear;
it could be that the latter is the original western dialect
and the former is essentially Southern Arrernte.
Anmatyerr and Alyawarr do not identify as
Arrernte. The other language, Lower Arrernte (Hale’s
Lower Aranda, called Lower Southern Arrernte/
Aranda by some, but Arrernt Imarnt in the dictionary
that is being compiled by the author at the time of
writing), had in 2004 only a couple of moderately
competent, elderly speakers. The two languages,
Upper and Lower Arrernte, are grouped (but not
uncontroversially) with the more distantly related
Kaytetye under the name Arandic (see Koch, 2004),
and this is classed as a subgroup of the Pama-Nyungan
family (which, again, is not universally accepted).
Study of the Arrernte language was begun after
1877, by German missionaries, notably Carl Strehlow.
Strehlow’s son, T. G. H. Strehlow, continued his
father’s study of the language and amassed a vast
quantity of data, the culmination of his work being
the wonderful Songs of Central Australia (1971).
Somewhat earlier, around 1960, the linguist Ken
Hale (1934-2001) had collected excellent material
in most dialects. The Summer Institute of Linguistics
(SIL) and other mission linguists have also worked
on the languages for many years; the first substantial
Western Arrernte Bible portion appeared in 1925 and
there have been many other, mostly smaller, works.
Substantial theses on Arrernte phonetics and grammar
have been written by David Wilkins (1989), John
Henderson (1998), and Victoria Anderson (2000).
One of the most extensive dictionaries of any Austra-
lian language to appear to date is that of Eastern and
Central Arrernte by Henderson and Dobson (1994).

Smaller dictionaries are those of Alyawarr (Green,
1992) and Western Arrernte (Breen, 2000); dictionaries
of Anmatyerr (a work in progress, by Jenny Green) and
Lower Arrernte (Breen) are to appear in the near future.
No detailed grammar has been published. Indigenous
writing is in its infancy.

Table 1 gives the consonant inventory of Central
Arrernte, using orthographic symbols, as typical of
these languages. The basic vowel system comprises a
featureless vowel, written e, dependent for its quality
on the surrounding consonants, and a low vowel, a.
In most dialects there is also a high front vowel, with
a comparatively small functional load, and in some
there may also be a high back vowel, with a small
functional load, which, however, may be better ana-
lyzed as due to the effect on e of roundness on a follow-
ing consonant. Roundness, derived from an ancestral
rounded vowel, may be associated with consonant
positions. A seventh consonant position, prepalatalized
apical (yt, yn, yin, yl), postulated for some dialects,
may be more correctly analyzed as a palatalization
feature associated with the consonant position. In
other dialects, prepalatalized apicals are an allophone
of phonemes in the series called apical postalveolar.

Arrernte (and also Kaytetye) are a focus of atten-
tion for linguists because of the substantial sound
changes that the languages have undergone in the
not too distant past. These include loss of initial
syllables or their replacement by a vowel; transfer of
the feature ‘roundness’ from the vowel to an adjacent
consonant (from which it might spread or migrate) —
this resulted in the earlier three-vowel inventory being
reduced to two, with later expansion, as noted previ-
ously; prestopping of certain nasals; and loss (or, as
Koch (1997) has it, neutralization) of final vowels.
Orthographically, in some dialects, all words are
written with final e, representing schwa, whereas in
others, final (predictable, often optional) vowels are
not written, except, as a4, in short words, in which
they may be the stressed or even the only vowel. Thus,
for example, earlier *nyina- ‘sit’ has become - or an-;
*ngali ‘we (dual, inclusive)’ has become il-, ayl-, or

Table 1 Central Arrernte consonants
Type Peripheral Laminal Apical
Bilabial Velar Dental Alveolar Alveolar Postalveolar
Stop p k th ty t rt
Nasal m ng nh ny n rn
Prestopped nasal pm kng thn tny tn rtn
Lateral Ih ly | rl
Tap rr
Glide w h y r
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aly-; *wama ‘snake’ has become apme or apmwe;
and *munga ‘night’ has become ingwe. Breen and
Pensalfini (1999) have argued that, contrary to the
supposed universal situation that all languages have
consonant-vowel (CV) syllables and that VC syllables
can occur only in a language that also has CV, CVC,
and V syllables, the sole underlying syllable shape in
Arrernte is VC(C). Words that are consonant-initial
on the surface have an underlying initial schwa. See
Breen (2001) for a brief overview of the phonologies
of the different dialects, and Koch (1997) for his
view of the sound changes that have occurred.

In phonotactics, Arrernte is atypical in Australia in
that it allows monosyllabic words and (surface) word-
initial consonant clusters (homorganic or heteror-
ganic). In most dialects, the vast majority of words
are vowel—initial, mostly g-initial (the remainder hav-
ing the underlying initial schwa, which never appears
utterance-initially). The definition of the concept
‘word’ in Arrernte is problematic; units that are clear-
ly words, or even phrases, can be incorporated into
words, dividing them into parts that are clearly less
than words (see Henderson, 2003).

Grammatically, Arrernte is typical of languages of
most of Australia in the following ways:

® Nouns operate in an absolutive/ergative paradigm
but pronouns are nominative/accusative, except
that first- and second-person singular in eastern
and northern dialects distinguish intransitive
subject, transitive subject, and object.

® Pronouns have three numbers — singular, dual, and
plural — and in some dialects distinguish exclusive
from inclusive in first-person dual and plural
(whereas others have lost this distinction but
retain, with no function, the old exclusive marker).

® Cases are marked by suffixation.

There is no grammatical gender.

® The rich verbal morphology includes a variety of
compound types; verb suffixation marks tense,
mood, aspect, associated motion, and, optionally,
number of subject.

® Reduplication, of various types, is prominent in the
grammar of the major lexical categories.

® Preferred constituent order is subject-object-verb
(SOV), but this is frequently varied by pragmatic
factors.

There is a complex interaction between kinship and
grammar, although much of this is being lost. Society
was, in the recent past, organized into four sections
(called ‘skins’ in Aboriginal English) based on a divi-
sion into two patrilineal moieties superimposed on a
division of alternating generations. Not long before
European settlement, a further division to form eight
subsections diffused from groups in the northwest,

but did not reach to the easternmost or southernmost
parts of the Arrernte area. Nonsingular pronouns can
be marked according to the relationship of the per-
sons concerned; thus, in Alyawarr, we have ayla ‘we
(dual, inclusive, same section),” aylern ‘we (dual, ex-
clusive, same section),” aylak ‘we (dual, inclusive,
same moiety but differing by an odd number of gen-
erations, as father and child),” aylernak (as aylak, but
exclusive), aylanth ‘we (dual, inclusive, different moi-
ety, as mother and child or husband and wife),” and
aylernanth (as aylanth, but exclusive). Kinship terms
can be suffixed with morphemes derived from da-
tive pronouns to indicate possessor; so, from arreng
“father’s father and reciprocal’ we can have arrengaty
‘my father’s father,” ‘my son’s child (I being male),’
‘my brother’s son’s child,” and so on; arrengangkw
‘your father’s father,” etc.; arrengikw ‘his or her
father’s father,” etc.; arrengalyew ‘our father’s fa-
ther, we being siblings,” etc.; and arrengalyewak
‘father’s father of one of us (we being in the same
moiety but differing by an odd number of genera-
tions, as father and child),” etc. This last term, arren-
galyewak, can be used by some speakers in the
singular (‘father’s father of one or other of us’), but
others could use it only if, say, there were two people
who were ‘your and my father’s fathers.” Each of
the 27 possible suffixes can be used in this way. The
following sentence is a relatively simple example
in Antekerrepenh, translated by the speaker (SS
means ‘same section’; VOC, vocalic; ERG, ergative;
1pu, first-person dual; DAT, dative):

(1) Angkwer-ey antyeny ayn-el-ayl-ek
elder.sister-voc old.man father-ERG-1DU.SS-DAT
aherr atw-ern.
kangaroo kill-pasT
“Well sister, old dad’s killed a kangaroo.’

Another example, in Alyawarr, is from a children’s
story (Summer Institute of Linguistics, 1996); the
stories were the result of a linguist showing the (adult)
language workers a series of drawings and asking them
to make a story about the drawings. The first story in
the book, about three boys who got lost, had the fol-
lowing sentence (DM means ‘different moiety’; 3pL,
third-person plural):

(2) Am-ayn-ew-anth-err-then
mother-3PL-DAT-DM-PL-also
ayn-ayn-ew-anth-err-then
father-3pL-DAT-DM-PL-also

ampa ikwer-rnem

child 3sG.DAT-PL

nthw-ew-anem
look.for-past-then

This is translated as ‘Their mothers and fathers
looked for the children’; the boys could have been
two brothers and their cross-cousin. The same kinship
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terms were used with ergative marking on the follow-
ing page of the story. Note that, there is no number
marking, but the use of the complex kinship terms
seems perfectly natural and efficient (these and other
complexities of kinship grammar are as yet unpub-
lished, but see Breen (1998) and Green (1998)).
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Constructors can operate from any of several
motives for designing a language. Some language
designers intend that eventually their languages will
replace an entire family of languages, such as Tutonish
(1902) for the Germanic languages, or Ro (1906)
for the entire world, considering that their languages
would confer some overwhelming advantage to
warrant replacing other existing languages.

Perhaps the most common design goal of artificial
languages is international auxiliary languages, lan-
guages intended for use among people who do not
have (or do not choose to use) any other language in
common. Auxiliary languages, of which the best
known but by no means the only is Esperanto
(1887), may be intended to serve among localized
areas (e.g., Guosa in Nigeria, 1965) or for the whole
world. (Some have questioned whether replacement
and auxiliary languages should be considered real lan-
guages. The experience of Esperanto, among others,
tends to show that at least some such languages are
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adequate for any level of discourse for which their users
want to employ them. Also, there are individuals who
have learned Esperanto from infancy in Esperanto-
speaking homes. Therefore at least some auxiliary lan-
guages are real languages.)

There are authors who have designed languages, at
highly varying levels of specification and complete-
ness, for artistic use or to be part of a fictional or
mythic world. Examples are the Elvish languages of
J- R. R. Tolkien’s Middle Earth and Klingon on the
Star Trek series.

A few languages have been designed to test some or
other linguistic hypothesis. The original motivation
of James Cooke Brown’s Loglan (1960) seems to have
been to test the Sapir-Whorf Hypothesis.

From time to time, smaller or larger groups have
constructed languages in order to communicate
among themselves without their communications
being readily intelligible to outsiders. Often such
concealment languages, such as the Pig Latin of
childhood, are modifications of existing languages.

Special communication needs are a sixth motiva-
tion for constructing languages. Some, such as a later
adaptation of Blissymbolics (originally Semantogra-
phy, 1949), are designed for communication needs
of persons with physical and/or mental disabilities.
Languages allegedly usable in psychoanalysis and
psychotherapy, such as aUl (1962), are another
venue. Additionally, intended communication, at
least on a rudimentary level, with hypothesized extra-
terrestrial beings can give rise to a language.

Some individuals (and occasionally small groups)
construct languages merely for enjoyment, as hobbies,
just as some people construct model ships.

Finally, there may be miscellaneous occasions, such
as altered religious and/or mental states, although
one might question whether some such languages
are constructed for a conscious purpose.

Artificial languages, and auxiliary languages espe-
cially, have various provenances. The Indo-European
(IE) matrix of language designers seems to be the
most common provenance of languages readily docu-
mented, that is, the designers themselves tend to be
speakers of IE languages, and the products are heavily
influenced by an IE substrate. In many instances, the
languages have an intended primary audience of
speakers of European languages, including speakers
of non-IE European languages. However, some lan-
guages such as Afrihili (1970) have target audiences
other than Indo-European speakers (although the lan-
guages themselves are often presented and described
using an IE language). On the other hand, some aux-
iliary languages may have an IE base but have an
intended audience worldwide.

The history of artificial languages, even in the
West, is extensive, and only the briefest outline is
possible, inasmuch as the number of auxiliary lan-
guages alone is in the hundreds spanning several
centuries.

One of the earliest constructed languages in the
West of which there is a record is the Lingua Ignota
of St. Hildegard of Bingen (12th century). It com-
prised a 23-letter alphabet and about 1000 words. It
is not entirely clear whether she intended it as an
amusement, as an auxiliary language, or to express
certain religious assertions, such as mystical states.

In the 13th—14th centuries, Ramén Llull wrote his
Ars Magna, which he conceived as a perfect and
universal language, especially for the religious con-
version of non-Christians.

It was during the 17th century (and later) that the
so-called a priori philosophical languages came to the
fore, especially with the Real Character (1668) of
Bishop John Wilkins in Great Britain. Perhaps the
most notable characteristic of the philosophical lan-
guages is their basis in a classificatory scheme of
(supposedly) all knowledge. Knowledge is broken
into categories, and the vocabulary follows in al-
most mathematically combinatorial form from the
classification.

During the 18th and 19th centuries, a number of
artificial language proposals surfaced, such as the
rather eccentric Solresol (1827) by (Jean) Frangois
Sudre, based on a seven-note musical scale, which
did, nonetheless, gather some interest.

Volapiik, invented in 1879 by the Catholic priest
Johann Martin Schleyer, was the first artificial lan-
guage designed as an auxiliary language to gain
any substantial following. It was an a posteriori
language, i.e., one in which the grammar and (espe-
cially) vocabulary derive from one or more existing
languages, although word forms of Volapiik were
greatly modified from readily recognizable forms.
The language enjoyed considerable initial enthu-
siasm throughout Europe and North America,
although that enthusiasm quickly waned due to
what some considered to be shortcomings in the
language itself, factional infighting within the move-
ment, and the rise of Esperanto. (There were, how-
ever, some derivatives of Volapiik itself, and the
language, in a revised form, did have some slight
revival in the 20th century.)

Esperanto (1887), the brainchild of Ludwig
Lazarus Zamenhof (spellings vary), has become the
most successful, in relative terms, of all the artificial
auxiliary languages to date. It has a largely Indo-
European grammar with a rather agglutinative
word-formation system. Estimates of the number of
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Esperanto speakers differ widely and are controver-
sial, ranging from a few tens of thousands to several
million. Over the decades, people have raised various
objections to Esperanto’s structure, vocabulary, or
orthography (which includes some accented letters
unique to itself). Consequently, Esperanto has given
rise to numerous derivatives, of which the only one to
have any significant number of users at all has been
Ido (1907).

Several artificial languages have the design goal of
being naturalistic in terms of recognizability to speak-
ers of west European languages. Notable among them
have been Latino sine Flexione (1903) by Giuseppe
Peano, a kind of Latin with most of the inflections
stripped out, Occidental (1922) of Edgar de Wahl,
and Interlingua (1951) of the International Auxiliary
Language Association, Inc.

A few artificial languages have been known as
logical languages, being based on predicate logic rath-
er than on more common grammatical principles.
Among these are Loglan (1960) and Lojban (1988)
by the Logical Language Group, Inc.

Finally, there have been numerous artificial lan-
guages, too many and too varied to try to describe
here even cursorily, that might be subsumed under
the catch-all heading of just about anything under
the sun. They have characteristics similar to those of
languages all over the world.

Artificial languages have various features in both
grammar and vocabulary, although the grammars
of auxiliary languages (at least those developed by
Westerners) often (although not always) tend to
follow an Indo-European model.

A priori languages, first mentioned above, have
two overlapping types. There are those, such as
Wilkins’s Real Character, Foster’s Ro, or Elam’s Oz
(1932), which follow a classificatory system for vo-
cabulary, as noted above. Such schemata are open to
several criticisms:

® The totality of knowledge does not always fit neat-
ly into a simple and single taxonomic schema.

® The taxonomic schema is dependent on the state
of knowledge at the time of the creation of the
schema.

® It can be difficult to fit new discoveries, taxa, and
techniques into the schema, as the schema tends to
be relatively closed.

® In practice there is a prodigious demand on the
memory (and on the oral-aural channel) to retain
the schema and to make fine distinctions (both
semantic and oral).

Another use, however, of the term ‘a priors
is simply a reference to artificial languages whose

vocabularies are made up ad hoc and not derived
from the vocabularies of existing languages. Some
languages of this type (many examples could be
cited) may have some internal structure to the vocab-
ulary, primarily for mnemonic value, but do not fol-
low a classificatory scheme as such.

A posteriori languages have their grammar and
vocabulary bases in existing languages. The degree
to which the vocabulary items are deformed varies
widely.

There are also logical languages, as mentioned
above. Their vocabulary may be a priori or at least
partially a posteriori.

Auxiliary languages in particular can have different
intended audiences and purposes. Some designers
target their products largely for informal, personal
use, such as among travelers and correspondents.
On a wider scale, commercial and professional appli-
cations may come into purview. IALA Interlingua has
seen some professional use in the past, but few lan-
guages seem to have yet found much widespread
use in the commercial realm. Intergovernmental use,
such as diplomacy and treaties, may be encompassed
within the design of a language, although none
have yet made significant inroads into this area. Dif-
ferent members of target audiences may have differ-
ent assessments of the ease with which adult learners
can acquire and use an artificial language.

Artificial languages in general (and not just auxil-
iary languages) differ markedly in their division of
semantic space. Some have a rich vocabulary, making
fine semantic distinctions, and others have a much
more restricted vocabulary, depending on periphrasis
to convey distinctions. Languages differ widely in
how they handle (or even allow) unassimilated or
partly assimilated foreign terms.

The issue of idiom often tends not to be treated
extensively in the construction of auxiliary (and other
artificial) languages. As a result, many users often
import native idioms, impeding ready communica-
tion, or make conscious efforts to avoid idiom entire-
ly. Of course, there is nothing to prevent a body of
users from developing over time idioms unique to the
user base itself.

Just why an auxiliary language does or does not
have much use (in terms of speaker base) may depend
on several factors. Not all of these factors are lin-
guistic characteristics in and of themselves. Among
them are:

® Propitiousness of circumstances, or ‘right place
at the right time.” In some language milieux,
there is simply little felt need for an auxiliary
language.
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® Perception by prospective learners and users that
the language itself is adequate for the task and
sufficiently easily acquired by adult learners. This
factor, although highly subjective, is operative.
This factor can be called ‘good enough.’

® A proposed international auxiliary language must
have a stable enough base so that it is not always
moving under the feet, so to speak, of would-be
users. (Some language designers continue indefi-
nitely to make changes.)

® A language proposal must be sufficiently dispersed
to the attention of prospective users, with didactic
material available.

® Proponents must have sufficient enthusiasm to
work against social inertia.

® Proponents must have at least a minimally suffi-
clent organization at some time to assist pro-
pagation.

® External events, such as wars or government favor-
able (or disfavorable) attention, may work for or
against the spread of an auxiliary language.

Although much material exists for individual arti-
ficial languages, there are few comprehensive studies

Assamese

P N Dutta Baruah, Central Institute of Indian
Languages, Mysore, India
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Assamese is the principal vernacular and official lan-
guage of Assam, a northeastern state of India, and is
spoken by 10 million persons there and by 10 million
more in Bangladesh. An Anglicized derivation of
oxom ‘Assam,’” Assamese refers to both the language
and the speakers. Natives call it oxomiya < oxom +
iya meaning ‘belonging to.” A descendant of the
Magadhan group of the Indo—Aryan family of lan-
guages, it shows affinity with modern Hindi, Bengali,
and Oriya. Its formative period begins from the tenth
century and written records in verse date from only the
late thirteenth century, prablada charita by Hem Sar-
aswati being the earliest one. Developed from Brahmi
through Devanagari, its script is similar to that of
Bengali except the symbols for /t/ and /w/; there is no
one-to-one phoneme—grapheme correspondence.

Its characteristic phonemic features include a voice-
less velar fricative /x/, the alveolar fricatives /s/ and /z/,
alveolar plosives, the alveolar nasal /n/, only one /r/,
and the intervocalic occurrence of /r/. Characteristic

of artificial languages in general. Most available
material relates to international auxiliary languages,
and some of that is on a popular level. Some of the
works cited in the Bibliography contain further refer-
ences for the interested reader.
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morphological features are: (a) gender and number
are not grammatically marked; (b) there is lexical dis-
tinction of gender in the third person pronoun;
(c) transitive verbs are distinguished from intransi-
tive; (d) the agentive case is overtly marked as distinct
from the accusative; (e) kinship nouns are inflected
for personal pronominal possession, e.g., deuta ‘father,’
deuta-r ‘your father,” deuta-k ‘his father’; (f) adverbs
can be derived from verb roots, e.g., mon pokhila uradi
ure “The mind flies as a butterfly flies’; (g) a passive
construction may be employed idiomatically, e.g., eko
nuxuni ‘Nothing is audible.’

Syntactically it is non-distinct from its genetic rela-
tives. Assamese has no caste dialects but a geographi-
cal dialect kamrupi with further sub-dialects. Written
Assamese is almost identical with standard colloqui-
al. An Assamese-based pidgin, Naga Pidgin or Naga-
mese, is spoken in Nagaland. Mutual convergence
with neighboring Tibeto—Burman languages and Ben-
gali spoken in Assam is noticeable in phonology and
vocabulary. Its indigenous vocabulary is gradually
falling into disuse in favor of Sanskritized forms. It
stands unique among its genetic relatives in having
developed historical and biographical prose as far
back as the sixteenth century.
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Introduction

The languages spoken in Australia can be classified
into the following:

e indigenous languages spoken by Aboriginal and
Torres Strait Islander people;

® pidgins and creoles arising from language con-
tact, primarily spoken by Aboriginal and Torres
Strait Islander people and the descendants on Pacific
Islander groups;

® community languages, including Australian Sign
Language (Auslan) and the languages spoken by im-
migrant community groups and their descendants;

® Aboriginal English, primarily spoken by Aborigi-
nal and Torres Strait Islander people;

e Australian English, the official language of the
country and spoken as a first language by
90% of the population, with regional and social
variation.

Aboriginal and Torres Strait Islander
Languages

When Australia was colonized by Europeans in
the late 18th century, it was home to approximately
250 indigenous Aboriginal and Torres Strait Islander
languages (Dixon, 1980; Walsh, 1997; Angelo et al.,
1994; Austin, 1996), many of which are now either
extinct, moribund, or endangered. Today, only 12 in-
digenous languages continue to be learned by chil-
dren (McConvell and Thieberger, 2004), meaning
that 95% of Australia’s indigenous heritage has
disappeared or is highly threatened. Recently there
have been moves toward revitalization of Aboriginal
languages (see below).

The languages spoken in the Torres Strait Islands
fall into two groups: Meryam Mer, spoken in the

Pattanayak D P (1969). Oriya and Assamese. In Sebeok T A
(ed.) Current Trends in Linguistics, vol. 5. The Hague:
Mouton.

Census of India (1991) series. New Delhi: Office of the
Registrar General.

eastern islands, is related to Papuan languages to the
north, and Kala Lagaw Ya, spoken in the western
islands, is related to languages of the Australian main-
land. For Tasmania, the existing sources are poor and
it is difficult to say much definitively about the tradi-
tional indigenous language situation (Crowley and
Dixon, 1981); however, much work has been done
on reconstructing old sources (Crowley, 1993) and
the Tasmanian Aboriginal Centre is promoting the
revived language.

There has been growing awareness of Aboriginal
and Torres Strait Islander languages among the
general Australian population, and Aboriginal lan-
guage courses are now taught in secondary schools
in Victoria, South Australia (Nathan, 1996), and
soon to be introduced in New South Wales. Bilingual
education is also available in the Northern Territory,
Queensland, and Western Australia, although pro-
grams are often threatened with funding cuts and
lack of staff. Over the past 20 years, a number of
Aboriginal-run Language Centres have been estab-
lished throughout the country to collect language
and culture information, prepare practical materials
such as dictionaries and text collections, and to sup-
port local education and cultural revival initiatives.
These grassroots organizations have been success-
ful in mobilizing scarce resources in support of the
languages. National bodies such as the Federation
of Aboriginal and Torres Strait Islander Languages
(FATSIL) have been set up, and Aboriginal lan-
guages have an increasing presence on the internet
(see David Nathan’s Aboriginal Languages Virtual
Library website for sources). The Central Australian
Aboriginal Media Association is also involved in
broadcasting and recording and distribution of Abo-
riginal music. Since the 1980s, Aboriginal rock music
bands, some of whom, such as Yothu Yindi, sing in
indigenous languages, have become popular across
Australia and internationally.

Although threatened by dominant Australian
English, there are signs of indigenous language and
cultural revival in South Australia (Amery, 2001)
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and elsewhere. In 2003, the New South Wales gov-
ernment committed significant funds to supporting
indigenous languages in that state and introducing
them into the school system in the Languages Other
than English (LOTE) program.

Language Relationships

The indigenous languages spoken across the southern
two-thirds of the Australian continent plus eastern
Arnhem land belong to a single language family
called Pama-Nyungan, originally proposed by
Kenneth Hale and Geoffrey O’Grady in the 1960s.
Much descriptive and comparative work, especially
in the last 10 years, has provided support for this
family group (see Bowern and Koch, 2003 for the
most recent sources, especially the extensive cognate
materials given by Alpher in that volume). In the “Top
End’ (the Kimberley, Daly River, and western Arn-
hemland), there is much more linguistic diversity,
with some 20 language families having been identified
(although recent research has increasingly argued that
higher level groupings may also exist; see Evans, 2003).
Whether all the languages are ultimately related as a
single genetic family remains to be determined.

Linguistic Characteristics

Traditionally, Aboriginal groups were multilingual, as
a result of exogamous marriage patterns, and in-
dividuals spoke several languages, while claiming pri-
mary allegiance to the tongue of their descent group.
Languages also showed sociolinguistic variation:
geographically different dialects, and special speech
styles reflecting kinship and ritual relationships (see
Walsh and Yallop, 1993).

Phonologically, languages generally lack fricatives
and affricates, and there are contrastive stops at up
to five points of articulation, with a nasal for each
stop position, one or more laterals, a flap, a semire-
troflex continuant, and two glides (see Gamilaraay
and Jiwarli for further details). Stops and nasals
contrast laminal and apical manners of articulation.
There is usually no voicing contrast for stops (i.e., no
contrast between p and b, for example). Most lan-
guages have just three vowels: high front 7, high back
u, and low a, with a phonemic length contrast found
in about half the languages (Dixon, 1980). Some
Cape York Peninsula languages have undergone
historical sound changes introducing fricatives, pre-
nasalized stops and additional vowel contrasts; Aran-
dic languages of Central Australia are argued to have
only two vowels and a contrast between rounded and
unrounded consonants (see Breen in Simpson et al.,
2001).

The general phonotactic structure of word roots
is CV(C)CV(C). Every word must begin with a
single consonant and end in a vowel, or a restricted
number of consonants. Some languages only allow
vowel-final words (see Jiwarli). Word initially,
in general only nonapical stops and nasals, and the
two glides are found. Word medially, there are limited
consonant clusters, primarily homorganic nasal plus
stop, and apical nasal or lateral plus peripheral
stop (p and k). Vowel clusters are not found, though
Vowel-Glide-Vowel sequences are possible. Word
stress is generally not phonemic and predictable
from the phonological shape of words (see Gamilar-
aay for examples).

Languages of the Pama-Nyungan (PN) group
are entirely suffixing in their morphology;
non-Pama-Nyungan (non-PN) languages may show
both suffixes and prefixes, and tend to be head-mark-
ing rather than dependent-marking. There are two
major word classes: nominals and verbs, with nom-
inals in PN languages typically showing rich systems
of case-marking (in non-PN case-marking is often
absent) and verbs marking tense/aspect/mood and
dependent clause categories. Nominals can be sub-
divided into substantives (that cover both noun
and adjective concepts in a language like English),
pronouns, and demonstratives. Minor word classes
include adverbs, particles, and interjections.

Nominals in PN languages typically inflect for
case, with the syntactic functions of intransitive sub-
ject (S), transitive subject (A), and transitive object (P)
showing a split-ergative pattern of syncretism in the
case forms determined by animacy:

® for pronouns S and A fall together as a single (un-
marked) form with P different (making nominative—
accusative case marking);

e for other nominals, S and P fall together as a single
(unmarked) form with A different, making ergative—
absolutive case marking.

In some languages, some nominal categories (e.g.,
animate nouns) show a three-way contrast distin-
guishing S-A-P. In non-PN languages, there are typi-
cally systems of verb affixation encoding agreement
with verb arguments; this agreement may also reflect
gender categories of the nominals.

The following cases are also typically found in PN
languages:

® dative, marking alienable possession and direction
toward a place;

® |ocative, coding location in a place;

® ablative, coding direction from a place, and
cause.
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Australian languages typically have complex systems
of nominal word-building morphology that involves
suffixation between the root and case inflection. Cate-
gories encoded in word-building morphology include
number, having, and lacking. Some non-PN languages
encode gender on nouns via affixation.

Pronouns generally distinguish three persons and
singular, dual, and plural number; in the first person
nonsingular, there is an inclusive—exclusive contrast
in about half the languages. Some languages also
show bound pronouns, often these are reduced forms
of the free pronouns and in PN languages are suffixed
to particular elements of the clause (Dixon, 1980).

Verbs morphologically distinguish between main
verb and dependent verb inflections. Main verbs en-
code tense and mood categories, while dependent
verbs occur in hypotactically linked clauses and
mark relative tense (and is some central Australian
languages also switch-reference; see below). There
are typically a number of verb conjugations that
are morphologically determined but may show some
correlations with transitivity (Dixon, 1980). Verbs
show productive word-building morphology, includ-
ing affixes that indicate aspectual categories or change
in transitivity (detransitivizing and transitivizing
processes). Generally passive forms are not found,
though some eastern Australian languages have anti-
passive derivations. Non-PN languages show agree-
ment via affixation on the verb. The minor categories
of adverb, particle, and interjection show no morpho-
logical variation. All languages also have affixes that
attach to words of any category, typically encoding
discourse status, evidentiality, and other pragmati-
cally based meanings.

A common pattern in many Australian languages
(see Jiwarli) is for word order to be relatively free and
hence to find all possible orders of Subject, Object,
and Verb, as well as separation of nouns and adjec-
tives referring to a single entity (with case agreement
indicating common reference). Similarly, possessors
(in dative case) may precede or follow the alienable
possessed noun. Free omission of nominals whose
reference is clear from the context is also common.
Australian languages have become famous for their
‘nonconfigurational syntax.’

Interclausal syntax shows a degree of variation;
some languages (see Gamilaraay) place little restric-
tion on linking of clauses, while others such as Dyirbal
have ‘ergative syntax’ where the linked clauses must
share coreferential absolutive (S or P) nominals.
Many central Australian languages have switch-refer-
ence where cross-clausal identity or nonidentity of
subjects (S or A) is encoded on the dependent verb.
Non-PN languages tend to make use of parataxis in
clause linkage.

Particles in Australian languages tend to have scope
over the whole clause and encode such semantic con-
cepts as polarity (affirmation versus negation) and
mood (possibility, negative imperative, etc.).

Pidgins and Creoles

Australia has a number of English-based pidgins and
creoles as a result of language contact between the
indigenous languages and the English of the coloni-
zers, beginning in the late 18th century. A range of
geographically diverse forms have been and are
found, including Sydney-pidgin (extinct since the
19th century; Troy, 1990), Kriol of the “Top End,’
Cape York Creole (Crowley and Rigsby, 1979), and
Broken or Blaikman Tok of the Torres Strait islands
(see Schnukal in Angelo ef al., 1994). Kriol is now the
native language of some 30 000 speakers in northern
Australia.

The various creoles show clear influence from Aus-
tralian indigenous languages both lexically and struc-
turally (e.g., distinguishing singular, dual, and plural
pronouns, and inclusive—exclusive reference in the
nonsingular). They also share many characteristics
with Pacific pidgins and creoles such as Tok Pisin
and Bislama.

The descendants of Pacific islanders removed to
Australia in the 19th century to work on sugar plan-
tations in Queensland spoke Pacific pidgins and
creoles — these are now being replaced by Aboriginal
English.

Community Languages

As a result of on-going immigration of non-English
speakers into Australia, some 200 languages have
been added to the linguistic ecology of the country
(see Clyne, 1991; Clyne and Kipp, 1997). The dis-
tribution of these ‘community languages’ varies re-
gionally, especially between the major urban centers,
e.g., Melbourne adolescents show dominance of
Italian and Greek (reflecting immigration after the
Second World War), while Sydney shows dominance
of Arabic and Chinese languages (reflecting more
recent immigration from the middle East and South-
east Asia). All community languages are undergoing
shift to English (Clyne and Kipp, 1997), though
to varying degrees in different communities (e.g.,
more highly among Dutch than Poles or Maltese
and Turks). Community languages are widely taught
in schools (as LOTE), and bilingual education (in-
cluding immersion programs) is available in some
languages. Local governments in Australia, particu-
larly in the urban centers, pay attention to community
languages and provide services and information in a
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range of languages. There is a system of registration
for interpreters and translators, and strong infrastruc-
ture of telephone and court interpreting services for
non-English speakers.

An important community language is Australian
Sign Language (Auslan), which is widely used in the
deaf community, and differs in significant ways from
American Sign Language (ASL) and British Sign Lan-
guage (BSL). After being ignored for a long time,
research and publications on Auslan have appeared
over the past 15 years (see Johnston, 1989, for exam-
ple) and an active program of documenting Auslan is
underway. Because of early diagnosis of deafness and
the widespread use of cochlear implants in deaf chil-
dren, the number of native Auslan signers has shown
a dramatic decline in recent years; the language is
currently endangered.

Aboriginal English

Aboriginal English is a particular form of Australian
English primarily spoken by Aboriginal and
Torres Strait Islander people. It is spoken as a first
or second language and is a continuum that ranges
from varieties that resemble pidgin or creole English
to those more like nonstandard Australian English
(Eagleson, 1983; Eades, 1991; Kaldor and Malcolm,
1991). Aboriginal English in rural settings shows sub-
strate influence in articulation (having apico-domal
(retroflex articulations) and replacement of fricatives
with stops, for example), lack of copula, lack of
number marking and bin as a past tense marker. In
urban settings, Aboriginal English shows many fea-
tures found in nonstandard varieties across the world,
such as multiple negation, and nonstandard verb
agreement; however, there are lexical and pragmatic
features (Eades, 1991) that are distinctive. Even in
regions such as Sydney and Melbourne where the
indigenous languages ceased to be spoken in the
19th century, Aboriginal English contains lexical
items derived from the indigenous languages such as
koorie ‘Aboriginal person’ and goom ‘alcohol.’

Australian English

A distinctive Australian variety of English (AustEng)
is spoken by 90% of the 20 million inhabitants of
the continent, with regional and social variation.
AustEng has its origins in the English dialects brought
by mainly English and Irish settlers in the 18th and
19th centuries, to which have been added the speech
of immigrants from all over the world. Long regarded
as a substandard form of speech and lacking prestige
(Turner, 1994), AustEng has become accepted over

the past 20 years and has been codified in dictionaries
(including the Macquarie Dictionary in various ver-
sions dating from 1981, also now with a strong web
presence, and the Australian National Dictionary), is
used in English language teaching in Australia, and
has been popularized in textbooks (e.g., Burridge
and Mulder, 1998). It is now the prestige variety of
English-language broadcasting. Like most other vari-
eties of English, AustEng is currently being subjected
to influence from American English, especially in the
lexicon, but also in pronunciation (Burridge and
Mulder, 1998).

Australian English shows a large number of loan
words from indigenous languages (the Australian Na-
tional Dictionary records over 400), especially for the
distinctive flora and fauna of the country, and for
place names, e.g., kangaroo, billabong, waratah,
and galah, or Woomooloo and Mordialloc (see
Dixon et al., 1990 for other examples). Other sources
of distinctive lexical materials include English dia-
lects, convict slang, and rhyming slang, e.g., Joe
Blake for snake, as well as locally developed terms,
e.g., outback.

AustEng shows a degree of regional variation, par-
ticularly in vocabulary and pronunciation. Lexical
variation has been well researched and increasingly
documented in the dictionaries, while variation in
pronunciation has been less studied. Among fea-
tures that show geographical differences are [z]
vs. [a] in graph or dance, postvocalic vocalization
of I (in words like eagle), lowering of low front
[e] (in words like Mel, helicopter) and bisyllabifica-
tion of past participles (so that grown sounds like
grow-en).

Social variation in Australian English has been
well studied since Mitchell and Delbridge (1965)
established the categories of Broad, General, and
Cultivated Australian. The differences are particu-
larly clear phonetically in vowel nuclei, especially
the diphthongs of face, price, goat, and mouth
(see Harrington et al., 1997). Table 1 below (from
Melchers and Shaw, 2003: 105, based on Wells, 1982)
shows the variants of Australian English vowels in
comparison to Received Pronunciation.

Melchers and Shaw (2003: 104) list the following
as especially salient features of AustEng:

e front [a:] in palm, and start (shared with New
Zealand English)

e wide diphthongs in fleece, face, price, goose, goat,
and mouth;

® close front vowels, in dress;

e extremely productive use of two noun suffixes -ie
and -o,
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Table 1 Australian English vowels
Broad General Cultivated Key word RP
1 kit |
e dress e
® trap &®
® lot ®
A strut A
6] foot ¢}
ax bath ax
D cloth D
31 nurse 3z
a1l +i li fleece i
Al _al Al €l face el
a: palm EN
¢ thought )
AU-a" AR ou goat QU
o [63°1 ou goose u:
DIl DI al price al
bl choice pJl
€10 ®0 au mouth au
19-10-11: near 19
es square )
a: start DI
or north ¢
or force oI
U9-0I- U - Ul cure 09

® use of she as a generic pronoun, e.g., she’ll be right
‘it’s fine’;

® highly characteristic vocabulary, some drawn from
indigenous languages, some from British dialect
slang, and other elements locally developed.

Note also that AustEng differs from RP in having
schwa in unstressed syllables, intervocalic voicing
and flapping of ¢, and shares with it lack of post-
vocalic 7 found in American and Canadian English.
A distinctive high rising terminal intonation contour,
noticed by Mitchell and Delbridge (1965) and inves-
tigated in depth for Sydney speech by Horvath
(1985), is characteristic of female, teenage, and
lower working class speech.

Morphologically, AustEng is characterized by a
high degree of clipping, e.g., uni for university, Oz
for Australia, which may or may not be combined
with highly productive suffixation of -ie or -o, as
in Salvos for Salvation Army, maggie for ‘magpie,
sunnies for sun glasses and lippie for lipstick.
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Introduction

Archeological evidence indicates that Australia has
been inhabited by humans for over 50 000 years. At
the time of the establishment of the first British colo-
ny at Port Jackson (Sydney), in 1788, there were
about 250 different languages spoken on the conti-
nent. Estimates of the Aboriginal population at that
time vary from the low figure of 300000 to several
times that number. Over a period of a little more than
100 years, Europeans took over the whole country,
killing a large proportion of the indigenous popula-
tion in the process. Today only 60 or so Aboriginal
languages are still spoken, and as few as 20 or so are
likely to be spoken a generation from now.

For almost all the native languages, we have some
record, though in some cases only a brief English—
Aboriginal word list. Grammatical information is
available for approximately 100 languages, the bulk
of it having been collected since the 1960s, in many
cases from the last speakers.

Classification

Capell classified Australian languages typologically
into two groups: suffixing and prefixing, the latter
group being confined to an almost continuous area
in the north of the continent (see Figure 1). In the
suffixing group, all affixes are suffixes, while in

essays in honour of Geoffrey N. O’Grady. Canberra:
Pacific Linguistics C-136. 393-412.
Walsh M & Yallop C (eds.) (1993). Language and culture in
Aboriginal Australia. Canberra: Aboriginal Studies Press.
Wells J C (1982). Accents of English, vols I-I11. Cambridge:
Cambridge University Press.

Relevant Websites

http://www.dnathan.com/vlibary — David Nathan’s Aborigi-
nal Languages Virtual Library website.

http://www.macquariedictionary.com.au — Macquarie dict-
ionary website.

http://www.fatsil.org — FATSIL.

the prefixing group there are some prefixes, mainly
pronominal forms for subject and object (Capell,
1956: 31-60). The suffixing languages are predomi-
nantly agglutinative, but in the prefixing languages
there is more fusion, mainly in the pronominal and
other prefixes to the verb.

The languages of the mainland are generally
thought to be related, since certain roots are wide-
spread. These include lexical roots, such na ‘to see,
mil ‘eye,” and yan ‘to go,” and grammatical roots,
such as nga- “first person,” nu ‘he,’ and ku ‘dative
case marker’. In 1966 O’Grady, Wurm, and Hale
produced a classification that recognized 29 ‘families’
(O’Grady et al., 1966a; O’Grady et al., 1966b), but
more recent work by various scholars has demon-
strated that the figure could be reduced to as few as
a dozen or so. The basis of the classification was
lexicostatistical, and ‘family’ in this context meant a
group of languages that could be linked on the basis
of any member’s sharing 15 percent or more of basic
vocabulary with any other member.

A notable feature of the O’Grady et al. (1996a,b)
classification is that one family, the Pama-Nyungan
family, covers most of the mainland except for the
Kimberleys and the Top End. It coincides roughly
with the suffixing languages, taking in the Yolngu
languages of northeast Arnhem Land, which repre-
sent an enclave of suffixing among the prefixing lan-
guages. The name Pama-Nyungan is derived from
pama ‘man’ in the northeast of the continent and
nyunga ‘man’ in the southwest.

Blake showed that between Pama-Nyungan and
the other (Northern) languages, there are some
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Figure 1 Pama-Nyungan and northern Australian languages.

consistent differences in the forms of some pronouns.
For instance, while most Pama-Nyungan languages
have a first person dual pronoun ngali, this is absent
from the Northern languages, and while most Pama-
Nyungan languages reflect a second singular *ngin, a
majority of Northern languages reflect *ngin” with
a palatal nasal as the third segment. A number of
Pama-Nyungan languages have a third person pro-
noun root nhu-, whereas the Northern languages have
nu-(Blake, 1988: 13). Blake’s classification involved
some reclassification, taking the Tangkic languages
of the Gulf of Carpentaria to be Northern, and
Yanyuwa to be Pama-Nyungan. Garrwa (Garawa)
and Waanyi (Wan[j]i) are two languages with some
Northern and some Pama-Nyungan pronouns.

Evans demonstrated that there is a regular corre-
spondence between Pama-Nyungan and the Northern
languages, reflecting a phonological change in Pama-
Nyungan in which initial apicals (¢, 7, [) merged with

- |
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Crangkic Yidiny
Garrwa Dyirbal
Waanyi
Kalkutungu
Alyawarra Yalarnnga
Pitta-Pitta
Arrente
Margany
Diyari
Nganyaywana
<) Dharuk

Bass Strait

Tasmania

laminals (dental or palatal), the nhu-/nu- correspon-
dence in the third person singular pronoun being
part of the evidence for this change (Evans, 1988:
98-100).

While Blake and Evans provided evidence for a
revised Pama-Nyungan that went beyond the lexi-
costatistical, in his recent book of Australian lan-
guages, Dixon argued strongly against the existence
of Pama-Nyungan. He argued that the pronouns that
characterize so-called Pama-Nyungan such as ngali
‘we two’ have diffused. He showed that the original
lexicostatistical classification was flawed and that the
shift in initial apicals to laminal did not coincide
exactly with Pama-Nyungan. He also pointed out
that no fauna or flora terms had been reconstructed
that could be attributed to Proto-Pama-Nyungan
(Dixon, 2002). Nevertheless, Australianists have so
far not been convinced by Dixon’s arguments (see, for
instance, the papers in Bowern and Koch, 2004).
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As noted in this article, the languages of the main-
land look as if they are related, though Dixon was
pessimistic about the prospects of demonstrating this
by the comparative method. There are several factors
militating against reconstructing anything like Proto-
Australian: the enormous time depth, demonstrable
diffusion, and paucity of data, particularly for the
southeast, which was taken over by Europeans early
and was heavily settled.

It has not been possible to relate the languages of
Tasmania to those of the mainland. Tasmania was cut
off from the mainland about 14 000 years ago, when
the earth warmed as it slowly emerged from the last
Ice Age and the sea level rose, resulting in an unnavig-
able strait (Bass Strait) between Tasmania and the
mainland. Given a time depth of 14000 years for
the period of separation, it is likely that any evidence
of a genetic connection would have been obliterated.

It has likewise not been possible to establish a
genetic connection between any Australian language,
whether from the mainland or Tasmania, and any
language from elsewhere.

Phonology

In Europe the phonologies of English, French,
German, Italian, and Polish are quite different, but
the mainland languages of Australia tend to be similar
in their inventory of phonemes and in their phonotac-
tics (word shapes). All Australian languages have stop
sounds, but there is typically only one set, represented

either by p, t, k, etc., or by b, d, g, etc. Normally five
or six stops are found: labial (p), apico-alveolar (z),
apico-postalveolar or retroflex (represented here by
rt), dorso-velar (k), and one or two laminal stops.
Where there is one laminal stop, the pronunciation
may range from dental to palatal, and by convention
this stop is represented as palatal (#j). Where the den-
tal and palatal stops are phonemically distinct, the
dental is usually represented as #h. Corresponding to
each stop is a nasal. There is always one lateral (/), but
there may also be dental (Ih), palatal (ly), or retroflex
() laterals. Commonly there are two rhotics: a glide
often described as retroflex and a flap, or trill. These
are represented here by r and 77, respectively. All
Australian languages have a labio-velar glide () and
a palatal glide (y). Figure 2 displays the consonants
commonly found in Australian languages.

The majority of Australian languages have only
three vowels (i, a, and u), though often there are
long and short versions, which gives effectively six
vowels. Some languages have e or o or both.

Words in Australian languages usually have more
than one syllable, and more often than not they end in
a vowel.

Although Australian languages right across the
continent tend to have quite similar phonological
systems, a few languages in a number of quite sepa-
rate areas have undergone a series of phonological
changes involving the loss of initial consonants or
even whole syllables. In a number of Pama-Nyungan
languages, there is a word kumpu for ‘urine.

peripheral

laminal

(tongue blade)

apical
(tongue tip)

]

Bilabial Dental
(lips) (teeth)

Stops p t(th)? t
Nasals m n{(nh) n
Laterals 1 (1h) 1
Rhotics T (rr)
Semivowels

Alveolar
(gum ridge) (behind

Postalveolar Palatal Velar
(hard (soft
gumridge) palate) palate)
t(rt) ¢ (t) k
n () nny) pg
L@ £ (y)
L@
iy w

1. Letter in parentheses are in common use and are used in this article.
Where voiced symbols appear in sources, they have been retained.

Figure 2 Consonants.
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In Nhanda (western Australia), the initial consonant
has been lost to yield umpu; in some languages of
Cape York, the first syllable has been lost to give mpu;
and in the Arandic languages of central Australia, the
form mpwa occurs, the k having been lost and the
u being reflected as labialization of the mp cluster.
The effect of these changes has been to make some
languages look quite atypical, and at one stage certain
languages, such as Nganyaywana, were thought to
be unrelated to other mainland languages, because
cognate forms could not be readily recognized.

Morphology and Syntax

Inflection apart, words may be simple, compound, or
reduplicated. In Pitta Pitta, for instance, ngampa-
manha (stomach-bad) is ‘sad,” and reduplicated
forms of ngapu ‘water,” mayi ‘dirt,’ and maka ‘fire’
yield ngapu-ngapu ‘wet,” mayi-mayi ‘dirty’ and
maka-maka ‘hot.” The most common means of deriv-
ing new words is via suffixes. An almost ubiquitous
feature of Australian languages is the presence of a
suffix for ‘having’ and a suffix for ‘lacking,” though
the actual forms employed vary a good deal from
language to language (see [1] and [3] for examples).
In Pitta Pitta, for instance, we find forms like kanga-
maru (alcohol-having) ‘intoxicated’ and nhupu-yaku
(spouse-lacking) ‘unmarried.” Most languages have
suffixes to mark the derivation of nouns from verbs
and vice versa. In Diyari wirlpa-nganka ‘to make a
hole’ is formed from the noun wirlpa ‘hole,” and from
this stem can be derived the noun wirlpa-mganka-ni
‘opener.” Most languages have a suffix to mark
the derivation of intransitive verbs from nouns,
often with an inchoative sense. In Dieri we find for-
mations such as kilpa-rri ‘become cool’ and yapa-rri
‘become afraid.” Causatives of intransitive verbs are
also common as in Diyari pali-ma ‘to extinguish a
fire,” from pali ‘to die.” The majority of Australian
languages express reflexive and reciprocal notions by
using a derived intransitive verb. In Diyari we find
muduwa ‘to scratch’ (transitive) and muduwa-thadi
‘to scratch oneself.” Note the d in these words. Diyari
has a voicing contrast in apical stops.

In the Pama-Nyungan languages, all derivational
and inflectional affixes are suffixes. Nouns are
marked for case, and verbs are marked for categories
such as aspect, tense, and mood. In some languages,
case concord extends from the head noun to its
dependents; in others, it occurs only on the final
word in the noun phrase.

With only a handful of exceptions, nouns in Pama-
Nyungan languages take ergative case marking
when functioning as the agent of a transitive verb
(A) and zero case marking when functioning as the

sole argument of an intransitive predicate (S) and a
direct object (O). The following examples are from
Margany, a language of southwestern Queensland.

(1) Nguda barndin-bayi.
dog dirt-having
‘The dog is dirty.”

(2) Nguda-nggu yurdi gamba-nhi.
dog-ERG meat  bury-pRES
“The dog is burying the meat.’

On the other hand, in most Pama-Nyungan lan-
guages pronouns serving as S or A are treated alike
(normally the bare stem is used, at least with nonsin-
gular pronouns), while a pronoun in O function takes
accusative case marking. This, too, can be illustrated
from Margany.

(3) Ngali bulu-idba.
we.two  food-LACKING
“We have no food.

(4) Gara ngali nhaa-nhi ina-nha.
not we.two  see-PRES  You-ACC

‘We can’t see you.’

Typically there is a dative case, an allative (‘t0’), a
locative (‘at’), an ablative (‘from’), frequently a geni-
tive, and sometimes a causal or aversive that can
cover cause, as in ‘I’m sick from (eating) bad meat,’
or what is to be avoided, as in ‘Keep away from the
fire.” The paradigms of Margany case forms displayed
in Table 1 are typical with respect to both forms and
categories. However, there is one idiosyncratic differ-
ence. The ergative case marker covers not only in-
strumental function, as it does in the majority of
Pama-Nyungan languages, but also the causal or aver-
sive sense alluded to in this article. In this function it
can occur with pronouns and contrasts with the
unmarked form used for the agent of a transitive verb.

A feature of case marking in Australian languages
is the prevalence of double case marking. This is
found, for instance, where a genitive-marked depen-
dent of a noun displays case concord with its head, as
in Margany.

Table 1 Margany case marking

English stone we two
nominative barri ngali

ergative barringgu ngali
accusative barri ngalinganha
genitive barrigu ngalingu
dative barrigu ngalingun.gu
allative barridhadi ngalingundhadi
locative barringga ngalingunda
ablative barrimundu ngalingunmundu
instrumental barringgu ngalingundu
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(5) Ngaya waban-gu ngali-ngu-ngga bama-ngga.
I gO-PURP  we-GEN-LOC bro-Loc
‘I’m going with our brother.’

In about two-thirds of Australian languages, there
are bound pronominal representations, either clitic
pronouns or inflection, for subject (S and A) and
object (O), and in a few languages there are forms
for other complements or adjuncts, such as recipients
or beneficiaries. In the suffixing languages, these pro-
nominal elements are suffixed to the verb or to the
first constituent in the clause.

Examples (6), (7), and (8), from Pitjantjatjara, il-
lustrate the contrast between -rna the S/A(subject)
form and -rni the O form. In this language, the
bound pronouns are enclitic to the first constituent
in the clause.

(6) Munu-rna purta kapi-ku  kutju a-nkuku?
and-1.SUB] QUERY water-DAT alone go-FU
‘And should I go for water alone?’

(7) Purnu-rna mantji-nu.
wood-1.sup]  get-pT
‘I got the wood.’

Example (8) illustrates the double object construc-
tion, with a verb for ‘give’ in which the noun serving
as patient object is unmarked, while the recipient is
represented by both an accusative marked pronoun
and a bound object pronoun that is enclitic to the first
constituent. There is no overt form for third person
subject.

(8) Minyma-ngku-rni mayi
woman-ERG-15G.0 bread
‘The woman gave me bread.’

ngayu-nya u-ngu.
1sG-acc  give-pT

In some languages, there is a detransitivized con-
struction in which the agent of a two-place verb is
encoded as S and the patient is expressed in the dative
or some other oblique case. The following pair of sen-
tences from Pitta Pitta (Queensland) illustrate
the normal transitive construction and the derived in-
transitive construction, which, following Silverstein
(1976), is generally known as the antipassive (AP).
Pitta Pitta and some other related languages of western
Queensland are unusual in that they have both ergative
and accusative marking on all nouns and pronouns.

(9) Pithi-ka nga-thu ina.
bit-pT I-ERG YOu.ACC
T hit you.”
(10) Pithi-li-ya  ngantja in-ku.
bit-ap-PRES | YOu-DAT

‘I feel like hitting you.’

The antipassive has a different semantic function in
different languages, but it always signals some kind of

reduced semantic transitivity. In Pitta Pitta, it signals
desiderative aspect.

Pitta Pitta uses a construction similar to the anti-
passive in the future tense. The verb is unmarked,
there being neither the derivational antipassive nor
the past or present inflection, and the subject (S or A)
bears a special future subject inflection.

(11) Pithi  nganyu  in-ku.
hit.Fu  L.FU.SUB]  you-DAT
‘Il hit you.”

Pama-Nyungan languages are generally referred to
as ‘ergative’; this term indicates that they exhibit
ergative case marking on the agent of a transitive
verb. While most of these languages are like Margany,
in that the ergative marking is found only on nouns
and is complemented by accusative marking on pro-
nouns, a handful of Pama-Nyungan languages —
including Warlpiri, Kalkutungu (Kalkutung), and
Yalarnnga — have ergative marking on both nouns and
pronouns in A function, but no accusative marking
on any free nominals. About two-thirds or
more of Australian languages have bound pronomi-
nal representation for core functions, and these
bound pronouns, with only a very few partial excep-
tions, operate on the basis of a subject (S and A) form
and an object form (O).

Dixon (1972) argued that in Dyirbal, syntactic
rules are sensitive to the grouping S + O, as opposed
to A. This phenomenon has come to be referred to as
ergative syntax, as opposed to accusative syntax; the
latter term refers to a system of syntactic rules based
on the notion of S + A (i.e., subject), as in English and
numerous other languages. Ergative syntax is also
found in some of Dyirbal’s neighbors, including Yidiny,
and in two adjacent languages of western Queensland,
Kalkutungu (Kalkutung) and Yalarnnga. It manifests
itself in a number of rules. For instance, there is a
requirement that in relative clauses, the relativized
function, which is covert, can be only S or O. To rela-
tivize an agent, the relative clause must be detransiti-
vized via the antipassive, which thereby converts a
potential A into S. In purpose clauses (also used for
indirect commands), antipassive is used to signal that
A is coreferent with S or O. The examples in (12) and
(13) are from Yalarnnga. In the nature of things, co-
reference between S and A is common (as in [12]) and
between P and A (as in [13]). In both these patterns of
coreference, the antipassive is used.

(12) Ngani-mi ngiya manhi-wu miya-li-ntjata.
gO-FU I food-DAT  get-AP-PURP
‘T’ll go and get food.’

(13) Tjuwa tjala
boy this

ngathu ngapa-mu,
LErRG  tell-pT
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watjani-wu  pinpa-li-ntjata.
w00d-DAT gather-Ap-PURP
‘I told this boy to gather firewood.’

The example in (14) provides a nice contrast. Here
there is coreference between S in the second clause
and P in the third, and there is no antipassive.

(14) Ngathu tjala ngapa-mu ngani-ntjata
LERG this  tell-pT ZO-PURP
marnu-yantja-mpa  karri-ntjata.
mother-HIS-ALL wash-PURP

‘I told him to go to his mother and get washed.’

In (15) there is coreference between A and A, and
no antipassive.

(15) Ngathu miya-ntjata yimarta
LERG  get-PURP fish
yunkunhi-nti-yarta yita-wampa.
return-CAUS-PURP  this-ALL
‘T am going to get some fish and bring it back
here.’

It appears, however, that ergative syntax is not
common in Australia, despite the widespread use of
ergative case marking. In a number of languages
with ergative case, there are syntactic rules based
on the familiar grammatical relation of subject
(S+A). Many such rules have to do with showing
maintenance of reference or switch reference. In
Pitjantjatjara, for instance, the conjunction munu is
used to link clauses with the same subject (SS), while
ka is used to link clauses where there is a change of
subject (DS). The point is that the rules operate on the
basis of S and A, not S and O, as in languages like
Dyirbal.

(16) Tjitji panya ngarrikati-ngu  munu
child  that lie-pT and.ss
ngarri-ngi  kunkunpa ka kurta
lie-p-1mMPF  sleep and.ps  old.bro
panya paka-rnu.

that get.up-pT
“The child lay down and was lying asleep
and the older brother got up.’

In a small group of Pama-Nyungan languages in
western Australia, there is no ergative marking at all.
The subject (S+ A) appears in the nominative case,
and the object (O) in the accusative/dative case. This
group includes Ngarluma, Panyjima (Panytyima),
and Yindjibarndi. It has been argued that these accu-
sative languages derive from ergative languages via
the generalizing of detransitivized constructions of
the type illustrated in (10) and (11).

The non-Pama-Nyungan or Northern languages
span the Northern part of the continent from western
Australia to the Gulf of Carpentaria. With a few
exceptions, mostly at the eastern end of their range,

the Northern languages have bound pronominal ele-
ments for subject and object prefixed to the verb.
In some languages, these pronominal elements are
separable, but more often than not, they fuse to
one another and to other formatives in the verb.
There is no accusative case marking on nouns or
free pronouns, though there is ergative marking in
some languages.

Among the prefixing languages, but also in the
northwestern suffixing languages, it is common to
find that only certain verbs can bear inflection.
These verbs can appear on their own, as in (17), or
they can act as auxiliaries in concert with an unin-
flected lexical verb, as in (18). These examples are
from Maranungku (Maranunggu).

(17) Tawun kangani yi.
town NONFU.l.go  PT
‘I went to town.’

(18) Tirr  wuttar wat  kangani yi.
edge sea walk  NONrFu.l.go  PT
‘I walked to the beach.’

Systems of noun classes are common among the
Northern languages, though a rarity in the Pama-
Nyungan family. A majority of the Northern lan-
guages of the Kimberleys and the Top End have from
two to eight noun classes, with each class marked by a
prefix. The classification typically includes a mascu-
line class, a feminine class, and a class for vegetable
food. It is thought that these class markers are derived
generic nouns. It is not uncommon in Australian
languages to use a generic noun accompanied by a
specific noun. See, for instance, (26). The vegetable
class marker is m-, ma- or mi-, and mayi is a wide-
spread word for ‘vegetable food,’so it is thought likely
that the former derives from the latter. These class
markers may appear not only on nouns represent-
ing direct dependents of the verb but also on asso-
ciated demonstratives and appositional nouns. They
may also appear on the verb, where they serve as
crossreferencing pronominal forms. In the following
example from Ngandi, #i (masculine) and gu (mark-
ing one of the inanimate classes) appear prefixed to
the subject and object nouns respectively, and they are
also prefixed to the verb.

gu-dyundu.
GU-stone

(19) Ni-gu-may ni-yul-thu
NI-GU-got  NI-man-ERG
“The man got the stone.’

The noun phrases in (19) can be omitted. Ni-gu-may
can stand as a sentence on its own, meaning ‘He got
it’ or, more precisely, ‘A member of the i class got a
member of the gu class’.

A feature of the prefixed bound pronoun systems is
the prevalence of hierarchical principles of ordering
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or marking. In Gunwinygu (Gunwinggu) (Northern
Territory), first and second person forms always pre-
cede third, irrespective of which is subject.

(20) Nga-n-di bun.
1sG-oBj-3rL  hit
‘They hit me.’

(21) Nga-be-n bun.
1sG-3rr-0B]  hit
‘I hit them.

The form n- glossed as object is common among
the prefixing languages. In some languages this
behaves like an inverse marker, in that it is used only
when a person lower on the hierarchy acts on a higher
person. This is the situation in Rembarnga (Rembar-
unga), where the hierarchy is 1 > 2 > 3p1L > 3s5G. Note
that it does not appear in (22), where first acts on
third, but it does appear in (23), where third plural
acts on first.

(22) Pa-nga-na.
3prL-18G-saw
‘I saw them.’

(23) Nga-n-pa-na.
1sG-0-3PL-saw
‘They saw me.’

A number of Northern languages incorporate nomi-
nals into the verb. The incorporated forms are often
different from the corresponding words used out-
side the verb, and the range of concepts that can
be incorporated is usually relatively small. The fol-
lowing example is from Tiwi, in which the incor-
porated form wuliyondyi refers to the direct object
represented by #i.

(24) Pi-ti-wuliyondji-rrurlimpirr-ani.
3p1-35G.FEM-dead.wallaby-carry.on.shoulders-
PT.HABIT
“They would carry the wallaby on their
shoulders.’

Incorporated forms tend to correspond to the object
of the verb, but they can correspond to other comple-
ments or adjuncts or to the subject of an intransitive
verb.

Example (24) is fairly typical of Tiwi and of a num-
ber of other Northern languages that can be described
as polysynthetic incorporating languages. Tiwi is obvi-
ously of quite a different type from Margany, which
has no bound pronouns, or even Pitjantjatjara, which
does. Tiwi has no case marking at all, and relations of
complements and adjuncts to the verb are signaled via
three series of bound pronouns representing subject,
direct object, and indirect object, plus a few local pre-
positions. Not only are relations within the clause

marked on the verb, but the possessive relation is
signaled within phrases by cross-referencing the pos-
sessor on the possessed (head) noun. ‘Purrukuparli’s
son’ is expressed as Purrukuparli ngarra-mirani,
literally ‘Purrukuparli, his son.’

Most Australian languages appear to have very free
word order. Not only can the predicate, its comple-
ments, and its adjuncts appear in any order, but even
the sets of words that translate a noun phrase of
English may be separated. A common pattern is for
a more general term, such as a pronoun or a generic
noun, to be placed first, with the modifier late, often
at the end. The example in (25) is from Nyangumarda
(Nyangumarta).

(25) Nyungu ngawu tjininganinyi
this mad make.1pPL.O
walypila-mila-lu kari-lu.
white.man-GEN-ERG ~ beer-ERG

“This is making us silly, the white man’s beer.’

The strategy employed in (25) is common in Aus-
tralian languages. Another variation on this tendency
is to use a generic noun early in the sentence and then
a specific noun later, as in (26), from Yidiny.

(26) Ngayu minya bugang ganguul.
I animal  eat wallaby
‘T’'m eating wallaby.’

The fact is that most Australian languages have
pragmatic principles rather than grammatical rules
for word order. One such principle that is widespread
is to put the focus (the emphasized phrase) first. There
is probably no Australian language with word order
as rigid as in English, but some languages have very
strongly preferred orders. Some languages in the inte-
rior of the continent, including Pitjantjatjara, have
fairly regular subject-object-verb order, and a few,
such as Garrwa (Garawa), are predicate-initial.

Semantics

The Australian Aborigines were hunter-gatherers,
and naturally the vocabularies of Australian lan-
guages are rich in terms for fauna and flora as well
as in terms for hunting and catching animals. There is
regularly a distinction, for instance, between hitting
or killing with a missile and hitting or killing with the
hand or a handheld implement. There are words for
decoy devices for attracting birds, words for a noose
on a stick to catch a bird, words for different kinds of
spears and boomerangs, and so on. Some semantic
distinctions that are quite different from any made in
European languages intrude into the grammar. In
some Northern languages, there are forms for ‘you
and D that pattern as singulars, i.e., the speaker and
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Table 2 Gunwinygu (Gunwinggu) pronominal prefixes

Number Singular Dual Plural
1 nga- ngane- ngarti-

12 ngarr- kane- karri-
2 yi- ngune- ngurri-
3 Q bene- birri-

addressee are treated as a unit. This becomes obvious
when we examine the distribution of dual and plural
marking. In Table 2 the prefixed pronominal forms in
Gunwinygu (Gunwinggu) are presented. The form
ngarr- for ‘thou and I’ does not take dual mark-
ing but contrasts with a dual-marked form ka-ne,
meaning ‘speaker and two addressees,” and a plural-
marked form ka-rri, meaning ‘speaker and three or
more addressees.’

In some languages there are different nonsingular
pronouns for the kinship relations between the people
referred to. In Alyawarra (Alyawarr), for instance,
mpula means ‘you two’ but is used only for two
people who belong to the same section. Among the
Alyawarra everyone belongs to a patrimoiety, and
within each patrimoiety there are two sections of
alternating generations. There is a separate pronoun,
mpulaka, for two people who are members of the
same patrimoiety but not the same section (e.g., fa-
ther and child), and a third form, mpulantha, for two
people belonging to different patrimoieties (e.g.,
mother and child). This system of distinctions applies
to all dual and plural pronouns.

Avoidance and Secret Vocabularies

In Aboriginal society it is common to have a special
vocabulary that is to be used in the presence of certain
kin. Normally a man is required to avoid dealings
with his mother-in-law, for instance, and the pro-
hibition covers real, prospective, and classificatory
mothers-in-law. In some areas a man is required to
use the special vocabulary in the presence of a mother-
in-law, and such special vocabularies have come to be
called ‘mother-in-law languages,” though they are not
separate languages, nor are they always reserved for
speech in the presence of a mother-in-law.

Secret languages have also been reported from a
number of areas. Like forms of avoidance language,
these are special vocabularies usually taught as part of
male initiation.

All these special vocabularies are of great linguis-
tic interest. They typically consist of only a few
hundred words, and often one finds a generic term
in the reduced vocabulary that is lacking in the every-
day language. In the avoidance language of the

Dyirbal (Queensland), for instance, there is a single
word, dyidyan, for any lizard, skink, or goanna,
and a single word, dyiburray, for any possum, squir-
rel, or glider. However, in the everyday language,
there are words only for particular species (Dixon,
1980: 61).

Sign Language

Over much of central and northern Australia, sign
language is used as an alternative to speech. Signs are
made with the hands and correspond to words in
the spoken language and to particles and suffixes
that have local meanings, such as ‘to’ or ‘here.” Sign
language is traditionally used in a variety of contexts,
including rituals, during periods of mourning
when speech is proscribed, in conversing over long
distances, or in hunting, where silence is important.

The Future of Australian Languages

Only a score or so of Australia’s native languages are
being passed on to the next generation. Over the
past three decades, there have been bilingual pro-
grams aimed at helping Aboriginal languages survive,
and there is at least one instance of a language’s
being revived, namely Dyaabugay in Queensland.
There are also attempts at reclamation of languages
no longer spoken, but the materials available for
many languages, particularly in the southeast of the
continent, are inadequate, and the best that future
generations can hope for is to learn about their
languages rather than acquire their languages. Some
languages that are still spoken are undergoing drastic
changes. Modern Tiwi, for instance, is much more
analytic than traditional Tiwi, which is polysynthetic.
For many Aborigines in the north of the continent,
a creole is the first language — Torres Strait Broken
(Torres Strait Creole), for example, spoken on Cape
York, or Kriol in the Kimberleys and the Northern
Territory. These creoles have a lexicon largely from
English, with an admixture of vernacular vocabulary.
They have some claims to being Aboriginal lan-
guages, not only on the grounds that they serve to
mark Aboriginal identity but also in that they embody
traditional semantic concepts that are calques from
the vernaculars.

For most Australians, Aboriginal languages are a
closed book, though there is a testimony to their exis-
tence in a few hundred words borrowed from Aborigi-
nal languages — including kangaroo (Guugu-Yimidhirr,
Guguyimidjir), boomerang (Dharuk), and dingo
(Dharuk) — and thousands of place names, including
Geelong (tjilang ‘tongue’), Warrnambool (warnam-bul
‘having fire’), and Wagga-Wagga (waga-waga ‘crows’).
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(1999, and earlier works). However a careful review
(Reid, 2004) of Hayes’s proposed basic vocabulary
comparisons revealed that only a very small percent-
age are probable cognates supported by the usual
requirements of regular sound correspondences and
semantic similarity.

As for their phonology, morphology, and syntax,
it is clear from the extensive descriptive materials
that have been published since Schmidt’s time that
there is certainly not the “complete agreement” that
Schmidt claimed for them. However, there are a num-
ber of puzzling similarities which call for explanation,
especially when Nicobarese is considered. The aspect
of Nicobarese that first stimulated Schmidt and
others to note its similarities to Austronesian was
not only that the language was typologically similar
to languages such as Malay (with which they usually
compared it) in having prefixes, infixes, and suffixes
attached to verbs, but that the form and function of
these affixes in many respects appeared to be similar
to those in many Austronesian languages. Some of
these features were first discussed by Schmidt (1916),
and were expanded on in Reid (1994, 1999). Much of
the following discussion is based on these two papers.

Typologically, Nicobarese is unlike other Austro-
Asiatic languages in being a verb-initial language. In
many respects it appears to be an Austronesian
language with Austro-Asiatic lexicon. It has been
generally characterized as SVO (Schmidt, 1906);
however, text materials show numerous examples
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of VOS word order, found for example in Tagalog,
Malagasy, and other Austronesian languages. Noun
phrase structure in Nicobarese is also strikingly simi-
lar to that found in many Austronesian languages,
with noun-attribute word order, and attributes such
as relative clauses linked to their head nouns with a
form na, which commonly occurs in Austronesian
languages with identical function. The same form
also links adverbial attributes to their head verbs,
just as in Austronesian. Noun phrases are introduced
by one of a set of distinct case-marking forms,
some of which have identical shape and function
with those found in Austronesian languages. In mor-
phology, there are a number of affixes, such as the
causative prefix ha- (from earlier *pa-), the agentive
affixes <wum> and ma-/ <am>, the nominalizing
infixes <an> and <in>, and the objective suffix -a,
which are taken to be cognate with Austronesian
affixes with the same or similar shape, and similar if
not identical functions.

The main alternative explanation that has been
proposed by those who reject a genetic relationship
to account for these facts is borrowing. The claim has
been made that the morphosyntactic features found
in Nicobarese that appear to be Austronesian are
probably remnants of a language spoken by early
Austronesian sailors who may have made frequent
landfall in the Nicobars, perhaps in some cases stay-
ing, intermarrying, and influencing the local lan-
guage. But there remain several strong barriers to
acceptance of this position. One is that several of the
proposed comparisons between Nicobarese languages
and Austronesian are not limited to Nicobarese, but
are found across wide areas of the Austro-Asiatic
family. In some cases (especially <um> and <in>),
comparisons are clearest between Nicobarese and
Austronesian, because other eastern Austro-Asiatic
languages have either lost the form (in the case of
verbal suffixes) or modified them due to the strong
areal influence of Chinese. Another argument against
the borrowing scenario is that some of the forms that
are apparently of Austronesian origin predate Proto-
Malayic and had changed by the time Austronesian
sailors could have reached the Nicobars. A third ar-
gument against the borrowing hypothesis that has
been proposed is that it is highly unlikely that a
language could borrow so much morphology without
also borrowing any of the lexical forms which
carried it.

The only other possible explanation, according
to Reid (1994), is a genetic one. The claim is that
Nicobarese is a very conservative Austro-Asiatic
language, a classic example of a ‘relic’ language be-
cause of its geographic isolation, lying far off the
coast of mainland Southeast Asia, uninfluenced by

the leveling influences of Chinese and subsequently
Thai that have produced the set of areal features
commonly found in Mon-Khmer and other Austro-
Asiatic languages. Nicobarese therefore is considered
to reflect much of what must be reconstructed for the
morphology and syntax of Proto-Austro-Asiatic and
ultimately Proto-Austric.

Despite the lack of verifiable lexical comparisons
and sustainable sound correspondence sets, some lin-
guists still believe the Austric hypothesis has merit,
considering the fairly substantial body of morphosyn-
tactic evidence outlined above. Blust (1996) even
proposes a homeland for Proto-Austric, in the general
area of the watersheds of the Salween, Mekong and
Yangtze rivers in the upper Burma-Yunnan border
area. He claims that pre-Austronesians separated
from this homeland around 7000 B.c., gradually mov-
ing down the Yangtze River valley till they reached
the coast, and eventually sailed south and across the
Taiwan Strait to Formosa. These proposals, however,
have not been widely accepted.

The most recent challenge to the Austric hypothesis
has come from Sagart (2004), who proposes an alter-
native genetic relationship for Austronesian. He
claims that Austronesian is most closely related
to Sino-Tibetan, and that at least some of the mor-
phological features that appear to support the
Austric hypothesis were present also in the parent of
Sino-Tibetan-Austronesian, and therefore possibly
give evidence of a relationship with Austro-Asiatic
at a much greater time depth.
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The Austroasiatic languages are spoken in small,
often remote and inaccessible, hilly or mountain-
ous regions throughout Southeast Asia, as far west
as central India and as far east as Vietnam. There
are over 150 languages belonging to the numerous
Austroasiatic subgroups, enumerated below.

The primary split in the family is between the
Munda languages in central and eastern India and
the rest of the family. While lexically it is clear that
Munda belongs to Austroasiatic, structurally the
highly synthetic Munda languages are radically dif-
ferent from their predominantly isolating sister
languages to the east. There are two major Munda
subgroups, North Munda and South Munda (see
Munda Languages).

Nahali (Nihali), an enigmatic group who speak a
language that may or may not belong to Austroasiatic,
are now mostly living as subjects to the North Munda
Korku in the Indian states of Madhya Pradesh and
Mabharashtra. Some consider Nahali to have a special
relation to Munda, others consider it to be a separate
but related group of Austroasiatic, a third faction con-
sider Nahali to be an isolated group in South Asia, like
Burushaski (see Burushaski), while a fourth group
of researchers reject Nahali as an independent lan-
guage, rather considering it to be some kind of thieves’
argot or secret language. Exact numbers of speakers
are hard to gauge but may be around 5000.

There are at least three other major subgroups of
Austroasiatic, the internal relations of which are still
a subject of dispute. One such group is Nicobarese,
which consists of a small number of languages spo-
ken in the various Nicobar Islands, which lie off the
southeastern coast of India, to which they belong
administratively. Among this group of languages,
Car Nicobarese, Nancowry Nicobarese or Central
Nicobarese have received the most amount of linguis-
tic investigation. One language, Shompeng (Shom
Peng), appears be highly divergent within the group,

Schmidt W (1916). ‘Eineges iiber das Infix mn und dessen
stellvertreter p in den austroasiatischen Sprachen.” In
Aufsitze zur Kultur- und Sprachgeschichte, vornebmlich

des Orients, Ernst Kubn zum 70. Breslau: Marcus.
457-474.

but the materials on this language remain scanty.
Other Nicobarese languages include Southern Nico-
barese, Chaura (Chowra), and Teressa. Published
sources include Radakrishnan’s (1981) study of Nan-
cowry morphology, among others. The total number
of speakers of all Nicobarese languages is likely less
than 25 000.

The next major subgroup of Austroasiatic is the
Aslian group, which is spoken primarily in Malaysia
(where the speakers are known as Orang Asli) but
also in adjacent areas of Thailand. Ethnoracially,
the Orang Asli of Malaysia fall into three subgroups:
the Semang/Negrito, the Sakai/Senoi, and the Jakun/
Aboriginal Malay (Parkin, 1991: 41). The first option
in each case was traditional but has now become
stigmatized, and the latter variant is now preferred.
(Note that curiously the Semang/Negrito speakers
prefer Sakai, although this is considered offensive
to those whom it originally designated; cf. Parkin,
1991: 42.) Only two Jakun/Aboriginal Malay groups
speak Aslian languages, Semelai and Temoq. Impor-
tantly, the linguistic subgroups of Aslian do
not correspond neatly (although partially) to this eth-
noracial categorization. In particular, there appears
to be a primary split between a southern group (Seme-
laic (Semelai)) a northern, and a central subgroup
(Jahaic (Jehai) and Senoic, respectively). Jah Hut
may constitute an isolate branch within Aslian, al-
though others consider it a divergent member of the
Senoic subgroup. The exact relation between these
subgroups remains to be worked out explicitly. Jahaic
includes Negrito groups as well as racially Senoic
Chewong. Jahaic languages are mainly spoken by
very small groups of a few hundred speakers at most.
None could be described as well known, but the sub-
group includes such languages as Kintaq (Kintaq
Bong), Minriq, Mintil, Jehai (Jahai), Batek, Tonga/
Mos, which is mainly spoken in Thailand, Kensiu,
and probably the Lowland Semang of Sumatra, with
nearly 10000 speakers. Senoic languages consist of
several subgroups. The most important of these are
the Lanoh, the poorly known Sabiim, the Temiar,
and especially the Semai, who are the largest Aslian-
speaking group with possibly as many as 20000
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speakers. Temiar, with perhaps 10000 speakers, has
been an important loan source for Jahaic languages,
and is one of the best-studied members of this group
(Carey, 1961; Benjamin, 1976). The Semelaic (South
Aslian) branch consists of a small number of lan-
guages, each of which has probably fewer than 2000
speakers. In addition to Semelai and Temoq, the
languages include Semaq Beri and Maq Betiseq
(Besisi), also known as Mah Meri. Semelai has recent-
ly become the best studied of all Aslian languages
with the publication of a large grammar by Nicole
Kruspe (2004).

The fourth and final major subgroup within Aus-
troasiatic is the far-flung Mon-Khmer group. This has
a number of different subgroups, the internal rela-
tions of which remain to be adequately worked out.
Major languages in this subgroup include Khmer
(Cambodian, Khmeric), Mon (Monic), Vietnamese
(Viet-Muong), Khasi (Khasic), Bahnar (Bahnaric)
[BDQ], Kuy (Katuic), Palaung (Palaung-Wa), in-
cluding Pale, Rumai, and Shwe, and so forth (see
Mon-Khmer Languages).

Generally speaking, the westernmost languages
of the family exhibit the greatest degree of morpho-
logical development. Munda languages are inflec-
tional and agglutinating, with a diverse and highly
developed system of tense/aspect marking, subject
and object agreement, noun incorporation, and
so on. An extreme example of this comes from
Kharia, where the following word has no fewer than
8 morphemes:

(1) Kharia
dod-kay-tu-dom-bha't-god-na-m
carry-BEN-TLOC-PASS-quickly-COMPLT-FUT-2
‘get yourself there for me quickly’
(Malhotra, 1982)

Tense/aspect morphology is not common among
non-Munda Austroasiatic languages but may be
found in Lyngngam of the Khasic branch of Mon-
Khmer (see Khasi) and in certain Bahnaric and Katuic
languages. In addition to Munda, certain Aslian lan-
guages show subject agreement in the verb, but other-
wise this feature is not a common one in
Austroasiatic.

South Munda and Nicobarese, and to a lesser ex-
tent the Aslian language Temiar, reflect evidence of
noun incorporation, and this may therefore have
been a feature of earlier stages of the Austroasiatic
language family.

(2) Temiar
pasal-naq ki-chiibjuq
reason-that 1r-walk < *‘go.foot’
‘so we had to go on foot’
(Carey, 1961: 46)

It seems certain that Proto-Austroasiatic was
richer morphologically than the majority of Mon-
Khmer languages, particularly in terms of deriva-
tion, but not as developed as the Munda languages.
Among the more noteworthy features of Austroasiatic
is the unusually frequent use of infixation pro-
cesses. A small number of derivational elements
appear to be cognate across the members of the
family, for example, a causative verb formant and a
nominalizing element. The former appears either
as a prefix or an infix, depending on the stem
shape. Both elements are found in such branches as
Munda, here exemplified by Juang Nicobarese, and
the Mon-Khmer subgroups Monic and Khmu?ic
(Khmuic), while other branches preserve only the
prefix allomorph.

(3) Juang Juang
a’b-son ko-"b-sor
CAUS-buy dry..-caus-..dry
‘sell’ ‘dry sthg’
(Pinnow, 1960a)
< kosor

(4) Nancowry Nancowry
ha-kah-nan p-um-16?
CAUs-know-ear lose-caus-lose
‘make understand’ ‘make lose’

(Radakrishnan, 1981: (Radakrishnan, 1981:
87) 54)
< plo?

Another infixation process found across the lan-
gauges of the Austroasiatic stock is the nominalizing
infix -n-. This is found in such forms as Khasi shnong
‘village’ <shong ‘live, Mlabri chnreet  ‘comb’
< chreet ‘to comb,” or Mundari dunub ‘meeting’ -
<dub ‘sit’

It has been put forth that Austroasiatic may be
a part of a larger genetic unit. Various proposals
include relations with Austronesian, Tai-Kadai,
Hmong-Mien (Miao-Yao), and even Sino-Tibetan,
variously labeled ‘Austric,” Austro-Tai, and so
on. None of these proposals are widely accepted by
specialists, and these hypotheses should therefore be
treated with caution. Among modern specialists in
Austroasiatic languages, Gerard Diffloth deserves
special mention.
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The Language Family and Its Speakers

Austronesian is possibly the largest language family
in the world. Its 1200 or so languages (Grimes et al.,
1994: 122) amount to about a fifth of the world’s
total number. While the Niger-Congo family is some-
times said to be larger than Austronesian by a couple
of hundred languages, it is by no means a well-
established grouping, and some have suggested that
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it is merely a typological rather than a genetic group-
ing. The lower-level Benue-Congo grouping (see
Benue-Congo Languages) is much better established,
but it has about 200 fewer languages than the Aus-
tronesian family. Austronesian is way ahead of the
next grouping, the Trans New Guinea languages,
which has fewer than 600 members. However, Aus-
tronesian again constitutes a much more clearly rec-
ognizable family than the Trans New Guinea
grouping.

Austronesian languages represent the fourth-
largest grouping of languages in the world in terms
of the number of speakers. According to some, they
are beaten again by Niger-Congo languages, rele-
gating them to fifth position, though the relatively
poorly supported claims about the genetic unity
of these languages means that the fourth position for
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Austronesian should perhaps be maintained. The
total number of speakers of Austronesian languages
is about 300 million, which represents about 5%
of the world’s population. The Austronesian family
includes the world’s 13th-largest individual lan-
guage (Javanese) in terms of the number of native
speakers. Malay/Indonesian (see Malayo-Polynesian
Languages) and Tagalog (spoken in the Philippines)
(see Tagalog) come in at 9th and 18th respectively
in terms of the total number of first- and second-
language speakers (Crystal, 1987: 287). No putative
Niger-Congo language appears in the top 20 for
either list.

If we exclude the spread of Indo-European lan-
guages to the New World in association with colo-
nialism, Austronesian languages also have by far the
largest geographical spread of any language family in
the world. Their territory extends from the islands of
Taiwan and Hawai‘i in the north, Easter Island (or
Rapanui) in the east, New Zealand in the south,
and Madagascar in the west. However, the territory
within these bounds is not occupied exclusively by
speakers of Austronesian languages, as Australia (see
Australian Languages) and Tasmania, parts of the
New Guinea area, and parts of mainland Southeast
Asia include a variety of different non-Austronesian
languages.

The Austronesian family is noteworthy not just
for its largest languages, as it includes a huge number
of very small languages as well. The Republic
of Vanuatu — located in the southwest Pacific —
has a population of only about 200000, but its
people speak at least 80 separate Austronesian
languages (Lynch and Crowley, 2001), giving each
language an average population of about 2500
speakers and making Vanuatu possibly the world’s
most diverse nation in terms of the number of lan-
guages per capita.

While Austronesian languages constitute a well-
defined linguistic grouping, their speakers are very
diverse in terms of physical appearance. People of a
variety of Asian types speak Austronesian langua-
ges in what is now Indonesia, Malaysia, Singapore,
Brunei, the Philippines and the interior of Taiwan.
In the far west in Madagascar, speakers of the
Austronesian language Malagasy clearly exhibit
African genes. In the Pacific, the Melanesian speakers
of Austronesian languages from the island of Timor,
the Indonesian province of West Papua, Papua
New Guinea, Solomon Islands, Vanuatu, New Cale-
donia, and Fiji differ in appearance from their Asian
neighbors to their west, from their Polynesian neigh-
bors to their east, and from their Micronesian
neighbors to their north.

In fact, the boundaries between physical types are
far from rigid, and there is often a gradual transition
from one type to another, as genes have been mixing
for centuries. In any case, linguistic boundaries and
the boundaries of physical types often fail to coincide.
We see this most dramatically in the New Guinea
area, where physically similar Melanesian peoples
may speak Austronesian languages or any of a
number of completely unrelated non-Austronesian
languages, including languages belonging to the
Trans New Guinea grouping referred to earlier in
this article. Sometimes, people in neighboring villages
may speak totally unrelated languages. In fact, in
the agglomerated village of Hanuabada, in Papua
New Guinea, speakers of Austronesian Motu and
non-Austronesian Koita (Koitabu) live side by side
in the same community.

The Austronesian-speaking area exhibits cultural
diversity that is even more dramatic than the diversity
of physical types. As an illustration, we could point to
the Hindu culture of Bali, in Indonesia; the traditional
animist belief systems of Austronesian speakers in
Melanesia (which continue to be practiced in some
areas); the traditional polytheistic practices of the
Polynesians, the Muslims of most of Indonesia,
Malaysia, and southern Philippines; and the centuries-
old Christian traditions of the central and northern
Philippines. In some parts of the Austronesian-speaking
world, traditional culture areas may be only slightly
larger than the areas occupied by some of the very
small individual languages. For instance, on the is-
land of Malakula, in Vanuatu, significant differ-
ences in social organization and material culture can
be found over quite short distances, with distinct
culture areas including only two or three quite small
language groups.

Of course, there has been a great deal of rela-
tively recent technological and cultural change
throughout the Austronesian-speaking world, with
the advent of European colonialism and the modern
technological revolution. The changes have perhaps
been most dramatic (and most recent) in Melanesia,
where in some cases fully traditional practices held
sway until the first half of the 20th century. Although
there are unlikely to be any more dramatic discov-
eries of ‘lost tribes’ who know nothing of the out-
side world, there are certainly still places where
contact has until now been fairly minimal. While
Christianity has now been adopted with fervor in
most of Melanesia, Micronesia, and Polynesia, this
change has often taken place in a way that has
allowed for the retention of various aspects of the
traditional belief system along with (or as part of)
local Christianity.
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Internal Genetic Relationships and
Reconstruction

Based on the analogy of the naming of the Indo-
European family after the geographical extremities —
Indian and European languages — the Austronesian
languages were originally referred to as Malayo-
Polynesian, after Malay (and its relatives) in the west
and the Polynesian languages in the east. How-
ever, it was subsequently realized not only that the
indigenous Formosan languages of Taiwan belonged
in this family but also that these represented several
distinct high-level subgroups. The term Malayo-
Polynesian was then reassigned to cover all of the
non-Formosan languages within the enlarged family.
This was, henceforth, referred to as Austronesian,
based on the elements Austro- ‘southern’ and -nesia
‘island.” The latter element is, of course, also found
in the names for the geographical areas of Polynesia
(= many islands, because of the large number of
islands involved), Melanesia (= black islands, because
they are occupied by dark-skinned peoples), and
Micronesia (= small islands, because these are mostly
narrow, low-lying atolls).

While the Austronesian languages exhibit a consid-
erable amount of structural diversity, the existence
of the language family as a whole is completely un-
controversial, in contrast to that of some other
language groupings — including the so-called Niger-
Congo languages — where debates rage between ‘lum-
pers’ (who seek to link together as many languages
on the basis of what sometimes look to others more
like typological similarity) and ‘splitters’ (who are
sometimes overcautious in requiring anything but
absolutely infallible proof of genetic relationship).

In fact, the idea that Austronesian languages are
related is often obvious even to a casual observer, in
contrast, again, to many other language groupings
where even an experienced linguist might find it diffi-
cult to see convincing evidence of a relationship. For
example, the root for ‘eye’ is mata in exactly this
shape in languages as far apart as Yami (in Taiwan),
Tagalog (in the Philippines), Malay/Indonesian,
Manggarai (in eastern Indonesia), Manam (in Papua
New Guinea), Roviana (in Solomon Islands), Raga
(in Vanuatu), and Tongan, Tahitian, and Rapa Nui
(on Easter Island). Such lexical similarities are reason-
ably common in those parts of the vocabulary which
we would expect to be most resistant to borrowing —
hence strong indicators of genetic relationship — and
borrowing is most unlikely, in any case, as an expla-
nation for these similarities, given the huge distances
involved.

So readily apparent is the relationship between
many of these languages that a connection of sorts

between the Polynesian languages and Malay was
suggested by Hadrian Reland as early as 1708,
when very little indeed was known about most of
these languages. Lorenzo Hervas y Panduro in
1784-1787 described a more detailed set of linguistic
relationships among Austronesian languages in which
the language of Madagascar and a larger number of
Indonesian languages were also included (Lynch et al.,
2002: 1).

The little-known islands of Melanesia were usually
excluded from these original generalizations, perhaps
partly because of a mistaken assumption that the
physically distinct Melanesian peoples should also
be linguistically very distinct. However, it turned out
from work in the late 19th century by H. C. von
der Gabelentz and R. H. Codrington (Lynch et al.,
2002: 2), based largely on information supplied by
Christian missionaries in the field, that a substantial
number of these languages do belong in this family as
well. While many of the languages of the New Guinea
area are clearly not Austronesian, some of the
Austronesian languages of Melanesia were originally
thought to be non-Austronesian only because exten-
sive phonological changes had obscured the shapes
of many widely distributed Austronesian roots, or
because extensive lexical innovation had led to the
replacement of some of the more widespread Austro-
nesian cognates by which relationship could be most
easily recognized. By the end of the 19th century,
however, it was realized that a substantial number
of indisputably Austronesian languages were in
fact spoken in many of the coastal parts of the New
Guinea area, as well as in Solomon Islands, Vanuatu,
and New Caledonia.

This burgeoning language family was soon to
become the most serious early testing ground for
the comparative method of phonological and lexical
reconstruction that was developed initially on the
basis of Indo-European — and, less widely known,
Finno-Ugric — languages in the second half of the
19th century. Although Edward Sapir’s reconstruc-
tion of Uto-Aztecan in 1913-1915 represented a
stunning early application of the comparative method
to unwritten languages, Otto Dempwolff’s (1934,
1937, and 1938) comparative study of the vastly
larger Austronesian family represented a much more
challenging test of the method.

Of course, a large number of new Austronesian
data have become available since Dempwolff’s time,
and there has also been significant fine-tuning of the
comparative method itself. Many of his comparisons
were enriched in the work of Isidore Dyen (1951,
1953a, 1953b, 1965) and others from the 1950s,
and many new reconstructions have also been pro-
posed. Robert Blust (1970, 1980) has progressively
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added to the reconstructed lexicon since the early
1970s, bringing the total number of lexical recon-
structions now to many thousands of entries.
A substantial amount of morphosyntactic reconstruc-
tion since the late 1970s can also be ascribed to the
level of Proto-Austronesian as a result of work by
Stanley Starosta (1985), Lawrence Reid (1978), and
others.

Comparative reconstruction has not proceeded
solely at the level of Proto-Austronesian, as there
has been major effort devoted to lower levels of re-
construction as well. Perhaps the most significant
intermediate reconstruction involves the ongoing
work since the 1990s of Malcolm Ross et al. (1998,
2003) in the reconstruction of Proto-Oceanic, the
ancestor of the 500 or so members of the Oceanic
subgroup. However, many others have also contrib-
uted in this area, beginning with the work of George
Grace (1969) and Wilhelm Milke (1968) in the
1960s. Below the level of Proto-Oceanic, there is a
tradition of reconstruction of Proto-Polynesian, for
which serious comparative work based on a wide
selection of languages dates from David Walsh and
Bruce Biggs (1966).

With such a huge language family, internal sub-
grouping could be expected to be a somewhat con-
tentious issue. However, there is now broad
agreement on many issues of subgrouping within
Austronesian. Work on subgrouping methodology
by Malcolm Ross since the 1980s has added new
considerations to the subgrouping of Austronesian
languages, with his distinction between separation-
induced ‘subgroups’ on the one hand and ‘linkages’
that have arisen as a result of gradual diversification
of dialects that remained in geographical contiguity
(Ross, 1988). This distinction allows us to take into
account the fact that some lower-level groupings of
languages, rather than uniquely sharing a set of de-
fining innovations, may actually overlap with neigh-
boring groupings in that they may appear to share
innovations from more than one subgroup.

While new data and fresh approaches to subgroup-
ing methodology may bring about further revisions in
the future, the generally accepted current view is that
the area of greatest subgrouping diversity is on the
island of Taiwan (Lynch et al., 2002: 4). Recent re-
search indicates that there may be as many as nine
first-order subgroups there (Blust, 1999), with the
remaining first-order subgrouping consisting of
the Malayo-Polynesian languages, which is made
up of the huge number of remaining Austronesian
languages.

The western part of the Malayo-Polynesian sub-
group appears to consist of a large number of smaller
subgroups. This region includes all of the languages

of the Philippines, as well as Malaysia and the islands
of Indonesia from Sulawesi and Sumbawa westward,
and also the Malagasy language of Madagascar. It is
in this area that all of the very large Austronesian
languages belong, including Tagalog (see Tagalog),
Sebuano, Ilokano (Ilocano), Hiligaynon, and Bikol
(Bicolano) in the Philippines, and Malay/Indonesian,
Javanese (see Javanese), Sundanese (Sunda), Madura,
Minangkabau, Bugis, Balinese (Bali), and Acehnese
(Aceh) in Indonesia.

All of the languages to the east of the Western
Malayo-Polynesian languages probably belong in
a single very large Central and Eastern Malayo-
Polynesian subgrouping that consists overwhelmingly
of much smaller languages. This subgroup is thought
to involve a binary split between a geographically
restricted Central Malayo-Polynesian grouping in-
volving the languages of Sumba, Flores, Timor, Buru,
Seram, and adjacent smaller islands, and a much larg-
er Eastern Malayo-Polynesian grouping consisting of
all the rest. However, the internal subgrouping of both
Central and Eastern Malayo-Polynesian and Central
Malayo-Polynesian remains poorly understood. East-
ern Malayo-Polynesian in turn enters into a binary
split between the Southwest Halmahera—West New
Guinea languages on the one hand and the very large
Oceanic subgroup on the other.

The Oceanic subgroup occupies a special place
within Austronesian linguistics. Although this is by
no means one of the highest-level subgroups in the
family, it is nevertheless a huge grouping, comprising
nearly half of all of the Austronesian languages and
amounting to nearly 10% of all of the languages of
the world. With a total Oceanic-speaking population
of about 2 million, the average-sized Oceanic lan-
guage can claim only about 4000 speakers. Excluding
some of the largest Oceanic languages from this
total, such as Fijian (see Fijian), with nearly 500 000
speakers, the average size for an Oceanic language
drops to closer to 3000 speakers. Most of these lan-
guages are poorly documented in comparison to
languages further west, and many are almost com-
pletely undocumented.

Oceanic subgrouping diversity is greatest in the
west, with possibly four of the five primary subgroups
located in this area: the Admiralties languages; the
Western Oceanic languages of the north coast of the
Indonesian province of Papua (formerly known as
West Papua) and the coast of New Guinea, New
Britain, New Ireland, Bougainville, and western
Solomon Islands; the St Matthias subgroup; and the
Yapese language as a single-language subgroup
(Lynch et al., 2002: 92-120).

A putative Central and Eastern Oceanic subgroup
covers Polynesia and Fiji and all remaining areas of
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Micronesia and Melanesia, including New Caledonia,
Vanuatu, and part of Solomon Islands. Within this
very large grouping, there is a five-way split between
the Micronesian languages, the languages of south-
eastern Solomon Islands, the languages of Utupua
and Vanikoro in Solomon Islands, the languages of
Vanuatu and New Caledonia, and finally the Central
Pacific languages, consisting of Fijian, Rotuman, and
the Polynesian languages.

Further conclusions have been presented about
subgrouping at even lower levels, with a detailed
subgrouping diagram available for the Polynesian
languages. Given the size of the Oceanic family
within Austronesian, the final family tree diagram
is obviously going to be extremely complex. All
subgrouping hypotheses will have to be kept ‘open’
pending further linguistic documentation in poorly
known areas. One point that will be obvious, how-
ever, is that the geographically expansive and rela-
tively well-described Polynesian languages, which
have for more than 200 years figured so prominently
in European fantasies about the Pacific, represent
just a very small grouping of just over two dozen
languages at the very lowest level of Austronesian
subgrouping.

Linguistic Features

The huge size of the Austronesian family makes any
kind of summary statements about ‘typical’ features
well-nigh impossible. At the same time, the approxi-
mately 5000-year time depth for Austronesian lan-
guages is relatively shallow compared with language
groupings such as Australian languages and Trans
New Guinea languages, and the Austronesian family
is structurally rather less diverse than such groupings
as a result.

Since there are major structural differences be-
tween some of the Formosan and Western Malayo-
Polynesian languages on the one hand and the
Oceanic languages on the other, it is perhaps best to
offer several sets of generalizations about widespread
linguistic features in Austronesian languages. Even
s0, it must be recognized that within any such struc-
tural groupings, there are many languages that exhib-
it rather different sorts of patterns, so the patterns
that are presented here are those which, in addition
to having substantial geographical distribution, also
appear to reflect some antiquity in a reconstructive
sense.

In terms of phonology, it is particularly difficult
to generalize about Austronesian languages. One
thing that it is possible to say is that tonal contrasts
are almost completely absent, in contrast to the
phonological systems of many neighboring Asian

languages. Tone is furthermore not reconstructible
at all in Proto-Austronesian. While there has long
been general agreement on the reconstructed
four-vowel system /i u o a/, there has until recently
been much less agreement firstly on the num-
ber of consonantal contrasts, and secondly on the
precise phonetic value of a number of reconstructed
protoconsonants.

Complex sets of consonantal correspondences
led scholars in the past to posit consonant inven-
tories varying between two and three dozen seg-
ments in total. Arguments were presented, for
example, that correspondences pointed to a maximal
set of reconstructions involving /d d D D; D, D3 d;
d, ds/, where the symbols represented a mix of
phonetic and purely formulaic information (Ross,
1994: 54). These issues of phonetic uncertainty and
the proliferation of protoconsonants have now been
largely laid to rest (Blust, 1999), though Wolff (2003)
remains a dissenting voice. Because the few Formosan
languages represent a number of primary subgroups
of Austronesian, the relatively recent study of these
languages has provided evidence for substantial
modifications in both the inventory and the pho-
netic value of Dempwolff’s original phonological
reconstructions.

There has been a considerable amount of phonemic
merger, split, and shift in many subgroups and in
many individual Austronesian languages. There has
also been phonological erosion of particular phono-
tactic positions, particularly involving word-final
consonants in Oceanic languages. Original nasal-
stop clusters have also been reanalyzed in Oceanic
languages as prenasalized stop phonemes, resulting
in substantial phonotactic simplification. Some indi-
vidual languages have undergone other more dramat-
ic phonological changes, including also the reanalysis
of other material as part of the root, so reconstruct-
ible *mata ‘eye’ appears regularly as /nomra/ in the
Lenakel language of Vanuatu.

In terms of basic clause structure, the languages of
the geographical extremities of the Austronesian-
speaking areas are typologically very different. The
languages of Taiwan and the Philippines exhibit what
are often called ‘focus’ systems, which appear to di-
rectly reflect a reconstructible pattern at the Proto-
Austonesian level (Ross, 1994: 64-66). In this system,
verbs carry inflectional marking — expressed variously
as prefixes, suffixes, or infixes or as a combination of
more than one of these affixed elements — for so-
called Actor Focus (AF), Undergoer Focus (UF),
Locative Focus (LF), and Instrumental Focus (IF).
The noun phrase that is signaled as being in focus
typically appears clause-finally, is definite, and per-
forms a range of possible semantic roles according to
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the nature of the focus marking on the verb. This is a
completely un-English construction for which it is
difficult to provide close translations, but examples
(1), (2), (3), and (4) from Tagalog illustrate this
pattern, based on the verb roots bili ‘buy,” tamVn
‘plant,” and putol ‘cut’:

(1) B-um-ili ng kotse ang  lalake.

AF:buy PATIENT  car TOPIC man
‘The man bought a car.’

(2) B-in-ili ng lalake ang  kotse.
UF:buy  AGENT man TOPIC ~ car
“The car was bought by the man.’

(3) T-in-amn-an ng lalake  ng
LE:plant AGENT  man PATIENT
damo ang lupa.
grass ToPiIc  ground

“The ground was planted the grass in by
the man’—i.e., “The man planted the
grass in the ground.’

(4) I-p-in-utol ng lalake ng

IF.cut AGENT  man PATIENT
isda ang kutsilyo.
fish Toric  knife

“The knife was cut the fish with by the man’ -i.e.,
‘The man cut the fish with the knife.’

Oceanic languages, by way of contrast, evolved a
system of formal marking for transitivity on verbs that
expresses a range of different semantic roles asso-
ciated with the verbal object. This marking involves
verbal suffixes that express a distinction between
unsuffixed transitive verbs with undergoer objects
and those that carry a transitive suffix with typically
oblique objects. These transitive suffixes are often
described as expressing close and distant transitive
respectively and are associated with different sorts of
semantic roles. Thus, in Fijian the intransitive verb
qasi ‘crawl’ corresponds to the close transitive form
qasi-va ‘crawl to (location)’ and the distant transitive
form gasi-vaka ‘crawl with (something held).’

Oceanic languages have evolved a wide range of
other innovative features from the reconstructible
Proto-Austronesian pattern. At the Proto-Oceanic
stage, a formal distinction had developed between
inalienable and alienable possession, with the former
being expressed by means of pronominal suffixes at-
tached directly to a noun and the latter expressed by
means of an adposed possessive constituent to which
pronominal suffixes were attached (Lynch e al.,
2002: 40-41). This distinction is still widely reflected
in Oceanic languages in examples such as (5) and (6),
from the Naman (Nama) language of Vanuatu:

(5) khavo-g
brother-1sG
‘my brother’

(6) neim  khéso-g
house  Poss-15G
‘my house’

Naman has in fact simplified the reconstructible
system for the expression of alienable possession, in
that there is now only a single set of adposed
possessive constituents. At the Proto-Oceanic stage,
there are likely to have been separate possessive forms
depending on whether the possessed item was for
eating, for drinking, or for any miscellaneous purpose
(Lynch et al., 2002: 42). This three-way distinction is
still maintained in many Oceanic languages, such as
examples (7), (8), and (9), from Fijian:

(7) na  me-mu wai
ART  DRINK-2SG ~ water
‘your water’

(8) na  ke-mu  dalo
ART  ED-2SG  taro
‘your taro’

(9) na  no-mu vale
ART  POSS-2sG  house
‘your house’

In some Oceanic languages, however, a number of
additional categories of alienable expression occur.
In the Raga language of Vanuatu, for example, in
addition to forms expressing edible, drinkable, and
miscellaneous possession, there are the possessive
constituents bila- ‘garden plots, crops, domestic ani-
mals, personal adornments’ and wa- ‘sugarcane,” and
some languages have developed even more categories
of alienable possession.

The Polynesian languages have taken the expres-
sion of possession in yet another direction. A possessor
is preceded by a possessive marker containing
either the vowel a or o. Thus, in Samoan, we find
examples such as those in (10) and (11) (Lynch et al.,
2002: 43):

(10) lo-‘u tama
POSS-1sG  son
‘my son’

(11) la-‘u naifi
poss-1sG  knife
‘my knife’

Inalienably possessed items generally express pos-
session by means of the o forms, while a forms tend to
correspond to categories of alienable possession in
other Oceanic languages. However, there is substan-
tially more arbitrariness and metaphor involved in
the interpretation of the alienable-inalienable distinc-
tion in these languages. For instance, the possession
of canoes in Samoan is considered as being more
‘personal’ than the possession of a knife, so ‘my
canoe’ is expressed as lo-u paopao.
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Historical Interpretation

By combining subgrouping information, the content
of the reconstructible lexicon of Proto-Austronesian
(as well as the lexicons of various lower-level sub-
groups, most significantly Proto-Oceanic), and
information provided by the archaeological record,
it is possible to come up with a fairly sophisticated
picture of Austronesian history dating back at least
5000 years (Bellwood et al., 1995). The story of
human settlement of the Pacific Islands has tended
to attract the interest of enthusiastic amateurs and
religious groups who have been prepared to argue
particular points of view in a way that has sometimes
attracted a certain amount of broader public accep-
tance, even though the scientific evidence often points
in radically different directions.

Given that the area of greatest subgrouping diver-
sity within a language family is most likely to repre-
sent the original homeland, we could argue on these
grounds alone that the Austronesian homeland is
likely to have been either on Taiwan or on the adja-
cent mainland of southern China and that there has
been a general west-to-east movement, with Polyne-
sia being the last area to be settled. Given that the
Polynesian languages represent a linguistically very
homogeneous and geographically expansive sub-
group, this, on linguistic grounds, would be the least
likely source for Austronesian languages. However,
that has not prevented people inspired by the Kon
Tiki expedition from arguing instead for a general
east-to-west population movement, beginning in
South America.

The view of some religious groups that Polynesian
people are descendants of one of the Lost Tribes of
Israel is also impossible to reconcile with the fact that
there is no linguistic evidence in support of this con-
tention, while there is a huge amount of incontrovert-
ible evidence in support of linguistic relationships
between Polynesian languages and those of the rest
of the Austronesian-speaking world. And of course,
there is a mass of archaeological evidence pointing to
the origin of Polynesian peoples from previously set-
tled areas of the Austronesian-speaking world, and
none in support of an origin elsewhere (Howe, 2003).

The first major population movement away from
the Austronesian homeland was that which took
speakers of Proto-Malayo-Polynesian out of the
Taiwan area into the Philippines, presumably via an
entry point in the north. A series of population move-
ments and associated linguistic splits would have seen
this original group spread to the rest of that archipel-
ago and ultimately to all of what is now Indonesia. As
part of this series of population movements, the is-
land of Madagascar was settled by a group of people
who originated from Kalimantan.

Ultimately, speakers of a language immediately an-
cestral to Proto-Oceanic moved out of the area of
Halmahera and the Indonesian province of Papua
into the Oceanic homeland of New Britain and
New Ireland approximately 3500 years ago. Melane-
sia was at the time occupied by speakers of non-
Austronesian languages. As early descendants of
Proto-Oceanic speakers began to spread, their prog-
ress was limited on the mainland of New Guinea to
coastal areas, while the hinterland and the distant
interior continued to be occupied by speakers of
non-Austronesian languages.

However, there was obviously substantial linguistic
contact between these two major linguistic groups, as
the reconstructible VO word order often shifted to
OV order in this area under the apparent influence of
non-Austronesian patterns. A small number of lan-
guages — most famously Magori and Maisin of Papua
New Guinea — underwent such thoroughgoing influ-
ence from non-Austronesian languages that for many
years there was dispute as to whether they should be
classified as Austronesian or not.

Population movements — and associated linguistic
diversification — continued with the eastward drift of
Oceanic-speaking groups. Up to this stage, most of
the population movements involved relatively short
ocean voyages to islands that were clearly visible
from neighboring populated islands. However,
about 3000 years ago there was a period of sudden
geographical expansion out of western Melanesia in-
volving a series of major ocean voyages into what
must initially have been unknown and unpopulated
territory. These voyages led to settlement as far afield
as Tonga and Samoa.

It was in Tonga and Samoa that Proto-Polynesian
diverged from its ancestor. From there, an even more
dramatic series of oceangoing voyages led to the dis-
covery and settlement of nearly every island group in
the Pacific between the time of the birth of Christ and
AD. 1000. It should be kept in mind that this was all
happening at a time when Britons were still lumber-
ing across narrow rivers in coracles. It was Polynesian
sailors who were the world’s first major navigators,
rather than the likes of Vasco da Gama, Christopher
Columbus, and Captain Cook, whose voyages
followed well over 1000 years later.

Possible External Genetic Relationships

The Austronesian languages constitute a very well
defined language family in that there are few lan-
guages whose status as being Austronesian is in dis-
pute. The status of some languages has been the subject
of debate given the possibility of influence from so-
called Papuan or non-Austronesian languages in the
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New Guinea area, and different scholars in the past
were uncertain as to whether Maisin and Magori
should be treated as non-Austronesian languages or as
Oceanic languages (Lynch et al., 2002: 16). While both
clearly show evidence of substantial borrowing from
non-Austronesian languages, it is now accepted that
they can be treated as genuinely Austronesian lan-
guages. There are also a handful of languages spoken
in the extreme east of Solomon Islands about which
there has been some debate in the past; this issue has
not yet been definitively resolved.

Most suggestions of relationships between Austro-
nesian languages and other language groupings call
for greater willingness to come to conclusions on
the basis of relatively little evidence. Some scholars
have claimed that there is a relationship between
Austronesian languages and Japanese, others between
Austronesian and the Tai-Kadai languages of south-
ern China, others between Austronesian and Sinitic
languages, and others between Austronesian and
Austro-Asiatic languages, such as Nicobarese (Ross,
1994: 95-99). The few similarities between Japanese
and Austronesian seem likely, at best, to involve a
few very early Austronesian loans into Japanese.
The other links may point to a series of relationships
within a single very large grouping, though few
would regard such a hypothesis as demonstrable.

Just as interesting, of course, is the question of
a possible relationship between Austronesian lan-
guages and language groupings for which no sugges-
tions of wider relationships have ever been offered.
Most significant among these are the Australian
languages, which represent a completely separate
language family in their own right, and the various
‘Papuan’ languages of the New Guinea area. So con-
vincing is the lack of relationship between the latter
and Austronesian languages that these ‘Papuan’ lan-
guages are often collectively referred to in regional
studies simply as non-Austronesian languages.
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Austro-Tai is the name given to the hypothesis that the
Austronesian language family and the Tai-Kadai lan-
guage family are genetically related. Austronesian
languages are primarily spoken in Taiwan, island
Southeast Asia and the Pacific, while Tai-Kadai lan-
guages are spoken in mainland Southeast Asia, speci-
fically South China, Vietnam, Laos, Thailand, Burma,
and Assam (India). Siamese, or Thai, the national
language of Thailand, is the best-known Tai-Kadai
language and the largest in terms of numbers of
native speakers. Lexical similarities between Thai
and the Austronesian languages have long been
recognized (Schlegel, 1901). However, the hypothesis
that the language family to which Thai belongs is
genetically related to Austronesian was first pro-
posed by Benedict (1942). Benedict proposed that
the genetic relationship between the two language
families was a sister relationship, implying that the
Tai-Kadai languages are the descendant languages of
a parent language — Proto-Austro-Tai — from which
pre-Austronesian peoples split in a move to Taiwan,
where Proto-Austronesian developed.

Although his later work (Benedict, 1975) was well
received by archaeologists and prehistorians, it was
generally less well received by linguists, who were
skeptical of the extensive array of Proto-Austro-Tai
reconstructions that he proposed and his unorthodox
methodology for reconstructing them. A number of
critical reviews of his work appeared (esp. Gedney,
1976), casting doubt on the nature of the relation-
ship, and pointing to a number of unrecognized loans
from Chinese. But the presence in the Tai-Kadai
family of a considerable number of forms from the
area of basic vocabulary that are very similar in sound
and meaning to corresponding Austronesian forms
removes the possibility of coincidence as a possible
explanation for the similarities. Whether the similar-
ities reflect a genetic relationship or are the result

Walsh D & Biggs B (1966). Proto-Polynesian word list 1. Te
Reo Monographs. Auckland: Linguistic Society of New
Zealand.

Wolff J U (2003). “The sounds of Proto Austronesian.” In
Lynch J (ed.) Issues in Austronesian historical phonology.
Canberra: Pacific Linguistics. 1-14.

of contact was examined by Thurgood (1994). He
concluded that the sound correspondences and tonal
developments within the Tai-Kadai languages of forms
with comparable Austronesian reconstructions are
irregular and thus cannot be evidence of a genetic
relationship, but rather of an early contact relationship.

A recent reexamination (Ostapirat, 2000) of the
whole question of the internal relationships within
the Tai-Kadai family of languages (renamed by
Ostapirat as Kra-Dai) has opened up once again the
nature of the relationship that exists between this
family and Austronesian. In an insightful paper,
Ostapirat (2005) presented a list of some 50 pan-
Kra-Dai basic vocabulary items, at least half of
which can be related by regular sound correspon-
dences to equivalent forms in Proto-Austronesian.
The English glosses of Kra-Dai forms that appear to
be related to Austronesian include the following: bear
(n.), bird, black, child, eat, excrement, eye, far, fire,
grandmotbher, grease, hand, head, I, leaf, leg, live,
louse (head), moon, nose, raw, sesame, shoulder,
this, tooth, water, and you.

From this evidence, Ostapirat concluded, “It does
not seem likely that the very high number of roots
between Kra-Dai and Austronesian that emerge
from the core list could be accidental or simply result
from borrowings.” In commenting on Thurgood’s
claims that there are no regular sound correspon-
dences between the Kra-Dai and Austronesian fami-
lies, Ostapirat explained that they are the result of
Thurgood’s being unaware of crucial data from little-
known languages, and of the inadequacy of some of
his Proto-Kra-Dai reconstructions. Despite the appar-
ent strength of the evidence he cited, Ostapirat never-
theless considered the evidence to be debatable as
proof of a genetic relationship between the families.

An alternate hypothesis regarding the external rela-
tionships of the Kra-Dai family is that the languages
are genetically related not to Austronesian, but to the
Sino-Tibetan family. Ostapirat rejected this hypoth-
esis, noting that etyma that appear to be related to
Chinese are rarely found in all branches of the family
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and almost none belong to the core vocabulary of
the language.

The most recent view of the external relationships
of the Kra-Dai family is that proposed by Sagart
(2005). Building on the comparisons established by
Ostapirat, Sagart presented data from a recently de-
scribed language of the Kra group, Buyang (BYU)
(Li, 1999), which apparently, alone, among the
Kra-Dai family, retains a number of disyllabic forms
which correspond to Proto-Austronesian or Proto-
Malayo-Polynesian (PMP) reconstructions, such as
BYU ma’ te>* “die’ (pmp *matay); Byu ma® ta’? ‘eye’
(pmp *mata); BYU ga’ ou'! ‘head’ (pmp *quluh); ByU
ma® 3u>'? ‘eight’ (Pmp *walu), etc.

Data such as these establish beyond any doubt that
a genetic relationship exists between the two families.
The nature of the relationship, however, is still being
discussed. Sagart rejected the possibility that Proto-
Kra-Dai and Proto-Austronesian are sister languages,
thereby rejecting the Austro-Tai hypothesis in its
original formulation. He claimed instead that the
Kra-Dai languages are a subgroup of Austronesian,
being descendants of the language spoken by a group
of Austronesian-speaking people who returned to
the mainland from the east coast of Taiwan, long
after the first Austronesian settlement there, but prob-
ably before the movement south to the Philippines
some 4000 years ago of the ancestors of the Extra-
Formosan, or Malayo-Polynesian, languages.

Ostapirat stated that if Kra-Dai were a subgroup
within Austronesian, as Sagart believes, it would seem
likely that they must have belonged to one of the
primary branches, in that Proto-Kra-Dai retains a dis-
tinction between the reflexes of Proto-Austronesian
*C and *t, and *N and *n, pairs of sounds which fell
together and are therefore not distinguished in Proto-
Extra-Formosan. Moreover Proto-Kra-Dai retains a
sibilant reflex of Proto-Austronesian *S, which devel-
oped as *h in Proto-Extra-Formosan. In addition, he
noted that although there are no Extra-Formosan
languages which have reflexes of Proto-Austronesian
*Cumay ‘bear (n.),” the form is reflected in Kra-Dai
languages.

Sagart’s position, on the other hand, is that the
ancestors of the Kra-Dai languages must have

returned to the mainland about the time that the
ancestors of the Extra-Formosan languages moved
south, in that they apparently reflect certain forms,
such as *-mu ‘you (sg.),” *lima ‘five,” *manuk ‘chick-
en,’ etc., that Sagart believes are reconstructible only
to the parent of the Extra-Formosan languages, but
not to Proto-Austronesian.

If the speakers of the parent of Proto-Tai-Kadai
did in fact return to the mainland from Taiwan as
proposed by Sagart, he suggests that they probably
settled in coastal areas in Guangdong or Guangxi,
and their language was eventually relexified by a
language from some probably extinct phylum, but
one ultimately related to Austroasiatic, retaining
only the most basic elements of its Austronesian
lexicon.
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Avestan is the language of the most ancient collection
of texts sacred to the Zoroastrian religion. It repre-
sents the Old Iranian stage of the Iranian language
family, and provides, along with Old Persian, the
earliest evidence for the Iranian branch of the Indo-
Iranian and Indo-European language families. The
language is known only via a defective medieval
manuscript tradition, which was preserved in Iran
and also in India, to which adherents of the Zoroas-
trian faith, the Parsis, emigrated according to tra-
dition in 10th-century A.p. Hence its study presents a
range of philological, textual, and interpretative pro-
blems.

Two forms of the language are documented: Old
Avestan (OAv.; sometimes called Gathic Avestan) and
Younger Avestan (YAv.). Opinion is at present divided
as to whether they represent earlier and later forms of
precisely the same language, or whether dialect dif-
ferences are also involved. A difficulty is that OAw. is
known only from a very small number of texts: the
Gathas, seventeen complex poems in five different
meters attributed to the prophet Zarathustra himself,
which still present many problems of interpretation;
two short sacred prayers; and a traditional liturgy in
seven sections, the Yasna Haptanhaiti. The most ex-
tensive surviving Avestan texts, that is, the other parts
of the 72-chapter Yasna, the lengthy Yasts, which
honor divinities such as Mithra and Anahita, and
the Videvdat, ‘the Law which rejects False Gods’ are
composed in YAv. A few short sections of the Yasna
are in YAv. with an artificial veneer of OAv. phono-
logical features (pseudo-OAv.). Faulty grammar in
parts of the Avesta may suggest that composition
continued at a stage when Avestan was no lon-
ger a living language, but the text may also have
deteriorated during transmission.

Absolute dates for Avestan are entirely lacking. The
date of the prophet Zarathustra is still debated, but
many scholars agree that the Gathas must be roughly
contemporary with the RigVeda in India (i.e., toward
the end of the second millennium B.c.), as OAv. mor-
phology and syntax are on a par with those of the
earliest Vedic language. YAv. shows many simplifica-
tions, particularly in its verb system, and innovations,
and the text collection as a whole must span several
centuries.

Avestan diverges from Old Persian in some impor-
tant sound changes (IE *&, g, gh > Av. s, 2, z, but >
OP 6, d [8], d [8]; IE *ku, gu > Av. sp, zb, but OP s, z),

but in these respects it agrees with the majority of
Iranian languages. It is often described as East Iranian
because geographical names found in the YAv. texts
refer to the region of present day Afghanistan and
East Iran and none refer to West Iran. However,
Avestan does not share in the most characteris-
tic features known from Middle Iranian languages
of the extreme East, such as Khotanese. Rather it
shows several phonological developments (if these
do indeed belong to the original Avestan language)
that are unparalleled elsewhere in Iranian (*-aba- >
-agha-, *-ft- > -pt-, *-rt- > -§- when the syllable was
accented, etc.). No Iranian language known from
later times can be identified as a direct descendant
of Avestan.

The Avestan texts were composed orally, and they
were recited and transmitted orally by the Zoroastri-
an priesthood in different regions of Iran, but it is
hard, if not impossible, to assign specific features of
Avestan to influence from specific local languages.
The written recension was only made during the Sa-
sanian period (224-651 AD.), when Zoroastrianism
flourished as the state religion. An elaborate alphabet
of 53 signs, including 16 for vowels, was invented on
the basis of the cursive Zoroastrian Pahlavi script and
the Christian Psalter script (both derived from Ara-
maic) in order to record as precisely as possible the
traditional pronunciation of Avestan, which had
ceased to be a living language several centuries earlier.
Avestan orthography is not based on phonemic prin-
ciples, but it conveys a wealth of information about
allophonic variation. Consequently, Avestan words
often look very different from their exact counter-
parts in Vedic, even though the languages are closely
related; contrast YAv. hauuoiia-: Vedic savya- ‘left’ or
OAv. monghi: Vedic marmsi ‘1 thought.” Moreover,
morphological regularities within the Avestan lan-
guage itself are often obscured (e.g., barabi, baraiti,
barenti represent 2 sg., 3sg., 3pl. present active based
on the inherited thematic stem bara- ‘bear,” cf. Skt.
bharasi, bharati, bharanti).

The Avestan manuscripts, of which the earliest
dates from 13th-century AD., reflect a written tradi-
tion that barely survived the centuries following the
Islamic conquest. At one stage only a single manu-
script existed for each part of the extant Avesta, and
approximately three-quarters of the Avesta as de-
scribed in the Sasanian Zoroastrian books has
been lost. Recent scholarship has made progress in
reconstructing the spellings of the ‘Sasanian Arche-
type’ text, but it is still often difficult to determine
which features belong to the original Avestan lan-
guage and which arose in the course of either oral or
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written transmission. According to some scholars, the
phonology of OAv. was close to that of Proto-Iranian,
and Gathic meter may provide evidence for archaic
features such as the vocalization of semivowels
according to Sievers’ Law, and a hiatus between
vowels caused by the recent loss of laryngeals.

The inflectional morphology of both OAv. and
YAv. is extremely rich. For nouns, adjectives and
pronouns, the full set of eight IE case inflections
and three numbers remain alive, with a huge range
of nominal stem types, and some ancient irregular
paradigms, such as YAv. pantd (nom.), padé (gen.)
‘path’; OAv. huuars (nom.), x"3ng (gen.) ‘sun’; OAv.
aogo (nom.), aojaphad (instr.) ‘strength.” The OAw.
enclitic acc. pl. personal pronouns #a ‘us,” va ‘you’
(cf. Latin n6s, vos) are an archaism not found else-
where in Indo-Iranian. At the same time, there are
innovations, such as the OAv. (and YAv.) nom. pl.
masc. ending -4 in thematic stems (more frequent
than inherited -3, -anho), and the creation in YAv. of
a distinct ablative singular inflectional ending for all
nominal classes.

In the OAv. verb system all the IE tense-aspect stems
(present, aorist, perfect) are fully employed. YAv. has
a much simplified system where present and preter-
ite are based on a single stem (the inherited present)
and distinguished by different inflectional endings. The
inherited augment a- rarely appears, and its function
in Av. is problematic. Although thematic presents
are productive, the rarer types of athematic present
are well represented, notably acrostatic root presents

Aymara
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The name ‘Aymara’ is used for one of the most
important native languages of South America. It is
spoken by approximately 2000000 people in three
countries: Bolivia (mainly in the department (admin-
istrative division) of La Paz, but also in parts of
Cochabamba, Oruro, and Potosi), Chile (in the high-
lands of Tarapaca), and Peru (in the departments of
Moquegua, Puno, and Tacna). Aymara is closely
related to the Jaqaru language — spoken by less
than a 1000 people, mainly in the village of Tupe
in the province of Yauyos (department of Lima)
in central Peru — as well as to Cauqui, spoken by a

(OAv. staumi ‘I praise,’ aogada ‘he said,” YAv. anhaire
‘they sit’). Modal forms (subjunctives, optatives, and
imperatives) are frequent at all stages.

The Avestan lexicon is remarkably free of loan-
words from non-Iranian languages, and it preserves
some IE lexemes that were lost in Indo-Aryan, e.g.,
varaz- ‘to work,” vad- ‘to lead.” Contrasting vocabu-
lary items for good (ahuric) versus evil (daevic) beings
reflect Zoroastrian dualism but their linguistic origins
are complex (e.g., staman-/ zafar- ‘mouth,” doidra-/
asi- ‘eye,” aog-/ dauu- ‘to speak,’ tak-/ zbar- ‘to run,’
nmana-/ garada- ‘house,” 3foros-/ karot- ‘to fashion’).
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few individuals in the nearby village of Cachuy.
Together, the languages Aymara, Jaqaru, and Cauqui
form a family that has variously been called ‘Jaqi’
(Hardman, 1978), ‘Aru’ (Torero, 1972), ‘Aimara’
(Cerron-Palomino, 2000), and ‘Aymaran,” which is
the name used in this article.

The Aymaran language family has no proved exter-
nal relatives. There are close and detailed similarities
in the phonological, structural, and lexical domains
with the neighboring Quechua language group; the
two groups also share more than 20% of their lexi-
con. This situation suggests a protracted period of
interaction between the underlying protolanguages
of both Aymaran and Quechua. The interaction may
have continued on a local basis during the further
development and expansion of both language groups.
The close similarities between the two language
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groups have often been interpreted as a proof of com-
mon origin (the so-called Quechumaran hypothe-
sis). Nevertheless, most similarities are attributable
to linguistic convergence, making it difficult to distin-
guish between borrowed and inherited material (see
Andean Languages; Quechua).

Before 1600, Aymara and related dialects were
widely spoken in southern Peru and in the eastern
and southern Bolivian highlands, where Quechua is
now the dominant language. The historical influence
of Aymara through borrowing can be appreciated
from the spread of Aymara numerals into the south-
ern cone of South America (Mapuche) and into the
Amazonian basin (Tacanan languages). The name
‘Aymara’ is probably derived from a province or
ethnic group located in the present-day Peruvian de-
partment of Apurimac (now Quechua speaking). The
study of the Aymara language received an important
stimulus in the 17th century when the Jesuit order
established a mission in Juli, on the southwestern
shore of Lake Titicaca. The first grammar and diction-
ary of Aymara were written in 1603 and 1612,
respectively, by a Jesuit, Ludovico Bertonio.

The Aymara vowel system consists of three vowels
(a, i, u), of which the high vowels are lowered to (e, 0)
next to a uvular consonant. There is a distinction of
vowel length that is mainly used in morphology, but
also in a few lexical roots. Stops and affricates are
normally voiceless; they can be plain, glottalized,
or aspirated. There is a contrast between velar and
uvular consonants. Dialects in the border area of
Bolivia, Chile, and Peru have a distinctive velar
nasal consonant. Stress is predictable and is located
on the penultimate syllable or mora. All roots are
vowel final. However, the final vowel of a nominal
expression is regularly deleted before pause. Al-
though the structure of Aymara roots and suffixes is
basically simple, surface forms can be complex due to
the fact that many suffixes trigger the suppression of a
preceding vowel. This suppression must be treated as
a formal property of the suffix in question, because
there are no synchronically valid phonological rules
to account for it. In some cases, root-interior vowels
are also suppressed under similar circumstances.
These different types of vowel suppression produce
elaborate consonant clusters, as illustrated in han
unxtkiri ‘without moving,” ‘immobile,” which can be
analyzed as follows (vowels between parentheses
are suppressed; PROG, progressive; AGT, agent; NOM,
nominalizer):

(1) han(i) un(u)q(i)-t(a)-k(a)-iri
not rock-upward/begin-PROG-AGT.NOM

The combination unxta- (< unugqi-ta-) is fixed and is
interpreted as ‘to move slightly.’

Aymara has an agglutinating structure mainly
based on suffixation; there are no prefixes at all.
The morphology is complex, but regular. Words con-
taining as many as nine consecutive suffixes are no
exception (the fixed combination aru-si- means ‘to
speak’; INCL, inclusive; REFL, reflexive; pL, plural;
COMPL, completive; BEN, benefactive):

(2) hiwas-kam(a) aru-s(i)-kipa-si-p-xa-fia-naka-

taki-sa
we(INCL)- speak-REFL-turn-REFL-PL-

case:among COMPL-NOM-PL-Case:BEN-t00
‘so that we are able to communicate among
ourselves’

Verb-final order is obligatory in dependent clauses
and is the preferred order in full sentences. In noun
phrases, all modifiers precede their heads. Nouns can
be marked for case, number (plural), and person of
possessor. The overall structure of the language is
nominative—accusative. Case is expressed by suffixes,
but the accusative is marked by eliminating a stem-
final vowel. There is a four-term pronominal system
consisting of speaker (naya ‘T’), addressee (huma
‘you’), third person (hupa ‘he/she’), and an inclusive
plural that comprises both speaker and addressee
(hiwasa). This system is also reflected in nominal
possession and in verbal inflection.

Verbs in Aymara exhibit a rich derivational mor-
phology, including causative, reflexive-reciprocal,
spatial direction, number of subject, aspect, speaker
orientation (‘hither’), and several other options.
Tense, mood, and personal reference, both of the
subject and of a human (in)direct object, are com-
bined in complex portmanteau endings, which are a
hurdle for the nonnative learner. In these endings
(nine for each tense or mood paradigm), a third-
person object is not explicitly indicated. Characteris-
tic for the Aymara verb is the existence of evidential
distinctions (inference, conjecture, nonpersonal wit-
ness, etc.), for which the Aymara society is highly
sensitive.

Verbalizations — copula ‘to be,” locative verb ‘to
be at’ — are indicated morphologically, the former
by vowel lengthening (1ross, first-person possessor;
VERBAL, verbalizer; 2suB, second-person subject;
ASSERT, assertive):

(3) hicha-x(a)
now-topic

wawa-ha-:-x(a)-ta-wa.

child-1ross-VERBAL :be-compL —
2SUB-ASSERT

‘Now you are already my child.’

Nominalization plays an important central role in
Aymara morphosyntax. Different types of dependent
clauses are obtained by combining nominalized verbs
with specific case markers. Nominalization is also
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used to form relative clauses. In contrast to Quechua,
person of object cannot be indicated morphologically
in nominalized verbs. (Note: Examples (1)—(3) are
from Alb6 and Layme (1992)).
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Location and Speakers

Azerbaijanian (Azerbaijani, Azeri) (Azorbaycan dili,
Azorbaycanca) belongs, like Turkish, to the western
group of the southwestern, or Oghuz, branch of the
Turkic language family. It is spoken in northern and
southern Azerbaijan (i.e., in the Republic of Azerbai-
jan), particularly in the province of Azerbaijan, and in
Iran. Azerbaijanian is the official language of the
Republic of Azerbaijan (Azorbaycan Respublikasi),
which constitutes the easternmost part of Trans-
caucasia. The Republic is situated between Iran and
Russia, with a small European portion north of
the Caucasus range. It includes the exclave of the
Nakhchivan Autonomous Republic and the separatist
Nagorno—Karabakh region. It borders on the Russian
Federation in the north, Georgia in the northwest,
Armenia in the west, Iran in the south, and the
Caspian Sea in the east. Azerbaijanians make up
about 90% of the Republic’s total population of
about 7.8 million. Other ethnic groups include
Dagestanis, Russians, and Armenians (mainly in
Nagorno-Karabakh). Over 80% of the citizens
speak Azerbaijanian as their first language. The num-
ber of speakers in the Republic amounts to about
7 million. The standard language is based on the
dialect of the capital Baku (Bak:). The number of
speakers in southern Azerbaijan, which is located in
northwestern Iran and borders on Turkey in the west,
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is estimated to be over 13 million. Similar varieties
are spoken in eastern Anatolia, northern Iraq, Geor-
gia, and Armenia. The total number of speakers may
amount to 20 million.

The current status of the language in the Republic
is very solid. More than half of Azerbaijani speakers
are monolingual. The social situation of the varieties
of Azerbaijani spoken in Iran is quite different. There
the languages have not been promoted; on the con-
trary, their use has been discouraged and public use
of Azerbaijani was banned for several decades. The
situation is now improving.

Origin and History

The language goes back to the Oghuz Turkic varieties
of the Seljuks, who immigrated to the area in the 10th
and 11th centuries. These people originally belonged
to the Oghuz confederation of tribes, whose Inner
Asian steppe empire collapsed in 744. Due to political
and religious differences, Azerbaijanian Turks for
centuries lived in relative separation from the Turks
of Turkey. Azerbaijan’s history shows substantial cul-
tural influence from Iran. In 1828, Azerbaijan was
divided into a northern and a southern part under
Russian and Persian rule, respectively. Northern
Azerbaijan was part of the former Soviet Union for
70 years. It regained independence in 1991.

Related Languages and Language
Contacts

The language is related to Turkish, Gagauz, South
Oghuz, Khorasan Turkic, and Turkmen. It has a
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strong Iranian substrate and has for many centuries
been in close direct contact with Persian. Turkish had
a considerable influence on the northern Azerbaija-
nian standard language as established before the
Soviet era. During the past century, Russian has in-
fluenced the standard language, whereas the con-
tacts with Turkish have been very limited. There is
nevertheless a high degree of interintelligibility with
Anatolian Turkish.

An Azerbaijanian koiné functioned for centuries as
a lingua franca, serving trade and intergroup commu-
nication all over Persia, in the Caucasus region and in
southeastern Dagestan. Its transregional validity
continued at least until the 18th century. Later on, it
lost its importance in favor of Persian in the south,
whereas Russian was dominant in the north. In
the period of Russian domination of economy and
politics, Russian had a strong position; 38% of the
Azerbaijanians of the Republic still speak Russian
fluently.

The Written Language

The early history of Azerbaijanian as a literary lan-
guage is closely linked to that of Anatolian Turkish.
Signs of its detachment are found in sources written at
the end of the 14th century. Azerbaijanian has a long
and rich literary tradition. The language was written
in Arabic script up to the 20th century. In 1923, a
Latin-based script, yagalif ‘the new alphabet,” was
introduced in Soviet Azerbaijan. It was a model for
the Roman alphabet that was introduced in Turkey
in 1928. This alphabet was replaced by a Cyrillic
script in 1939-1940. In 1991, after the disintegration
of the Soviet Union, the Republic of Azerbaijan
adopted a new modified Roman-based alphabet
incorporating a few special letters. The transition
to this script has been gradual. The Republic still
applies a dual script system, with the Roman-
and Cyrillic-based letters appearing side by side. In
southern Azerbaijan, where the written use of the
language is highly restricted, the Arabic script is still
used.

Distinctive Features

The language exhibits most linguistic features typical
of the Turkic family (see Turkic Languages). It is an
agglutinative language with suffixing morphology,
sound harmony, and a head-final constituent order.
In the following discussions, only a few distinctive
features will be dealt with — in particular, some ways
in which Azerbaijanian is different from Turkish. In
the notation of suffixes, capital letters indicate pho-
netic variation, e.g., A = ale, I = i/i. Segments in

parentheses occur after vowel-final or consonant-
final stems. Hyphens are used here to indicate mor-
pheme boundaries.

Phonology

Unlike Turkish, Azerbaijanian has a mid vowel pho-
neme e and a higher phoneme ¢ (e.g., él ‘people,
country’ vs. el ‘hand’ and én ‘width’ vs. en ‘most’).
In words of Arabic—Persian origin, non-high-position
vowels are more fronted than they are in Turkish
(e.g., teref ‘side’ vs. Turkish taraf). Common Turkic
initial y- is often lost before high vowels (iiz ‘face’
(Turkish yiiz) and ulduz ‘star’ (Turkish yildiz)). Initial
i- is replaced by i- (il ‘year’ (Turkish yil)). Vowels are
often rounded in the neighborhood of v (ov ‘hunt’
(Turkish av)).

The spoken language is relatively conservative with
respect to sound harmony. It still displays invari-
able suffixes — i.e., suffixes not subject to sound
harmony (gel-dox [come-PasT-1.PL], gel-dix [come-
PAST-1.PL] ‘we came’ and isle-max [work-INF] ‘to
work’); cf. Turkish gel-dik [come-PasT-1.PL] and igle-
mek [work-INF] (with front-back and rounded-
unrounded harmony). In the standard language,
the vowel harmony is normalized on the standard
Turkish model, e.g., it-ler-imiz-den [dog-pL-POss.1. pL-
ABL] (front vowels) ‘from our dogs’ vs. at-lar-imiz-dan
[horse-pL-p0ss.1.pL-ABL] (back vowels) ‘from our hors-
es.” A few suffixes are invariable. As in Turkish,
rounded vs. unrounded harmony does not affect low
suffix vowels.

Common Turkic initial g- is, as in Turkmen, repre-
sented by the back-voiced stop g-, e.g., gara ‘black’
(Turkish kara). Common Turkic final back -¢ is repre-
sented by -g in polysyllabic words and in certain
monosyllabic words (after originally long vowels),
e.g., ayag ‘foot’ (Turkish ayak), ag ‘white’ (Turkish
ak). It is fricativized to -x in other cases (yox ‘non-
existent’ (Turkish yok)). Stem-internal g is also
fricativized (yaxin ‘near’ (Turkish yakin)). The voic-
ing of Common Turkic k- generally follows the same
pattern as in Turkish (gor- ‘to see’ < kor-). There are,
however, some differences, as for kéc- ‘to pass’ vs.
Turkish ge¢-. The distribution of the initial dentals #-
and d- is generally the same as in Turkish (dis ‘tooth’
< ti:$). Exceptions include #ik- ‘to sew’ (Turkish dik-)
and das ‘stone’ (Turkish tas). The distribution of the
initial labials p- and b- mostly follows the Turkish
pattern. Exceptions include barmag ‘finger’ (Turkish
parmak) and poz- ‘to destroy’ (Turkish boz-). As in
most Turkic languages, the initial nasal m- occurs
instead of b- as a result of assimilation to a following
nasal (min ‘thousand’ (Turkish bin)). Glottal » and
uvular x, which have merged into /» in Turkish, are
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distinct phonemes (e.g., beyat ‘life’ (Turkish hayat)
and xeber ‘information’ (Turkish haber)). A word-
medial glottal stop occurring in loans of Arabic origin
may be pronounced or realized as vowel length, as
in te’sir or te:sir ‘influence.” Unvoiced obstruents
may be strongly aspirated, as in ?0p” ‘gun, cannon.’
The stops k and g are strongly palatalized in many
dialects. Consonant metathesis is a rather common
phenomenon (ireli ‘front’ (Turkish ileri) and kérpii

‘bridge’ (Turkish képrii)).

Grammar

The dative forms of the pronouns men ‘I’ and sen
‘you’ are mene [I-DAT] and sene [you-pat| (Turkish
bana, sana). The marker -(y)Ar, corresponding to
Turkish -(V)r, forms a general, less focused present
tense with habitual, intentional, prospective, and
similar meanings (e.g., bil-er [know-A0Rr] ‘knows,
will know’ (Turkish bil-ir [know-Aor]) and gel-er
[come-a0R] ‘comes, will come’ (Turkish gel-ir
[come-a0R])). The present-tense marker -(y)Ir corre-
sponds to Turkish -Iyor and Turkmen -yA:r, as in
yaz-ir |write-PRES] ‘writes, is writing’ (Turkish yaz-
iyor [write-PRES]) and iste-yir [want-PRES] ‘wants’
(Turkish istiyor [want-prEs]). Unlike in Turkish, low
vowels have thus been generalized in -(y)Ar, where-
as high vowels have been generalized in -(y)Ir. The
first-person copula suffixes of the pronominal type
are -(y)Am (e.g., gor-iir-em [see-PrES-1.5G] ‘I see,” al-ir-
am [take-prEs-1.5G] ‘I take,” gor-iir-iik [see-PREs-1.PL]
‘we see,” and al-ir-ig [take-PRES-1.PL] ‘we take’ vs.
Turkish  gor-iiyor-um [see-PREs-1.5G],  al-iyor-um
[take-PRES-1.5G], gor-diyor-uz [see-PRES-1.pL], and al-
iyor-uz [take-PrEs-1.rL]). The second-person singular
copula suffix is -sA#n, as in gozel-sen [beautiful-2.sG]
‘you are beautiful’ (Turkish giizel-sin [beautiful-
2.5G]). The perfect paradigm contains first-person
forms with -mIs, whereas -(y)Ib is used in the second
and third persons (e.g., gel-mis-em [come-PERF-1.5G]
‘T have come,’ gel-ib-sen [come-PERF-2.5G] ‘you have
come,’ and gel-ib-[dir] [come-PERF-(3.5G)] ‘has come’).
The perfect markers are not used as the
corresponding Turkish -mls markers, which have
indirective meaning. Thus, forms such as goy-mus
-am [put-PERF-1.5G] ‘I have put’ and al-mis-am
[take-PERF-1.5G] ‘I have taken’ are translated into
Turkish by koy-d-um [put-rast-1.sG] and al-d-im
[take-PasT-1.5G] rather than by koy-mus -um [put-
Ev-1.5G] and al-mis -im [take-Ev-1.sG]. The Persian
influence on the dialects varies considerably. Some
varieties use the comparative suffix -ter and the
superlative suffix -teri:n, both copied from Persian.

Though the syntax is rather similar to that of most
other Turkic languages, the Persian impact has been

considerable, especially in the southern varieties.
Many conjunctions and other functional words are
copied from Persian and Arabic (via Persian), e.g., ki,
which precedes complement and relative clauses.

Lexicon

Due to the different political and cultural develop-
ments for the past 600 years, the Azerbaijanian vo-
cabulary differs from the modern Turkish vocabulary
in many respects. There are certain differences in the
genuinely Turkic lexicon (tap- ‘to find’ vs. Turkish
bul-, 6z ‘self’ vs. kendi, isti ‘warm’ vs. sicak, diis ‘to
go down, to land’ vs. in-, siimiik ‘bone’ vs. kemik).
Turkish diig- means ‘to fall’; siimiik means ‘mucus.’
The vocabulary has preserved numerous elements of
Persian and Arabic—Persian origin that have been
abandoned in Turkish as a result of the puristic lan-
guage reforms, including liyet ‘dictionary’ (Turkish
sozliik), miiellim ‘teacher’ (0gretmen), and pul
‘money’ (para).

Since the 19th century, Russian loanwords,
particularly technical terms, have entered the north-
ern Azerbaijanian varieties (zavod ‘factory’ (Turkish
fabrika), fevral ‘February’ (Turkish subat), stul ‘chair’
(Turkish sandalye), and galstuk ‘necktie’ (Turkish kra-
vat)). The southern varieties exhibit many loans from
Persian (e.g., miz ‘table’ and ruzname ‘newspaper’
(the northern varieties have stol and gezet).

Dialects

The spoken language includes several dialects. They
are mostly divided into three groups: northern dia-
lects spoken in the Republic of Azerbaijan, southern
dialects in northwestern Iran, and East Anatolian
dialects. Though these dialects differ a great deal
from each other, they are mostly mutually intelligible.
Among the northern dialects, there is a western sub-
group in the central part of the Republic (including
Genje, Shusha, Kazak, Karabagh, and Ayrum). Dia-
lects of an eastern subgroup are spoken on the shore
of the Caspian Sea, in Derbent, Kuba, Shemakha/
Shamakhi, Baku, Sal’jany, Mughan, and Lenkoran,
for example. The standard language is based on the
urban dialect of the capital Baku. Dialects spoken in
the northern parts of the Republic include Zakataly,
Nukha, and Kutkashen. Dialects spoken in the south-
ern parts of the republic include those of Nakhchevan
and Ordubad.

The dialects of Iran include those of Tebriz,
Urmia, Quséi, Xoy, Mardya, Marand, ‘Oryan Tepe,
Torkmancay, Ardabil, Sarab, Meyana, and the ex-
clave Galagah. The dialect of the Karapapakh
‘Black Caps’ was spoken between the upper Kura
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and Arpachay Rivers, on the boundary between
Armenia and Georgia, and in Persian Azerbaijan
near Lake Urmiya. Some dialects are spoken in
Khorasan, including Lotfibad and Daragaz.
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Bactrian was the local Iranian language of the
Greco-Bactrian (or Kushana) kingdom in northern
Afghanistan, founded by soldiers of Alexander the
Great. The language is known from coins, a few
stone and wall inscriptions (private and royal, the
earliest from the 2nd century), and a small number
of manuscript fragments from Turfan, as well as a
large number of economic and legal documents, main-
ly on parchment, from northwestern Afghanistan
dated between 342 and 781 ADp. It shares features
with both Parthian, its western neighbor, and
Chorasmian and Sogdian, its northern neighbors.

Bactrian is the only Iranian language written in
Greek script. One letter was added to write § (similar
in form to the Old Norse letter p, which is commonly
used to transcribe it, e.g., kavnpko = kanésko). The
letter <o> spelled # between consonants, b after
vowels, and was probably not pronounced in final,
but served as an end-of-word marker. This final -o
often becomes -a before enclitics (e.g., abo ‘to,” but
aba-fago ‘to you’; oto ‘and,” but ota-kaldo ‘and
when’). Other final vowels are rare (except in the
oldest inscriptions), and no words end in consonants.
The consonants <s> and <z> may be ambivalent, as
they correspond to both <s> and <z> and palatal
<$> and <Z> in the text in Manichean script.

The inscriptions are written in capital letters (with-
out spaces between the words), while secular docu-
ments are written in a cursive ductus, in which several
letters are sometimes identical. There are several
Manichean or Buddhist texts in Greek cursive and
one manuscript leaf in the Manichean script.

Gender (Masc-FeM) is distinguished in the definite
article and in some adjectives (e.g., *forosaggo
[tursang] ‘Turkish,” FEM torosanzo [tursanz]) and in
the perfect participles (e.g., nabixt-igo [nabixt-ig]
MASC ‘written,” FEM nabixt-iso [nabixt-is]). In the ear-
liest inscriptions, there is still a two-case (direct and
oblique) system of the noun, which in the documents

survives mainly in pronouns. Thus, in the inscriptions
we find SING. i bago ‘the god.sING. DIR” and PL. i bag-
e ‘the god.PLDIR’ as subject, but bag-ano ‘god-prL.0BT
as genitive; kaneésko ‘Kanishka. sING.DIR’ as subject,
but kanéski/kanéske ‘Kanishka. sING.0BL as agent and
genitive.

A definite animate direct object is indicated by the
preposition abo ‘to.’

The verbal system is of the common Iranian type.
There are three stems: present, past, and perfect (per-
fect participle = past stem + suffix -igo, FEM -iso; e.g.,
PRES nabis- ‘write,” PAST nabixt-, PERF MASC nabixt-
igo). Special features include modal forms formed
from the indicative plus the original modal third
singular ending.

optative: ma froxoas-ond-éio [fraxwas-und-éy]
lest leave-INDIC.3RD.PL-OPT.3RD.SING
‘lest they abandon’

subjunctive: boo-ado [buw-ad]
become-SUBJ.3RD.SING
‘(that) he shall become’

and
boo-ind-ado [buw-ind-ad]
become-INDIC.3RD.PL-SUBJ.3RD.SING
‘(that) they shall become’

The perfect is formed with the old participle in *-aka-

ot-éia ... pidgirbo fromado kirdi eim-oano bag-ano
ki-di m-aska nibixt-ig-endi

and-he.oBL image ordered.rasT do.INF these-PL.OBL
g0d-PL.OBL REL-PART the.OBL-above written-PEREPART-
COP.PRES.3RD.PL

‘and he ordered images to be made of these gods
which are written above’.

In the ergative construction, the relatively wide-
spread phenomenon of letting verbs such as ‘give’
agree with the indirect object is found in Bactrian as
well.

od-omo ladd-éi iogo zino
and-1.0BL give.PAST-be.2ND.SING one woman
‘and I have given you a (certain) woman’

A feature unusual in Iranian is the preposed negation
in past tenses.
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ko-ado-méno n-isto paralado
that-PARTICLE-we.OBL not-is.3RD.SING sold.PAST
‘that we have not sold’

A typically Bactrian construction is that of the
subjunctive or optative with the particle -an used to
express future eventuality.

(1) asid-ano oalo satar-ano [Satar < Sado + -tar]

kald-ano abo to xoéo xoado lrogo oén-ano

but-PART there happy.COMP-COPSUBJ.1ST.SING when-
PART DO you lord self healthy see.PrEs-
SUBJLIST.SING

‘but I'shall be happier there when I see you myself
healthy’

(2) ot-éio pido asagg-e ifo oilirdo at-ano abo ma lizo
faro karano abo ma gao-éio
and.PART-he.OBL on stone-PL thus arrange.PAST so
that-PART in DEF citadel for people water NEG
lack-OPT.3RD.SING
‘and on (it) he placed stones so that in this citadel
water might not be lacking for the people’

The particle -do is commonly attached to initial
conjunctions, as in kal-do ‘when,’ aki-do ‘who,” and

Balinese

I W Arka, Australian National University, Denpasar
Bali, Indonesia

© 2006 Elsevier Ltd. All rights reserved.

Balinese (Bali) is an Austronesian language spoken
by some 3 million people, mainly in the islands of
Bali and Nusa Penida, Indonesia, but also in western
Lombok and in transmigration sites in Lampung
(Sumatra) and central Sulawesi. There is a general
consensus that Balinese is a member of the Bali-
Sasak-Sumbawa subgroup (Esser, 1938; Dyen, 1965;
Mbete, 1990), but it is also seen as a member of a
wider subgroup that includes Javanese (Blust, 1985).

History and Sociolinguistics

Balinese has had a literacy tradition for over a millen-
nium. The earliest known Old Balinese (OB) texts
are inscriptions on copper plaques dated to 882 CE,
concerning royal decrees (Goris, 1954). OB
is characterized by the influence of Old Javanese
(Kawi) and Sanskrit, which suggests the existence of
cultural and language contact between Javanese and
Balinese prior to the 9th century. Javanese influence

asi-do ‘which’; the common form oto ‘and’ is from
odo ‘and’ + -do.
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on Balinese intensified in the 14th-15th century,
when Bali was controlled by the Javanese Majapahit
Kingdom. Old Javanese elements and Sanskrit bor-
rowings began to spread from highly formal - i.e.,
royal and religious — usage to everyday speech. These
helped form the diglossic speech-level system of Mod-
ern Balinese, which is absent in OB (see Clynes, 1989,
1995). The speech-level system is invoked by differ-
ences in status between speech participants. As shown
in Table 1, the English ‘I’ corresponds to several
Balinese first person pronouns, each with a different
specification of the speakers’ and/or addressees’ social

Table 1
Pronominal forms Relevant social information of the
participants
Speaker Addressee
nira god -
gelah royal
titiang - highest caste
tiang - medium caste
icang low caste low caste
kai - nonhuman
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status, originally based on the traditional caste strati-
fication (Arka, 1998); e.g., icang is used when both
the speaker and the addressee are low-caste persons.
While all of them are still in use now, tiang is widely
used for polite first person irrespective of the caste of
the addressee.

There are quite a large number of words like those
in Table 1 in other categories, such as nouns, verbs,
adjectives, prepositions and adverbs. They must be
individually learned, because the related words are
expressed by suppletive forms. The richness of the
speech-level system is significant for Balinese verbal
arts and linguistic politeness. However, the speech-
level system is absent in the Bali Aga or Mountain
Balinese (MB) dialect, suggesting that MB is a conser-
vative dialect. Further evidence for this comes from the
fact that MB (e.g., in the dialect of Sembiran) retains
the Austronesian pronominal aku and engko and their
corresponding bound forms -ku and -mu. These forms
have disappeared in modern Lowland Balinese (LB).
LB consists of several dialects showing phonological
and lexical variations (Bawa, 1983), with Buleleng and
Klungkung varieties being considered representative of
standard modern Balinese.

Orthography and Phonology

The traditional Balinese script developed from the
Old Javanese script, which itself originated from
southern India. It is a syllabic system: a character
represents a default CV (Consonant Vowel) syllable
with V being phonetically [a] as in Table 2. Any
specific opposition is indicated by a diacritical char-
acter on top of, below, before, and/or after it, as
shown in Table 3. The line, as in the Roman script,
runs from left to right.

While modern orthography in Roman script is also
now commonly used, especially in paper writing, the

Table 2

wn (h)a 15} ta ™ ba
© na a sa (e} nga
a0 ca v wa u pa
n ra [28) la lel ja
b3 ka (3] ma w ya
w da N ga Lo's] nya
Table 3

o ; ®) IS
IS [na] 2 [ni] Y] [nu] 1 [ne]
s [na] ok [no] NS [nar] b [nur]
' J

traditional script is the only script used in lontar
(palm leaf) writing. Lontar writing and the tradition
of lontar chanting, called ma(be)basan, are still
practiced nowadays, primarily for religious purposes.
Indonesian, not Balinese, is used as a medium of
instruction in schools in Bali. However, Balinese,
with its traditional script in paper writing and
reading, is taught in primary and secondary schools.

Modern Balinese has six vowels, as shown in
Table 4. Conventionally, the orthography e represents
mid front [e] and the central [o], e.g., penek [ponek]
‘climb’. Word-final grapheme a is pronounced [s],
e.g., bapa |bapo] ‘father’, but as [a] elsewhere, e.g.,
bapanne [bapanne] ‘his father’. VV sequences are
not diphthongs but are treated as two syllables
(Clynes, 1995), possibly with an intervocalic glide
in certain dialects, e.g., liu [liu]~[liju] ‘a lot’.

Eighteen Balinese consonants are shown in Table 5.
Word-final /k/ may be also alternatively realized by a
glottal [?] in certain dialects, but a glottal stop is not
phonemic in Balinese.

Balinese allows a maximally C;C,VC; sylla-
ble structure, where only V is obligatory and C2 is
restricted to a liquid/glide, e.g., alib (V.CVC) ‘search’,
kranjang (CCVC.CVC) ‘basket’, and meme ‘mother’
(CV.CV). Stress is on the final syllable of a root, and
a bound morpheme does not generally attract stress,
particularly in the Badung dialect, e.g., jemak
[d30.mak]| ‘take’, jemaka |dze.mak.s] ‘be taken’,
and jemakang [d3e.mak.on] ‘be taken for’ (stressed
syllables are underlined).

Morphosyntax

Balinese is an agglutinating language with relatively
rich verbal and nominal morphology. A typical verbal
expression involves a root and a voice morphology,
which can be: (i) the homorganic nasal prefix N,
indicating an ‘active’ or ‘agentive’ voice, (ii) a zero
prefix, indicating undergoer or objective voice,
(iii) the middle (intransitive) voice prefix ma-, which
expresses a wide range of meanings, e.g., reciprocal
(madiman ‘kiss each other’), reflexive (mapayas
‘dress oneself’), agentive (magae ‘work’), patientive
(makeplug ‘explode’), and stative-passive (maadep
‘be sold’). A verb may also have a causative or appli-
cative affix. The applicative suffix -in is typically

Table 4

Front Central Back
High i u
Mid e a
Low a
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Table 5
Labial Alveolar Palatal Velar Glottal

Stop V-less p t k

V-ed b g
Aff. V-less tf

V-ed d3
Nasal m n n n
Fricative s h
Trill r
Lateral |
Glides w j

associated with a locative or source role, whereas the
applicative -ang is generally associated with a theme,
goal/benefactive, or instrumental role; hence the con-
trast of jemak ‘take’ — jemak-in Y ‘take something
from Y’ vs. jemak-ang Y ‘take something for Y’. The
causative -in or -ang commonly appears with intran-
sitive bases, but certain transitive verbs may have it,
e.g., diman ‘kiss’ — diman-ang ‘make X kiss Y.
When -in and -ang appear with the same intransitive
base, the derived verb generally contrasts in meaning,
e.g., tegak ‘sit’ — tegak-in ‘sit on something’ (applica-
tive -in) vs. tegak-ang ‘make somebody sit’ (causative -
ang), paek ‘near’ — paek-in ‘move close(r)
to something’ (applicative -in) vs. paek-ang ‘make
something close(r) to something’ (causative -ang).

Word order is typically S(ubject)=V-O(bject),
with S possibly coming after VO. In a double-object
construction, the order of the two objects is fixed:
S_VOGoal_OTheme-

Balinese appears to have symmetrical objects (Arka,
1998, 2003): either Ogoal 0 Opheme could generally
alternate to become S in a nonagentive voice construc-
tion, given the right context and intonation contour.

Balinese grammar has been well researched, mainly
in the form of Ph.D. dissertations. Hunter (1988) and
Beratha (1992) were historical-descriptive in perspec-
tive; Artawa (1994) was typological, highlighting the
ergativity in Balinese syntax; and Clynes (1995) was
also descriptive, focusing on Balinese phonology and
morphosyntax (based on the dialect of Singaraja).
Pastika (1999) was functional, focusing on the voice
selection in Balinese narrative discourse. Arka (1998,
2003) was typological and theoretical, focusing on
topics such as phrase structures, argument structures,
and (reflexive) binding from a Lexical Functional
Grammar (LFG) perspective. Wechsler and Arka
(1998) and Wechsler (1999) were theoretical, from a
Head-driven Phrase Structure Grammar (HPSG) per-
spective. Previous work on Balinese, not in the form
of dissertations, also consisted essentially of descrip-
tive sketches of grammar, e.g., Kersten (1970), Barber
(1977), and Oka Granoka et al. (1985).

Dictionaries include Balinese-Indonesian (Warna
et al., 1993; Kersten, 1984; Ananda Kusuma, 1986),
Indonesian-Balinese (Bahasa, 1975; Ananda Kusuma,
1986; Sutjaja, 2004), Balinese-English (Shadeg, 1977;
Barber, 1979; Sutjaja, 2000), English-Balinese (Sutjaja,
2000), Kawi-Balinese-Dutch (Van Der Tuuk, 1897),
and monolingual Balinese (Simpen, 1985; Sutjaja,

2003).
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Definitions
Sprachbund

Among the proposed glosses for sprachbund are ‘lin-
guistic league’, ‘linguistic area’, ‘convergence area’,
and ‘diffusion area’, but here I will treat sprachbund
as a loanword into English, like the French genre, so
henceforth it will be neither capitalized nor italicized.
In modern terms, a sprachbund is understood as two
or more geographically contiguous and genealogical-
ly different languages sharing grammatical and lexi-
cal developments that result from language contact
rather than a common ancestral source. (Some lin-
guists set the minimum number at three, but I would
argue that the convergent and diffusion processes
consitutive of a sprachbund are the same for two lan-
guages as for three.) In his original formulation of the
concept, first in 1923 in a Russian journal article and
again in 1928 at the first International Congress of
Linguists, N. S. Trubetzkoy used Bulgarian as his
example of a language that belongs to the Slavic
linguistic family and at the same time to the Balkan
sprachbund. In the case of the Balkan sprachbund,
the languages are in fact all Indo-European (exclud-
ing Balkan Turkic), but they belong to groups that
were separated for millennia, and thus, upon coming
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back into contact, had become sufficiently distinct
for contact phenomena to be distinguished from
inherited phenomena.

Balkan

The use of the term ‘Balkan’ (from Turkish, balkan
‘forested mountain’, also the name of a mountain
range in Central Bulgaria) to refer to the peninsula
also known as Southeastern Europe dates from the
19th century, when European attention turned to
Ottoman Turkey, which then included most of what
became the Balkan states. As a geographic entity, the
Balkan peninsula is unproblematically defined on
three sides as the land mass defined by the Adriatic,
Mediterranean, and Black Seas, but the northern geo-
graphic boundary cannot be set in any nonarbitrary
way that is applicable without qualifications in terms
of either politics or linguistics. In modern geopolitical
terms, from the 1920s to 1991, the Balkans were
most frequently understood as comprising Albania,
Bulgaria, Greece, Romania, Turkey in Europe, and
former Yugoslavia.

The Balkan Languages

For linguistics, the Balkan sprachbund has tradition-
ally consisted of Albanian, Greek, Balkan Romance
(BR), and Balkan Slavic (BS). Albanian is divided into
two dialects, Gheg north of the river Shkumbi and
Tosk south of it. The modern standard is based on
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northern Tosk. Mainland Greek is also divided
between northern and southern dialects at the Gulf
of Corinth and the northern frontier of Attica, the
southern dialects of the Peloponnese being the basis
of the standard vernacular Dhimotiki. During the
19th century, Modern Greek was still called Romaic,
i.e., ‘Roman’, a reference to Byzantium as the second
Rome. BR consists of Romanian, Aromanian,
Megleno-Romanian (MR), and Istro-Romanian. Dal-
matian, a remnant of West Balkan Romance, whose
last speaker died in 1898, is rather poorly attested
and generally does not figure in Balkan linguistic
accounts. Istro-Romanian is, like Arbéresh (the
Albanian of Italy) and Asia Minor Greek (until the
exchange of populations between Greece and Turkey
in 1923), outside the Balkan geolinguistic area (see
‘Balkan Languages vs. Languages of the Balkans’).
The Romanian standard is based on the Wallachian
dialects of the south, as is the standard of the Repub-
lic of Moldova, which at various times has called its
official language Moldovan or Romanian. (At present
[31 October 2004] the official name is Moldovan.)
Aromanian, spoken in Albania, Greece, the Republic
of Macedonia, and southwestern Bulgaria (with a
large diaspora in Romania, especially Dobrogea) is
divided into north/west dialects of Albania and west-
ern Macedonia and south/east dialects of Greece and
eastern Macedonia. A standard based primarily on
the eastern dialect is in use in the Republic of Mac-
edonia. MR survives in seven villages near Gevgelija
in the southeast of the Republic of Macedonia and
across the border in Greece. During the 19th century,
BR was often called Wallachian. The term ‘Vlah’ can
be used as a convenient cover term for BR south of the
Danube (Aromanian plus Megleno-Romanian). BS
consists of Bulgarian, Macedonian, and the southeast
Serbian (Torlak) dialects. Bosnian/Croatian/Serbian
(BCS) together with Slovene, form the West South
Slavic group, and Macedonian and Bulgarian com-
prise East South Slavic. The Bulgarian standard is
based on its eastern dialects, the Macedonian stan-
dard on its west-central dialects. The northern and
western boundaries of Torlak as a Balkan dialect
are variously defined using phonological or mor-
phological criteria. The narrowest definition is
morphological, e.g., the isogloss for the presence of
the postposed definite article; the broadest definition
is phonological, e.g., the absence of distinctive vocalic
length and tone. During the 19th century, BS was
often called ‘Bulgarian,” and Bulgarian and Serbian
linguists and armies fought over where to draw a line
between Bulgarian and Serbian. Unable to adjust to
modern times, many Bulgarian linguists still cling to
the 19th-century practice.

Romani Despite having been summarily dismissed
by traditional Balkan linguists, Romani in the Bal-
kans displays many of the same contact-induced
structural phenomena and is increasingly present in
Balkanological works. Two of the four main dialectal
groups of Romani are spoken in the Balkans: Balkan
and Vlax (not to be confused with Vlah). The Vlax
dialects of Romani take their name from the fact that
they took shape in Romania, but they are now dis-
persed all over Europe and beyond. In the Republic of
Macedonia, a Romani standard is emerging on the
basis of the Arli dialect of the Balkan group. Unless
otherwise specified, references to Romani refer to
those dialects spoken in the Balkans.

Turkish Balkan Turkish is divided into two major
dialect groups: West Rumelian Turkish (WRT) and
East Rumelian. The boundary between the two cor-
responds roughly to the east-west line of Bulgarian
dialects. The Christian Gagauz of Bulgarian and
Romanian Dobrudja and Gagauz Yeri in Moldova
and adjacent parts of Ukraine speak a language in
the Oghuz group — to which Turkish also belongs —
which was recognized as official in the USSR in 1957.
Although most Balkan linguistic studies treat Turkish
as an adstratum, contributing lexicon and phraseol-
ogy but very little else (aside from evidentiality, see
‘Evidential’ below), WRT and Gagauz also partici-
pate to a certain extent in the Balkan sprachbund.
Most of Gagauz, however, ended up in the former
Russian Empire, due to migration and border
changes. As a result, most of Gagauz is now more
influenced by Russian, while the dialectal Gagauz
remaining in the Balkans is in need of description.

Jewish Languages Judezmo, the language of the
Jews expelled from Spain in 1492, became the major-
ity language among Balkan Jews, overwhelming
Judeo-Greek (Yavanic, Yevanic), which survived in
the Romaniote liturgy and some enclaves in Epirus.
(A written version of Judezmo based on literal trans-
lation from Hebrew is known among scholars as
Ladino.) Although most speakers of both Judezmo
and Judeo-Greek were murdered in the Holocaust,
these languages survive as endangered languages
and also participated in Balkan linguistic processes.

Balkan Languages vs. Languages of the Balkans
There are many other languages spoken in the
Balkans in enclaves with varying social relations,
e.g., Armenian, Circassian (until 1999), German,
Hungarian, Ruthenian, Tatar, Ukrainian, Yiddish, etc.
Aside from the dialects spoken in Romania, most of
these are outside the geolinguistic Balkans, which for
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our purposes has a northwest boundary defined by
contiguous Albanian dialects that join the major
Torlak isoglosses continuing to the Danube. (Such a
definition includes the southernmost Slavic dialects of
Montenegro as well as the Slavic dialects of northern
Kosovo, neither of which fall in the Torlak group. In
terms of the Balkan sprachbund, these dialects do show
some important transitional features, which will be
noted.) For the most part, the enclave languages were
late arrivals or outside the area of intensive diffusion/
convergence and did not participate in the type of
complex Balkan multilingualism that characterizes
the sprachbund as a whole. We can thus distinguish
Balkan languages, i.e., those in the sprachbund, from
languages of the Balkans, i.e., languages spoken in the
Balkan peninsula.

History of Balkan Linguistics
1770-1861

The earliest collections of Balkan linguistic material
were intended to eliminate Balkan linguistic diversity.
The 1770 Greek-Aromanian-Albanian vocabulary
of T. Kavaliotis and the 1793 or 1794(2) Greek-
Aromanian-Macedonian-Albanian lexicon of Daniil
of Moschopolis (Albanian Voskopoja) were explicitly
aimed at the Hellenization of the speakers of other
Balkan languages. The first was republished in 1774
by J. Thunmann, who was the first to suggest that
Albanians and Romanians were descended from
Illyrians, Dacians, and Thracians, thus laying the
groundwork for the substratum theory of Balkan lin-
guistics. The second was republished in 1814 by
M. Leake, who suggested that similarities among
Albanian, BR, and Greek were due to BS influence.
His one concrete example was the postposed definite
article. It was this same phenomenon that most
impressed J. Kopitar, whose 1829 characterization
of BR, BS, and Albanian as drey lexikalisch verschie-
denen, aber grammatisch identischen Sprachen ‘three
lexically distinct but grammatically identical lan-
guages’ — which he attributed to the influence of a
Thraco-Illyrian substratum — is taken as the earliest
formulation characterizing the Balkan sprachbund.
Kopitar also noted the replacement of infinitival
with subjunctive constructions and the formation of
the future using ‘want’ as shared with Greek and
Serbian as well.

A. Schleicher is sometimes cited as the first to for-
mulate the Balkan sprachbund in 1850, when he
writes of Albanian, BR, and BS saying eine Gruppe
aneinandergranzender Sprachen zusammengefunden
hat, die bei stammbafter Verschiedenbeit nur darin

iibereinstimmen, dass sie die verdorbensten ibrer
Familie sind (‘a group of propinquitous languages
has coalesced that, being of different lines of descent,
agree only in the fact that they are the most corrupt
in their families’). However, since he gives no indica-
tion of the causes of this ‘corruption’, his formula-
tion differs from Kopitar’s mainly in its ideology of
language change as degeneration.

The next real advance in the development of
Balkan linguistics was F. Miklosich’s 1861 article on
Slavic elements in Romanian, which added genitive-
dative merger (see ‘Genitive-Dative Merger’), object
pronoun doubling (see ‘Resumptive Clitic Pronouns
[Reduplication, Replication]’), and the formation of
teens (see ‘Numeral Formation: The Teens’). Miklosich
accorded more attention to Greek and was also the
first to adduce a number of phonological changes,
including the development of stressed schwa (see
‘Vowel Reduction and Raising’) and the raising of
unstressed /a/ and /o/ to schwa and /u/, respectively
(see ‘Stressed Schwa’).

1861 Onward

The next six decades were characterized by the
gathering of materials relating to specific Balkan lan-
guages or specific aspects of individual or pairs of
Balkan languages. The 1920s saw the basic syntheses
and theoretical formulations that continue to inform
the field. Trubetzkoy’s contribution has already been
described. In 1925, A. SelisCev attempted a balanced
account of Turkish, Slavic, Latin, Greek, and substra-
tum languages as the sources of various Balkanisms,
i.e., the similarities among the Balkan languages that
can be attributed, at least in part, to shared, contact-
induced change. Sandfeld (1930) tried to attribute
almost all the commonalities of the Balkan sprach-
bund to the influence and prestige of Byzantine
Greek. Other scholars have laid particular emphasis
on Balkan Latin as the primary causal factor, while
our knowledge of the pre-Latin non-Hellenic lan-
guages of the Balkans remains too meager for almost
any serious speculations beyond the lexicon.

While the 1920s saw the establishment of Balkan
linguistics as a subdiscipline within linguistics, the
period from 1930 to 1960 was characterized by
slow growth and was also the period when the
insights gained in Europe finally came to the attention
of North American linguists. From the 1960s on-
ward, there has been a constant increase in the pro-
duction of studies pertaining to the Balkan languages
and Balkan linguistics. At the same time, studies of
such contact-induced phenomena as creolization,
code switching, and language shift have led to the
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identification of contact linguistics as an overarching
field of study. More recently, in the past decade or so,
a renewed interest in linguistic typology has brought
forward questions of the extent to which the Balkan
sprachbund is or is not part of a larger European
linguistic area, defined more by typological profile
without necessarily identifying specific paths of diffu-
sion or convergence. We will return to the question
of Eurology vs. Balkanology in ‘Causation’.

Balkanisms

This section surveys some of the principal Balkanisms
(see “1770-1861’) as identified during the course of
the past two centuries. Although system, not mere
inventory, must be the basis of detailed study, and a
given surface phenomenon may function differently
in different systems, it is nonetheless convenient to
use lists as a kind of shorthand for the systemic rela-
tions that can yield the most insights. We do not want
to fetishize the labels for these systemic manifesta-
tions, assigning numeric values to them and tallying
up the number of points a language ‘scores’. Rather
these labels stand for complex interrelations that in-
clude differences as well as similarities that must be
elucidated in their larger contexts (cf. Friedman in
Reiter, 1983).

Phonology

In contradistinction to linguistic areas such as the
Caucasus, the Northwest Coast, and South Asia,
where phonological features such as glottalization
and retroflexion are among the most salient common-
alities, there are no truly pan-Balkan phonological
features. Rather, there are articulatory tendencies of
greater or lesser extent.

Vowel Reduction and Raising The reduction of un-
stressed vowels to schwa or nonsyllabic elements (and
thence sometimes to zero) as well as the raising
of unstressed mid-vowels (/e/ and /o/) to high vowels
(/i/ and /u/, respectively) can be treated as Balkan,
albeit not pan-Balkan. Both Albanian and BR show
a tendency to reduce unstressed vowels as early as
the Latin period, e.g., Lat. imperator > Albanian
mbret and Romanian impdrat ‘king’. While shared
phonological tendencies in Albanian and BR,
like shared vocabulary of pre-Latin origin, are attrib-
uted by some scholars to substrate influence, the evi-
dence of vowel reduction in Western Romance leads
other scholars to suggest that this is a typological
rather than an areal feature. Nonetheless, the raising
and/or elimination of unstressed vowels is character-
istic of southeastern Macedonian, eastern Bulgarian,

northern Greek, BR, and Gheg, although the details
differ among these languages.

Stressed Schwa  All the Balkan languages and their
dialects possess the classic European five vowel sys-
tem /a, e, i, 0, u/, at least under stress. A phenomenon
common in the Balkans is the existence of a stressed
schwa, but its status as a contact-induced phenome-
non is not pan-Balkan. Greek lacks stressed schwa
altogether. In Macedonian, almost all the dialects
outside the west-central area have stressed schwa,
but of different origins in different areas, and some
western peripheral dialects also lack stressed schwa.
Most of Bulgarian has stressed schwa, but not the
Teteven-Erkech and central Rhodopian dialects. In
Albanian, stressed schwa develops from nasal d only
in Tosk, but it is incorrect to characterize all of Gheg
as lacking stressed schwa, since it also occurs in cen-
tral Gheg as a result of later processes. Romani has
schwa when in contact with languages that have it.
WRT has a tendency to lower and front the high back
unrounded vowel to schwa.

Other Vowels Most Balkan languages lack front
rounded vowels, but most of Albanian has /ii/, or,
in West Central Gheg, /6/. Southern Montenegrin
dialects in contact with Albanian also have /ii/, but
East Central Gheg, which is mostly in Macedonia,
unrounds /ii/ to /i/, as does southernmost Tosk (Lab,
Cam, Arvanitika), in contact with Aromanian and
Greek (which also merged /ii/ with /i/, a change that
had not yet been completed in the 10th century).
Similarly, WRT tends to eliminate /6/ by merging it
with /o/ or /ii/ (more rarely /e/), and /ii/ (like /u/ and /1/)
becomes /i/ word finally. Other vocalic phenomena
that have been suggested are relatively localized.

Consonants The alternation of clear /I/ before front
vowels and velar /l/ elsewhere is characteristic of BS
(including Torlak but not the rest of BCS), Northern
Greek, Balkan Romani, and Vlah, but not Albanian,
where the two sounds are in phonemic contrast, nor
Daco-Romanian and Southern Greek, where only
clear /I/ occurs. Aromanian has Greek and Albanian
interdental and Greek voiced velar and palatal frica-
tives in loanwords from Albanian and Greek, but
these tend to be replaced by corresponding stops
and the palatal glide by speakers who do not
know Greek or Albanian, particularly the younger
generation in Macedonia.

Aside from Greek, most Balkan languages have an
opposition between strident palatal affricates, on the
one hand, and mellow palatals, dorso-palatals, or
palatalized velars, on the other. The opposition is
neutralized in Albanian, BS, and WRT dialects in



Balkans as a Linguistic Area 123

Kosovo, parts of Western Macedonia, and along the
Serbo-Bulgarian border. Northern Greek has palatals
lacking in the south.

In western Macedonia, the velar fricative is
generally lost or replaced in Albanian, Macedonian,
and WRT, a phenomenon that extends into parts
of Kosovo, as well as adjacent Serbia, much of
Montenegro, and Bosnia-Herzegovina, where the
preservation of BCS /x/ is characteristic of Muslim
and some Catholic dialects now Bosnian and Croa-
tian, respectively.

In the northern Gheg of Malésia e Madhe, final
devoicing is a phenomenon shared with adjacent
Montenegrin dialects. It is worth noting that final
devoicing is atypical for most of the rest of BCS and
Gheg, and it appears rather to be a Macedonian fea-
ture extending into this region. Such influence also
seems to be the case in the transitional Gheg and
northern Tosk dialects. Some of the Romani dialects
in this region also have final devoicing, and in the
WRT of these regions final devoicing, which is usually
limited to stops in Turkish, extends to fricatives. Five
of the seven MR villages also have final devoicing.

Prosody Although prosodic distinctions of length,
and in some cases pitch, were present in the attested
ancestors of the Balkan languages, the modern
Balkan languages are generally characterized by the
absence of length and tone and the presence of a stress
accent that usually does not move further back in
the word than the antepenultimate syllable. If stress
does move further back, there is usually a secondary
stress on one of the last three syllables. However,
Northern Gheg and Southern Tosk preserve Common
Albanian length, and Southeastern Macedonian has
new long vowels as the result of loss of intervocalic
consonants and elision. Similar new long vowels
occur in Gora, a string of Slavic-speaking Muslim
villages along the western and northern slopes of
Mounts Korab and Sar in northeastern Albania and
the southwestern corner of Kosovo. The most signifi-
cant isoglosses (fixed antepenultimate stress, post-
posed article, etc.) link Goran with the northwest
Macedonian dialects rather than with the Serbian
of Prizren.

Morphosyntax

Grammaticalized Definiteness In BS, BR, and
Albanian, native demonstrative pronouns have been
encliticized or suffixed to nominals (normally the first
in the noun phrase) and become definite articles. The
article follows a plural marker, if any, and in BS the
clitic-like nature of the article is seen in that it does
not trigger certain morphophonemic alternations,

e.g., Macedonian starec ‘old man’, starci ‘old men’
but starecot ‘the old man’ and not *starcot. Hamp
(1982) adduces evidence suggesting that the au-
tochthonous language that became Latinized into
Romanian and with which the ancestor of Albanian
was in contact might already have had a postposed
definite article by the time of contact with Latin.
Common Slavic already had a postposed relative pro-
noun *ji affixed to adjectivals to denote definiteness,
as this phenomenon is attested in Old Church Slavon-
ic (OCS; 9th—-11th centuries), and the morphology
(but not the grammatical meaning) survives in Slavic
outside the geopolitical Balkans. Remnants of this
older definite/indefinite opposition survive in West
South Slavic adjectives, and traces of the morphology
occur in BS, e.g., Macedonian star ‘old INDEF
MASC’, stariot ‘old DEEMASC’, where the /i/ indi-
cates that the newer definite article has been suffixed
to a definite adjectival form. Scandinavian and dia-
lectal North Russian also have postposed definite
articles of pronominal origin, and Czech, which has
been in close contact with German, has uses of its
deictics that are basically articular. These typological
parallels and historical antecedents, however, do not
change the fact that the BS postposed definite article
developed during the period of its contact with BR
and Albanian.

Greek and Romani have preposed definite articles,
both based on native material. In the case of Greek,
the pronoun that became an article was still mostly
demonstrative and was facultative except with proper
names in Homeric, but it was obligatory in Attic.
Romani articles look like borrowings from Greek,
e.g., MASC NOM SG o FEM NOM SG i, but the
oblique forms /le/ and /la/ in Vlax dialects demon-
strate that the Romani articles are derived from
native demonstratives, reflecting the regular change
of *¢ > I, which occurred prior to contact with Greek.
It was contact with Greek, however, that triggered
the transformation of native material into definite
articles, and Romani usage patterns very much like
Greek. Romani dialects outside the Balkans in con-
tact with languages lacking definite articles tend to
lose them.

The use of an atonic form of the numeral ‘one’
as an indefinite article is characteristic of the Balkan
languages and, even though such developments are
common in many languages, is arguably a Balkanism.
‘One’ was not used in this function in OCS, Ancient
Greek, or Latin, but it was so used in Orkhon Turkic
(8th century ct.). To this we can add the fact that such
usage does not occur in East Slavic. Usage in Turkish,
Albanian, and BR is at a similar level of frequency to
that of English, although details in individual gram-
mars will cause some lack of isomorphism. Usage in
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BS and in Greek is approximately half that of the
other Balkan languages, while usage in Romani in
the Balkans patterns with BS and Greek, and Romani
elsewhere patterns like its contact languages. An indi-
cation that this is an areal phenomenon despite the
occurrence of such usages in Western Europe and
elsewhere is the fact that, as one moves north and
east through West South Slavic territory, the usage
becomes increasingly restricted.

Finally, we can mention here the phenomenon of
double determination, i.e., the presence of a definite
article on a noun modified by a demonstrative pro-
noun. Such usage occurs in Greek, BR, BS, Albanian,
and Romani, although the rules and relative fre-
quency and acceptability of the construction vary. In
Greek it is obligatory, e.g., autds o dnthropos or o
anthropos autés but not *autds dnthropos ‘this per-
son’. In Romanian, the article is not used if the deictic
is preposed, but is used if it is postposed (and the
deictic takes the so-called deictic particle -a): omul
acesta but acest om ‘this person’, cf. Aromanian aistd
carte, cartea aistd ‘this book’. Megleno-Romanian
has frequent double determination tsista lup-u ‘this
wolf-DEF’, but indefinite nouns also occur #sista drdc
‘this devil-INDEF’. In Albanian, the deictic is pre-
posed to either the indefinite or definite: ai njeri, ai
njeriu ‘this person’. In BS, double determination
occurs but is considered dialectal, Macedonian ovoj
Covekov (vs. ovoj covek) ‘this person’, or Torlak taja
starata ‘that old [lady]’. Romani permits but does
not require the use of a definite article with a demon-
strative, in which case the article must precede
the substantive but the demonstrative can precede or
follow: kova manus, kova o manus, o manus kova
‘this person’. Double determination or the order
noun-determiner is pragmatically more thematic in
the discourse.

Resumptive  Clitic  Pronouns  (Reduplication,
Replication) Balkan languages are characterized by
the use of clitic or weak resumptive object pronouns
that agree in gender, number, and case with the nonc-
litic/strong pronoun or substantive they refer to. This
phenomenon is called (object/pronoun) reduplication/
doubling in Balkan linguistics and is connected to
expressions of definiteness, referentiality, and animacy:
the first candidates for reduplication are personal
pronouns (inherently definite and, in the first two per-
sons, usually human), then indirect objects (usually
human, often topicalized), then definite direct objects,
and finally specific or topicalized direct objects.

From a morphosyntactic point of view, there
are four types of reduplication: pronominal object
doubling, substantival object replication, pronomi-
nal possessive doubling, and substantival possessive

replication. All four phenomena can be illustrated
in the following Macedonian sentence:

Tatko mi moj i majka
father me. DAT my.M and mother
mu nacarot im rekoa
him.DAT  to king-the them.DAT said.3PL.AOR
nim da mu gl
them.DAT SP him.DAT them.ACC
dadat knigi-te na  dete-to
giwe.3PL.PRES  books-the to  child-the

‘My father and the king’s mother told them to give
the books to the child.”

The first three of these expressions are facultative and
could be replaced by tatko mi, majkata na carot
(majka is definite), and im, respectively. The redupli-
cation serves to emphasize or focus the referent of the
reduplicated pronoun. The last set of reduplications,
mu ... na deteto and gi ... knigite, are obligatory in
standard Macedonian and, for the most part, in the
western dialects on which it is based. The norm
requires reduplication for definite direct objects and
all indirect objects. In practice, however, even the
most normative grammar shows that specificity or
topicalization rather than definiteness is the trigger
(Koneski, 1967: 232):

kako vistinski ja dozivuvame edna situacija

how truly it. ACC experience. ome situation
1PL.PRES

‘how we actually experience a [given] situation’

Pronominal object doubling occurs in all of BS (and
southern Montenegro), BR, Albanian, Greek, and
Romani. It is conditioned by discourse factors such
as empbhasis or focus and can be compared to the use
of subject pronouns. Just as the fact that the subject
is marked on the verb makes the subject pronoun
redundant unless there is a need for emphasis or
specification, so, too, the clitic pronominal object,
which is the required form if the object is a pro-
noun, makes the full form redundant except under
similar discourse-bound circumstances. The absence
of such doubling from the rest of BCS is a diagnostic
separating Balkan from non-Balkan Slavic.

The clitic replication of oblique nominals shows
how grammatical change can enter a language
via discourse phenomena and at the same time sup-
ports Topolifiska’s observation that analytic markers
of referentiality are characteristic of convergent
development. Object reduplication is another scalar
Balkanism. It is rare in Torlak and used only for
emphasis and thus separates East from West South
Slavic. Similar conditions hold for Romani except in
possessive constructions. Object reduplication is more
pragmatically conditioned and less grammaticalized
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in Bulgarian, Romanian, and Greek, where the phe-
nomenon signals topicalization, focus, or emphasis,
and is restricted by factors such as animacy (or human-
ness) and degree of referentiality (definiteness, specific-
ity, determinacy, etc.). In Albanian, Vlah, and West
Macedonian, reduplication has become grammatica-
lized. It is most frequent in Macedonian, where, unlike
in the other Balkan languages, it can even occur (facul-
tatively) with indefinite indeterminate pronouns such
as nikoj ‘nobody’.

While it lacks a definite article, Turkish does have a
special accusative marker used for definite or speci-
fied direct objects. The following proverb illustrates
how the Turkish definite accusative is rendered by
Balkan object reduplication. Note that Greek and
Bulgarian have reduplication with an indefinite
object, indicating its specificity:

Turkish: Yavag bagt kilig  kes-mez (Turkish)
gentle  head- sword  cuts-not
DEEACC
Bulgarian: Pokorena glava sabja ne ja sece
bent head sword not it.ACC cuts
Greek: Kefali proskynéméno  spathi  dhén
head bent sword  not
to kovei
it.ACC  cuts
Romanian: Cap-ul plecat nu 1 taie  sabia
head-  bent  not it.ACC cuts sword.
DEF DEF
Albanian: Kokén e falur yatagan-i
head  PART.EDEEACC bent sword-DEF
nuk e pret
not it.ACC cuts

‘A/The sword does not cut off a/the bent head’
(= Keep your head down.)

Possessive doubling is a more restricted phenomenon.
The use of dative clitics to indicate possession in
Macedonian is limited to kinship terms, Aromanian
has special possessive clitics that can only be used
with kinship terms, and Albanian also has special
possessive constructions for kinship terms. In Bulgar-
ian, possession is usually signaled by a dative clitic
following the definite form of the noun, and posses-
sive adjectives, which are the norm in Macedonian,
are more emphatic in Bulgarian. In Greek, clitic da-
tive pronouns after the definite form of the noun is the
normal manner of indicating possession, and empha-
sis is rendered by adding the appropriate form of the
adjective dikds ‘[one’s] own’ immediately before the
pronoun. However, pronominal doubling is also used
colloquially for emphasis:

to vivlio mou mena
the book me.GEN wme.GEN
‘my book’

Romanian also has such clitic doubling colloquially:

semndtura
signature. DEF

propria-mi mea
own.FEM-me.DAT  my
‘my very own signature’

Substantival possessive replication occurs in all the
Balkan languages, but the details differ from language
to language. The Turkish construction of genitive
possessed plus pronominal suffix on the possessor is
the normal pattern:

kral-in anne-si
king-GEN  mother-his
‘the king’s mother = the mother of the king’

Genitive-Dative Merger Albanian, BS, BR, and
Greek have no formal (i.e., surface) distinction be-
tween the shape of the genitive and the shape of the
dative, the dative having replaced the genitive except
in Greek, where the genitive replaced the dative. The
same forms thus do double duty for marking posses-
sion and indirect objects. Romani and WRT maintain
the genitive/dative distinction, and the situation is
more complicated in Albanian and MR. Albanian
has merged genitive and dative but has a distinct
ablative. The dative is used as the object of a verb,
the genitive is preceded by a particle of concord, and
the ablative is the object of certain prepositions or in
apposition to another substantive. In the indefinite
plural, however, Albanian has a special ablative
form in -sh. Pronominal declension also has a distinct
ablative form used with certain prepositions, NOM
nga uné/djali ‘from me/the boy’, ACC pér mualdjalin
‘for me/the boy’, DAT mé tha muali tha djalit ‘he told
me/the boy (with initial clitic reduplication)’, ABL
prej meje/djalit ‘from me/the boy’. MR preserved a
remnant of the genitive-dative distinction, albeit only
in the speech of the oldest generation: cari ‘who’
pe cari ‘whom.ACC’, la cari ‘to whom.DAT’ but al
cruj ‘of whom, whose’. Elsewhere, the dative and
accusative are distinct, and the genitive is identical
to the dative.

Analytic Case Relations All the Balkan languages
have simplified their inherited patterns of inflection.
Eastern Macedonian and colloquial Bulgarian have
gone the farthest, completely eliminating all traces of
case morphology other than accusative personal pro-
nouns and accusative vs. dative clitics. The marking
of nonclitic dative objects is by means of the preposi-
tion na and the accusative pronoun. All other case
relations are likewise indicated syntactically through-
out BS, usually by a preposition but sometimes just by
apposition. Western Macedonian preserves a distinc-
tive set of dative synthetic pronouns, and, in the
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dialects that serve as the basis for the standard, a few
remnants of animate singular masculine accusatives.
As one moves further to the periphery of BS in the
southwest and north, the complexity of case marking
increases to include feminine accusatives, masculine
datives, feminine datives, and eventually, in Gora and
Torlakia, oblique plurals. In the Torlak dialects and
the Macedonian dialects around Korca in Albania,
case marking also occurs in the definite article. The
other Balkan languages all retain at least three dis-
tinct cases (nominative, accusative, and genitive-
dative).

Balkan Romani and WRT both preserve their full
inflectional systems, but with tendencies toward sim-
plification that show an intersection between the
areal and typological. From a typological point of
view, it is the peripheral cases that are expected to
be lost first, and this is precisely what happens. Thus,
WRT exhibits dative-locative confusion:

gitti-k Selanik-te
went-1PL.AOR  Salonica-LOC
“We went to Salonica’

There is also a tendency to eliminate case marking in
locational postpositions:

iirti iisti [vs tstii-n-de]  kedi-ler
blanket top  top-its-LOC cat-PL
‘on top of his blanket [there were] cats’

Romani dialects in contact with BS tend to replace the
locative with the dative and the dative, locative, and
ablative with prepositional constructions derived
from case affixes, themselves of postpositional origin:

jekh-e aindz-a-te vs. jekh-e aindz-a-ke > k-i jekh aindz
one-  field- one-  field- to-FEM one
OBL OBL- OBL OBL- field
LOC DAT
‘in a field’, ‘to a field’ ‘in/to a field’
aindz-a-tar = tar-iaindz

field-OBL-ABL
‘from a field’.

from-FEM field

Outside the pronouns, a distinct Romani accusative is
limited to animate (or in some dialects referential)
nouns, while in Turkish accusative marking is limited
to definite or specific direct objects (see ‘Resumptive
Clitic Pronouns’ [Reduplication, Replication]).

The vocative survives in all the Indo-European Bal-
kan languages, and some argue that this preservation
is a shared archaism, reinforced by contact, which is
consistent with the direct encounters that lead to
contact phenomena. It runs counter to the tendency
toward analytism, however.

Analytic Gradation of Adjectives Although the
comparative is analytic in all the Balkan languages,

remnants of synthetic comparatives survive at the
peripheries, i.e., Greek has a number of inflected
comparative forms, and northern Torlak preserves a
very limited set. In the rest of BS, analytic compara-
tives with po are realized with almost complete con-
sistency. Southern Montenegrin dialects also have
analytic adjectival gradation using the same markers.
BR, Albanian, and most Balkan dialects of Romani
have complete consistency in the analytic marking of
the comparative, the markers being mai (<magis) in
Romanian and Megleno-Romanian, cama (quam +
magis) in Aromanian, m¢ in Albanian, and borrowed
in Romani (generally the marker of the main contact
language, but Slavic po and Turkish da[h]a are both
more widespread). Remnants of a synthetic compar-
ative in -eder also survive in some Romani dialects,
but generally those spoken outside the Balkans. Given
that Romani entered the Balkans some time between
the 10th and 13th centuries, and given that during
this same period Slavic preserved its inflectional sys-
tem of adjectival gradation, it would appear that BS
and Romani were undergoing this shift at about the
same time, and those dialects that left the Balkans did
so before its completion.

In general, the standard of comparison is an abla-
tive marker, which is synthetic in Turkish and most of
Romani but prepositional (lexical ‘from’) in BS, BR,
Greek, some Romani, and Albanian, particularly
Tosk. Albanian can also use relative se and BR can
have relative ca. Clausal comparisons (e.g., ‘to eat is
better than to sleep’) in Albanian, BR, and BS involve
quantifiers, se [sa] ‘that [how much]’, de.cit ‘from.
how much’, ot.kolko[to] ‘from.how much [that]’,
respectively. Greek has pard ‘contrary to, despite’.

There is a bifurcation in the superlative between
Turkish and BS, on the one hand, and Greek and
Albanian on the other, with BR and Romani occupy-
ing a middle ground. In Turkish and BS, the relative
superlative is purely analytic and uses native mar-
kers: Turkish en, BS naj. In Greek and Albanian, the
relative superlative is expressed by the definite of the
comparative. (Greek also has a synthetic absolute
comparative in a few adjectives.) Romanian and most
of MR pattern like Albanian, whereas Aromanian
and the MR of Tsarnareka have borrowed Slavic naj.

The expression of analytic adjectival gradation
in Turkish is attested in the oldest monuments
(8th century). The Greek dialects of Epirus, Thrace,
Asia Minor, and of the Sarakatsan (transhumant
Hellenophone shepherds) use the comparative mark-
er [alkomla] ‘yet, still’, calquing exactly Turkish daha
(Table 1).

In Moldavian Gagauz, sam (<Russian samyj) is in
competition with en as the superlative marker for the
younger generation of speakers.
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Table 1 Balkan adjectival gradation
Turkish daha biyuk ablative en blyuk
Romani (Arli) po/dalh]a baro ablative en/naj baro
Bulgarian po- goljam ot naj-goljam
Macedonian po golem od najgolem
Aromanian kama mari di nai mari
MR (Tsarnareka) mai mari di naimarf[l]i
most big
MR mai mari di tsal mai marf[l]i
Romanian mai mare del[cit] cel mai mare
Albanian (Tosk) mé i madh nga mé i madhi
Greek pio megalos apo o pio megalos
more big from the more big
‘bigger than’ ‘biggest’
Numeral Formation: The Teens The formation of  Table 2 Balkan teens and tens”
teens by means of_ a construction meaning numergl ocs edini na desete
on ten’ is pan-Slavic but absent from Baltic, occurs in  Romanian un spre seci
BR but not the rest of Romance, and is also Albanian. Aromanian una spra [dzatse]
Although assumed to be a calque from BS into BRand ~ MR un spré s
Albanian, Hamp (1992) has pointed out that Albanian (Tosk) nje mbé ‘tjh’ete
. , - L s one on en
Fhe words for ‘twenty’ in BS and BR and t.h1rt.y Greek enteka (en[a] deka)
in Albanian show the numeral ‘ten’ is masculine in one ten
Slavic but feminine in Albanian and BR. Based on Romani des u jekh
the isomorphism in gender for BR and Albanian . ten and one
and a combination of old shared sound changes and ~ Turkish on bir
. . ten one
ancient borrowed lexicon among the three, Hamp oleven’

suggests that this innovation occurred at a time
when the Indo-European dialects that became Slavic,
Albanian, and the language that Latinized into
Romanian were part of a Northwest European sprach-
bund prior to their respective migrations to the Balkans

(Table 2).

Analytic Subjunctive The analytic subjunctive
formed by means of a subordinating particle (SP),
usually of pronominal origin, plus a finite verb agree-
ing with its subject (omitted if the same as in the main
clause, specified if different) replaces older nonfinite
complements (infinitives) in all Balkan languages to
varying degrees. Gheg has a new infinitive employing
the preposition me ‘with’ and a short participle in
contexts where Tosk uses the analytic subjunctive, but
Gheg also has uses of the analytic subjunctive, and Tosk
has some nonfinite participial constructions where
other Balkan languages have the analytic subjunc-
tive. Romanian and MR still have remnants of the
Latin infinitive that can be used in some traditional
infinitival functions. The BR infinitive is strongest in
Maramures, the northernmost Romanian region and
the one in most contact with infinitive-using lan-
guages (Ukrainian, Hungarian, formerly Yiddish).
BR in general also preserves Latin infinitives in -re
as verbal nouns. Greek has a morphological remnant
of the infinitive, but its only living function is to

4Slavic gender in numerals: dva (MASC) dve (FEM) ‘two’.
PRomanian gender in numerals: doi (MASC) dou& (FEM) ‘two’.
°Albanian gender in numerals: tre (MASC) tri (FEM) ‘three’ (dy
[MASC], dy [FEM] ‘two’).

90CS 10=MASC duva desete ‘twenty’.

°Romanian 10 = FEM doua zeci ‘twenty’ (zece ‘ten’ < Lat. decem).
'Albanian 10 = FEM tri dhjeté ‘thirty’.

represent the main verb in perfects and pluperfects.
Bulgarian has a very marginal remnant of the Slavic
infinitive limited to subordination to a tiny number of
verbs. The infinitive has disappeared completely from
Torlak except in some folk songs. Macedonian and
Romani have eliminated all traces of earlier infini-
tives. Thus the replacement of infinitives with sub-
junctives is not uniform but scalar. At one end
is Gheg, followed closely by Romanian, then Tosk,
Bulgarian, Greek, and Vlah, with Torlak, Romani,
and Macedonian at the other end.

New infinitival constructions have arisen in Romani
outside of the Balkans in contact with infinitive-using
languages. In Macedonian, some uses of the verbal
noun can replace SP-clauses and thus function as a
kind of new infinitive, although these constructions,
which are highly colloquial, are merely alternatives.
The option of using an SP-clause rather than an
infinitive is available to all of BCS, but there is a
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Table 3 Balkan SP clauses

Romani mangav te hramonav
Albanian (Tosk) dua té shkruaj
Albanian (Gheg) [due me shkrue]
Greek thélo na grafo
Bulgarian iskam da pisa
Macedonian sakam da piSuvam
Torlak oCu da piSem
Romanian vreau sa scriu

Vlah Voi s(i) scriu
gloss l.want SP l.write
WRT isterim yazayim
gloss l.want L.write. OPT

‘l want to write’

tendency for such usage to become more frequent
as one moves from northwest to southeast in the
direction of Torlak. Since 1991, Croatian language
planners have identified SP-clauses with Serbian
and infinitives with Croatian, as a result of which
Croatian speakers are now discouraged from using
SP-clauses. In Serbian and Bosnian, however, the two
constructions continue to coexist amicably (Table 3).

In WRT, optatives have expanded at the expense
of infinitives owing to the influence of the other
Balkan languages. The usage in Table 3 was a possi-
bility in older Turkish, but, in a classic case of
convergence via feature selection, the WRT optative
now occurs where Turkish would normally have a
nonfinite construction:

ben  seni ist-er-im simdi  bir
I you.ACC  want-PRES-1SG  now  one
miineccim  ol-a-sin

astrologer ~ be-OPT-2SG

Now I want you to be an astrologer

Similarly, Balkan Judezmo, which preserves the
Spanish infinitive, nonetheless has some uses of
its subjunctive, e.g., in questions, that calque Balkan
SP-clauses and do not occur in Modern Spanish or
North African Judezmo:

kwando ke te vengamoz a tom-ar?

(Balkan Judezmo)
when  that you.ACC we.come to take-INF
Pote na ‘rthotme na se paroume?
when SP we.come SP you.ACC we.take
Koga da ti dojdeme da te zemame?

(Macedonian)
we.take

(Greek)

when SP you.  we.come SP you.
DAT ACC

Cuando quieres que vengamos a recog-er-te?

(Modern Spanish)
when  you.want that we.come to take-INF-you
‘When do you want us to come to get you?’

All Balkan languages use the independent analytic
subjunctive to express wish, desire, or a milder form

of imperative. Albanian also has a synthetic optative
used mostly in formulae.

Futures in “Will’ and ‘Have’ When Slavic entered
the Balkans (6th-7th centuries C.E.), there was com-
petition between the auxiliaries ‘have’ and ‘want
(will)’ + infinitive to mark futurity in Latin and
Greek, with Latin favoring ‘have’ and Greek favoring
‘want’. OCS used the perfective of ‘be’ in addition to
‘want’, ‘have’ and various forms of ‘begin’ + infinitive.
The ‘will’ +infinitive construction survives (with
modified or new infinitives) in Romanian, northwest-
ern Gheg (near and in Montenegro), in Bulgarian
dialects (with postposed auxiliary), and MR (for
speculations and threats). This form also survives in
all the non-Balkan Stokavian dialects of BCS and
connects them with East South Slavic. In fact, much
of Stokavian ended up in its current location as a
result of northward migrations during the 15th—
18th centuries. The rest of Slavic developed the
perfective of ‘be’ as a future marker. The next stage
was ‘will’ + SP + conjugated present tense verb (Greek
14th century, Slavic 15th century). This stage also
survives in BCS, including Torlak. The third stage,
which overlaps the second, is the transformation of
‘will’ into an invariant particle + SP + conjugated
main verb. This type of construction is still the main
one in Tosk and parts of Gheg, especially in the
northwest and southeast peripheries; it is characteris-
tic of southern Romanian and survives in Torlak and
in certain modal uses in East South Slavic, but not in
Greek. The fourth stage is the elimination of the SP so
that the future is marked by an invariant particle plus
a conjugated verb. In addition to being the standard
future in Balkan and southern Vlax Romani, Greek,
and BS, it is common in colloquial Tosk. In MR, the
future marker merged with SP, producing a new par-
ticle, ds, in Tsarnareka, but eliminating a distinct
future marker in the other villages. Romani outside
the Balkans has other means of forming or expressing
the future, and it appears that the Romani develop-
ment in the Balkans occurred in concert with the
other Balkan languages (cf. ‘Analytic Gradation of
Adjectives’) (Table 4).

Conjugated ‘have’ + infinitive, attested for early
stages of all the traditional Balkan languages, remains
the predominant future in most of Gheg. Conju-
gated have + SP + present is still used in Romanian,
and invariant ‘have’ (which can also be an existential
in all the Balkan languages with lexical ‘have’,
cf. French il y a) is used in Arbéresh and occurs with
modal functions in BS. In East South Slavic, the ordi-
nary negated future uses this negative existential +
SP + present, and this type is calqued into Aromanian,
Romani, and WRT. Since Turkish and most of



Balkans as a Linguistic Area 129

Table 4 Balkan futures

Table 6 The Balkan conditionals

Romani ka dza[s]
Albanian (Tosk) do [té] shkojmé
Greek tha pame
Bulgarian Ste trignem
Macedonian ke odime
Torlak ce odime
Romanian (Colloquial, South) o sa mergem
Aromanian va s- neadzim
MR si, sa neadzim
[MR-Tséarnareka as neadzim]
English we will go
Table 5 Negated futures
Macedonian nema da odime
Bulgarian njama da hodime
Aromanian noare s’ neadzim
not.has SP we.go
Romani na-e amen te dza[s]
not-is we.ACC SP go.IPL.PRES
WRT yok-tur gid-elim
not-is go-OPT.1PL
English we won’t go

Romani lack lexical verbs meaning ‘have’, their
calques use their negated existentials, which also
code possession (Table 5).

Future in Past as Conditional The combination of
a future marker with a past tense marker to form a
conditional, especially irrealis, is a classic Balkanism,
although its realization differs among the various
Balkan languages. (The construction itself can
have a variety of related meanings, e.g., ‘X almost
happened/was about to happen’, iterative-habitual,
anterior future, and languages and dialects can be
differentiated on the basis of which of these meanings
are encoded.) Greek, Macedonian, and Romani all
use the invariant future marker plus the imperfect.
Tosk and Aromanian are almost the same, but they
still have the SP, at least optionally. MR has an
invariant ‘will” marker (vrea)+ SP + present or per-
fect (see ‘Perfect in “Have”’). In Bulgarian, Torlak,
and other dialectal BCS, however, it is ‘will’ that
conjugates in the imperfect + SP + present, and Gheg
has the conjugated imperfect auxiliary ‘have’+ in-
finitive. The Balkan construction extends into BCS
as far as southern Croatia and southwestern Serbia,
and the southern Montenegrin dialects have the wid-
est range of uses for the construction, thereby being
most Balkan. In Turkish, the future participle plus a
past auxiliary [i[di or [i]mis has the same nuances of
irrealis conditional (Table 6).

Romani ka keravas*
Greek tha égrafa
Macedonian ke napravev"
Aromanian va [s] faceam"
Albanian (Tosk) do té béja

FU SP do.IM.ISG
MR vrea si am fat(a)

want.PRES.3SG SuU do.PERF.1SG
Bulgarian Stjah da napravja

Scase/scese da napravim/

radim

want.3SG.IM SU do.PRES.1SG
Albanian (Gheg) [kishna me ba]

l.have with do.PART
Romanian as fi facut

COND be.INF do.PAST.PART
Turkish yap acak trm

ROOT FU PAST 1SG

‘l would have done’

*Arli has a new imperfect formed by the long present+imperfect
of ‘38G/PLbe’, e.g. kerava sine.

In Greek, Albanian, and Vlah, conditional construc-
tions normally have a form of the ‘will’ morpheme.
In BS, the Balkan conditional is in competition
with the inherited conditional using the old optative
of ‘be’ (invariant bi in Macedonian, conjugating
in Bulgarian and Torlak) + old resultative participle.
Romani dialects in contact with Slavic also use in-
variant bi+ present as a conditional. In Romanian,
a special conjugation of ‘have’ + infinitive serves as a
conditional-optative.

Perfect in ‘Have’ The use of ‘have’ as an auxiliary
with a nonfinite main verb to form an analytic perfect
is attested for Greek and Latin at the end of the
ancient period and is characteristic of Albanian, BR,
and Greek, while such constructions (and lexical
‘have’) are absent from WRT and most of Romani.
In BS ‘have’ + past passive participle (or its descen-
dant) forms resultative constructions ranging from a
fully grammaticalized perfect (with an invariant neu-
ter verbal adjective) that has completely replaced the
inherited perfect (‘be’ + old resultative particle in -/)
in extreme southwestern Macedonian and spreading
north to Mt. Sar and east to the Vardar and beyond,
to resultative syntagms with ‘have’ + past passive par-
ticiples agreeing with their direct objects and limited
to transitive verbs with human subjects in most of
Bulgaria.

Given the geography and history of the ‘have’ perfect
in BS, it is clearly a calque on one of the non-Slavic
contact languages. Although Greek and Albanian have
been proposed as the possible models, Gotab’s argu-
ments in favor of Aromanian are the most convinc-
ing. In Aromanian, the feminine participle is selected



130 Balkans as a Linguistic Area

as the invariant, since in BR (as in Albanian) the femi-
nine gender is unmarked (neuter is obsolete). The Mac-
edonian invariant neuter verbal adjective therefore
corresponds exactly to the Aromanian in terms of un-
marked gender. In Greek, the main verb is a remnant of
the infinitive and in Albanian the participle does not
mark singular gender. Thus the BR construction most
closely resembles the Macedonian. An additional argu-
ment in favor of BR as the model is evidence of Mace-
donian and Vlah mutual calquing in other resultative
constructions.

Evidential In a Balkan context, evidentiality (infer-
ential, distance, mode of indirect narration, indirec-
tive, status, French médiatif) is a grammatical
category encoding the speaker’s evaluation of the
narrated event, often, but not always, predicated
upon the nature of the available evidence. Evidentials
can be of two types: confirmative (vouched for, ‘wit-
nessed’) and nonconfirmative (not vouched for,
‘reported’, ‘inferential’). The nonconfirmative can be
felicitous (neutral report or inference) or infelicitous,
in which latter case the nonconfirmative expresses
either acceptance of a previously unexpected state
of affairs (i.e., surprise, admirativity sensu stricto) or
rejection of a previous statement (i.e., sarcasm, dubi-
tativity). The opposition confirmative/nonconfirma-
tive was already encoded in the Turkic simple past in
-di (confirmative) and the perfect participle in -mis
(nonconfirmative) at the time of the earliest monu-
ments. In East South Slavic, the old synthetic pasts are
markedly confirmative (this same meaning is also
sometimes identified in Torlak). By contrast, the old
perfect using the resultative participle in -/ has become
an unmarked past, with a chief contextual variant
meaning of nonconfirmative. In Albanian, the in-
verted perfect (participle + ‘have’) has fused into a
marked nonconfirmative present paradigm called
admirative, which can then function as an auxiliary
to form analytic past tenses. The Frasheriote Aroma-
nian dialect of Bela di Suprd has reinterpreted
the 3SG.PRES Albanian admirative marker as an
admirative suffix, which it adds to a masculine plural

imperfect participial base to form a new admirative
(Table 7).

Megleno-Romanian uses an inverted perfect+
auxiliary construction in a similar function. The
Romanian presumptive mood formed with a future,
subjunctive, or conditional marker + invariant fi
‘be’ + gerund (or past participle) is a similar marked
nonconfirmative, as is the probabilitive mood (based
on a BCS-type inverted future) of Novo Selo Bulgari-
an, a dialect spoken across the Danube from Romania
and a few kilometers east of Serbia (Table 8).

The Judezmo of Istanbul uses the pluperfect as a
calque on the Turkish past in -#is:

Kuando esta-v-an en” Amérika, les
when be-IM-3PL inthe America them.DAT
av-iy-a entra-do ladron

have-im-3SG enter-PAST.PART thief
“When they were in America [i.e., absent], a thief broke into
(Turkish girmis) their house.’

Other Many other features too numerous to discuss
here are cited as Balkanisms, e.g., the conflation of
adverbs of location and motion (‘where’/*whither’),
purposives in ‘for’ 4+ SP + verb and other prepositional
parallelisms, a distinction between realis and irrealis
complementizers, and absolute relativizers and inter-
rogatives as complementizers, this last being a feature
that has spread to WRT:

Covek-ot  $to  go vid-ov  (Macedonian)
person-the what him.ACC see-1SG.AOR

adam ne ciir-d-im  (WRT)
man  what  saw-PAST-I
gor-diig-tim adam (Standard Turkish)

see-PART-my  man
‘the man that I saw’

Word Order

Clitic Ordering Greek, Albanian, and BR all permit
absolute initial pronominal clitics when the first
stressed element is a finite verb, but in BS only Mace-
donian (especially the western dialects) permits this.
Bulgarian keeps pronominal clitics bound to the verb
but either requires the verb or some other element in

Table 7 Aromanian (Farshalots, Bela di Supra and Albanian indicatives (3sg ‘work’)

Nonadmirative Admirative
Present lukra punon lukracka punuaka
Perfect ari lukrata ka punuar avuska luktrata paska punuar
Pluperfect ave lukrata kish punuar - paskésh punuar
2nd Pluperfect avu lukrata pat punuar - -
Double perfect ari avut lukrata ka pasé punuar ari avuska lukrata paska pasé punuar
Double plup. ave avut lukrata kish pasé punuar ave avuska lukrata paskésh pasé punuar

2nd Dbl. plup. avu avut lukrata

pat pasé punuar
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Table 8 The Novo Selo probabilitive ‘see’

Present 1 gla*daca m gla*daca mo
2 gla*dacas gla*daca ta
3 gla*daca gla*daca ju

Future ¢a gla*daca m, etc.

Past budaca m ~ bi¢a m gla dal, etc.

initial position. BCS, including most of Torlak, still
follows Wackernagel’s law and has clitics in second
position.

Az Cesto mu go davam. (Bulgarian)
I  often. him.DAT it.ACC give.1SG.PRES

Ja mu ga Cesto dajem. (Serbian)
I him.DAT it.ACC often give.1SG.PRES.

‘I often give it to him’

Davam mu go (Bulgarian)
giwe.1SG.PRES  him.DAT it.ACC

Mu go davam (Macedonian)
him.DAT it.ACC give.1SG.PRES

I give it to him’

Romani pronominal clitics follow the verb. WRT is
basically suffixal, like the rest of Turkish, and clitics
always follow the stressed element, but elements that
can be fused or separated are more likely to be sepa-
rated and less likely to show vowel harmony in WRT.

Constituent Order Balkan languages are character-
ized by relatively free constituent order with certain
patterns being favored for various types of syntactic
and narrative strategies (emphasis, topicalization,
focus, contrastive thematization, etc.). The unmarked
word order tendency is SVO in all the Indo-European
Balkan languages. Unlike most of Turkish, where the
tendency is verb-final, WRT and Gagauz show SVO
tendencies. Similarly, BR, BS, Albanian, and Greek all
have the basic order head-genitive, while Turkish and
Romani are genitive-head. Romani dialects in the
Balkans and WRT, however, also have head-genitive
constructions:

m-e phral-es-k(er)e kher-es-k(or)o vudar (Romani)
my-OBL brother-OBL- house-OBL-  door
GEN GEN
‘the door of my brother’s house’
o vudar e kher-es-ko
the. MASC.NOM door  the.OBL house-OBL-GEN
m-e phral-es-kere (Romani)
my-OBL  brother-OBL-GEN
Baba-si Ali-nin  (WRT)
father-his  A.-GEN
Tatkto mu na Ali (Macedonian)
father ~ him.DAT to  Ali
Baba-i i Ali-ut (Albanian)
father-DEF ~ PC.MASC.NOM.SG  A.-Def.GEN
Ali-nin babast (Standard Turkish)

Ali-GEN  father-his
‘Ali’s father’

Adjectives generally follow their heads in Albanian
and BR, but precede in BS, Greek, WRT, and Romani.
In all of these languages, the opposite order is possible
in various discourse functions. Albanian enclaves in
the eastern Balkans also have preposed adjective as
the standard order.

Lexicon, Semantics, and Derivational Morphology

The etymological commonalities of the Balkan lexi-
con received considerable attention during the forma-
tive years of Balkan linguistics, whereas more recently
the focus has been on shared grammatical features.
Miklosich’s 1861 survey of Balkan grammatical com-
monalities occupied only 4% of what was basically a
study of the Slavic lexical influence on Romanian.
Sandfeld (1930) devotes 40% of his book to the
lexicon, whereas Asenova (2002) allots 10% of her
text to such issues. Although the lexicon is the most
salient surface manifestation of linguistic influence,
words can travel between languages without the aid
of communal multilingualism, whereas the diffusion
or convergence of grammatical structures is a more
complex process that requires at least a core commu-
nity of bi- or multilingual speakers. In terms of the
definition of a sprachbund, it is the shared grammati-
cal features rather than shared vocabulary that is the
key determiner, although shared vocabulary is usually
part of the picture.

There are common loanwords from each of the
component language families in the Balkan lan-
guages. Words shared by Albanian and Romanian of
pre-Latin (substrate) origin are often connected with
domestic items or husbandry, e.g., Albanian shtrungé,
BR strungd, BS (Macedonian and west Bulgarian)
strunga, Greek (Epirus and Sarakatsan) strorigka
‘dairy’. Greek, Slavic, and Romance (especially Bal-
kan Latin and Venetian Italian) were all languages of
power in the Balkans at various times during the
Middle Ages and contributed a variety of lexemes
and even derivational affixes to the common Balkan
lexicon, e.g., the Latin agentive suffix -arius, the
Slavic feminine suffix -ica, and the Greek aorist
marker -s- (used in deriving verbs). As the language
of administration, the market place, and urban life
in general, Turkish dominated the Balkan peninsula
for more than half a millennium. By the 19th century,
the shared Turkish lexicon in the Balkan languages
was of considerable size. The rise of Balkan standard
languages, however, entailed the stylistic lowering
and marginalization of many Turkish loanwords, and
as many of these items were of Arabo-Persian origin,
they were discouraged by Turkish purists as well. The
Turkish agentive -ci, attributive -Ii, qualitative or con-
crete -lik (with adjustments for vowel harmony, voicing
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assimilation, and adaptation) continue to be produc-
tive as derivational affixes, e.g., Macedonian puberte-
tlija ‘adolescent (ironic)’ Albanian partiak¢i ‘party
hack’, Judezmo hanukalik ‘Chanukah present’, etc.

The Balkan languages also share numerous idioms,
collocations, and calqued expressions; e.g., the use
of ‘eat’ to mean ‘undergo something unpleasant’ as
in ‘eat wood’ = ‘take a beating’ or ‘it doesn’t cut
his mind’ = ‘he doesn’t understand’. There are a vari-
ety of shared discourse particles and conjunctions
(e.g., Turkish am[m]a ‘but’, Greek bre ‘hey, vocative
particle’) that also form part of the common Balkan
lexicon.

Sociolinguistics

Factors such as power, prestige and religion have
influenced directions and degrees of Balkan contact
phenomena. Throughout the Ottoman period, Turk-
ish had high prestige as the language of the state and
the town, Greek had prestige among Christians as the
language of the (Orthodox) church with its own liter-
ary tradition (and history of power, i.e., Byzantium)
and was also a language of commerce. BS had less
prestige in the southern Balkans, but its history of
medieval literacy and political competition with
Byzantium gave it some limited prestige. Although
BR was descended from Latin, another language of
empire and conquest, the local varieties that devel-
oped after the Slavic invasions did not have that level
of prestige and, like Albanian, were associated mainly
with rural contexts. In Wallachia and Moldavia,
Church Slavonic was the liturgical language for cen-
turies, and Romanian was written in Cyrillic until the
mid-19th century. Aromanian speakers in southern
Balkan towns used Greek outside the home. Romani
was at the bottom of the social hierarchy, but
Judezmo was outside it. This is reflected in 19th-
century Macedonian folklore collections, where char-
acters in ethnic jokes, including Roms (Gypsies),
speak in their own languages, except Jews, who
speak Turkish, not Judezmo. For both Romani and
Judezmo, multilingualism was unidirectional, i.e.,
Roms and Jews learned other languages but heard
their languages spoken by others rarely, if ever. At
the opposite end of the prestige scale, speakers of
Greek and Turkish were less likely to learn less pres-
tigious languages but were more likely to hear their
languages spoken by others. Those languages in the
middle of the hierarchy (BS, BR, and Albanian) had
the highest degree of multidirectional multilingualism
and show a higher degree of congruence.

Marriages could be freely contracted across linguis-
tic lines but not religious ones, so that multilingual
households were a commonplace. Although speakers

TURKISH

@

ALBANIAN

ROMANI

Figure 1 Schematic
(Ottoman Period).

linguistic social/political hierarchy

of BS, BR, and Greek were mostly Christian and
speakers of Albanian were usually Muslim, each of
these religions also had significant communities
speaking the other languages. Except for Gagauz,
speakers of Turkish were Muslim, but there was still
plenty of linguistic contact via religious conversion.
Jews and Roms, however, were endogamous along a
combination of linguistic and other social lines. This
boundary maintenance is reflected linguistically in
Romani, where there is a clear opposition between
the relatively open systems of adjectival comparison
and modality on the one hand to the conservative
nominal, pronominal, and tense-aspect systems on
the other.

Figure 1 illustrates the relative prestige of the vari-
ous languages during the Ottoman period. Height
symbolizes prestige, while incline indicates relative
(never absolute) directionality. The directionality is
reversed in the case of slang and secret languages,
where it is the covert prestige of languages further
down on the social scale that is reflected in patterns of
lexical borrowing. In the case of Judezmo, knowledge
of Turkish was most widespread, while knowledge
of other Balkan languages would depend on the
particular (urban) environment.

Causation

For most of the history of Balkan linguistics, causa-
tion has been sought in the influence of (interference
from) one of the languages, e.g., Greek, Latin, or a
pre-Latin non-Hellenic substratum (e.g., Illyrian,
Thracian, and/or Dacian — all so poorly attested that
we do not have so much as a single sentence in any of
them). More recently, however, an ecological model
of feature selection argues that those grammatical
developments more suitable for effective communica-
tion that might be already present in the language,
i.e., more adaptive, are more likely to be selected for
further development and spread (cf. ‘Resumptive
Clitic Pronouns [Reduplication, Replication]’). In
such a model, languages can utilize native resources
that are reinforced by their occurrence, or potential
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for occurrence, in the contact languages. Mechanisms
such as fusion, metatypy, and code copying are all
potentially relevant. At the same time, sociolinguistic
factors such as those adduced in ‘Sociolinguistics’ can
influence directions of change. The diffusion of bor-
rowings and the development of convergences are
thus compatible parts of a larger picture of a sprach-
bund in which languages come to be similar without
becoming identical. It is worth emphasizing here the
insight of Joseph (2001), namely that the move from
lexical via phraseological to syntactic borrowings
that characterizes the contact-induced changes of a
sprachbund such as the Balkans are quintessentially
surface phenomena.

Although some scholars have argued against the
idea of a Balkan sprachbund since the 1930s, the
argument that the Balkans are basically just part of
a larger European linguistic zone coincides roughly
with the recent rise in interest in contact linguistics
and typology. In the case of the Balkans, however,
while it is clear that Kopitar’s formulation is an exag-
geration, it is equally clear that Trubetzkoy’s original
insight captures facts about language relationships.
Of particular significance is the manner in which
patterns map such that the languages that surround
the Balkan sprachbund do not share the most salient
features. The fact that English and Western Romance
have gone even further than most of the Balkan lan-
guages in some changes does not contradict the
hypothesis that the Balkan sprachbund is precisely
that, i.e., a product of the process of language con-
tact. If some of those contact-induced changes are the
result of shared feature selections, having parallels
elsewhere, that may contribute to identifying likely
directions of language change, but it does not vitiate
the sprachbund as a historical and sociolinguistic
phenomenon.

In a sense, a sprachbund is more like a dialect chain
than a linguistic family: as features spread over areas,
they may do so with differential impact. Thus, while
it is possible to define a sprachbund in terms of lan-
guages displaying a coalescence of a number of such
features, it is not necessarily the case of an ‘all and
only’ phenomenon. Moreover, the transition from
pragmatic to syntactic (grammaticalized) to morpho-
logical sometimes maps onto the territory of the
sprachbund itself, moving from periphery to core.
Like dialects, there can be a transitional effect, and
a given language, e.g., BCS, can participate in the
changes to a greater or a lesser extent. For both the
dialect and the sprachbund, politics can have a crucial
effect in setting boundaries that favor internal consis-
tency and external differentiation. Just as the very
concept of language vis-a-vis dialect (e.g., to which
language a given dialect ‘belongs’ or which isoglosses

will be chosen as defining one dialect in opposition
to another) can be a complex of intersecting factors,
s0 too can the definition of sprachbund.
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Balochi (or Baluchi, in several dialects) is spoken
by the Baloch in eastern Iran and western Pakistan
(Baluchistan), but also in southern Afghanistan,
Turkmenistan, and the Arab Gulf States (totaling
6-8 million speakers?). The Baloch are first men-
tioned in literature about 1000 ck., but the language
did not become a written one until the 20th century,
although the earliest known manuscript dates from
the early 19th century. On the other hand, the Baloch
have an oral poetic tradition with historical themes
reaching back to the 15th century, but especially
productive in the 19th century. Modern literature
and publications are centered in Quetta in Pakistani
Baluchistan and in Karachi. A Balochi Academy
was founded in Quetta in 1959 and still publishes
Balochi literature and supports Balochi language
and culture in various ways, and the University of
Quetta offers a Balochi Studies program. Balochi
radio programs are broadcast from Zahedan in
Iranian Balochistan and from Quetta and Karachi,
formerly also from Kabul.

There are, by one count, six principal dialects of
Balochi, characterized by differences in grammar and
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lexicon. The western dialect of Rax3ani is the largest,
the principal subdialect being Sarhaddi.

Balochi belongs with the North(west) Iranian
languages, differently from Persian, which is a South-
west Iranian language; compare, for instance, Balochi
asin ‘iron,’ jan- [d3an-| ‘strike,” zird ‘heart,” versus
Persian ahan, zan-, dil. It is a phonetically con-
servative language, having preserved much of the
Old Iranian consonant system intact, notably inter-
vocalic stops and affricates, for instance, Bal. pad
“foot,” ap ‘water,’ ro¢ [rotf] ‘day’ (Pers. pa, ab, riz).
Among innovations are the development of initial
w- to g(w) (Olran. wata- ‘wind,” Bal. gwat, Pers.
bad), xw- to w- (Olran. xwara- ‘eat,” Bal. war-,
Pers. x°or-), and the change of fricatives into stops
(Bal. nakun ‘nail,’ Pers. naxon; Bal. gipta ‘seized,’
Pers. gereft).

Balochi has retroflex consonants in words bor-
rowed from Indo-Aryan, including originally English
words, for instance, dréwar (d = [d]) ‘driver.’

There is a four-case system, distinguishing nomina-
tive, genitive, and an oblique case. The suffix -3 (-a
with personal pronouns) can be added to the oblique
to express direct and indirect objects.

Notable features of the verb system include the
formation of continuous tenses by means of a pre-
sent participle in -ag (raw-ag-a int ‘go-ing-in he-is’ =
‘he is going’), a construction perhaps influenced by
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the neighboring Indic languages and replacing the
older formation with prefix a- (a-rot ‘he goes, is
going’). In the conservative dialects, the past tenses
use the ergative construction in pure passive form
(man gini zurt-ant o Sut-un ‘1.0BL sack.PL take.PAST-
3rD.PL and go.PAST-1sT SING” = ‘I took the sacks and
went’), while in the western dialects, the active con-
struction of Persian prevails (man gani-an zurt-un o
Sut-un ‘L.piIR/OBL  sack.PLDO take.PAST-1STSING and
g0.PAST-1ST.SING” = ‘I sacks took-I and went-I’).

Balochi lexicon contains a large number of loan-
words, mainly Arabo-Persian and Indo-Aryan from
a western Sindhi dialect, as well as a small number of
words from Brahui, a Dravidian language, which
contains a large number of Balochi words.

Balto-Slavic Languages

S Young, University of Maryland Baltimore County,
Baltimore, MD, USA

© 2006 Elsevier Ltd. All rights reserved.

The term Balto-Slavic encompasses the languages of
the closely related Baltic and Slavic branches of the
Indo-European language family. The Slavic languages,
traditionally divided into East, West, and South
Slavic, are well-represented over much of Central
and Eastern Europe and Siberia. Of the once more
numerous and widespread Baltic languages, only two
have survived to the present, Latvian and Lithuanian,
which together form East Baltic. West Baltic is repre-
sented by Old Prussian, which died out in the early
18th century; it is known from word lists, place
names, and catechism translations.

The nature of the relationship between the Baltic
and Slavic languages has long been a source of debate.
In the traditional Stammbaum approach, reflected in
K. Brugmann’s landmark Grundrif§ der vergleichen-
den Grammatik der indogermanischen Sprachen,
Baltic and Slavic are presented as equivalent branches
of a Balto-Slavic protolanguage, which derives in turn
from Proto-Indo-European.

The assumption of a post-Indo-European period of
Balto-Slavic linguistic unity is based on a number of
striking and seemingly exclusive correspondences be-
tween the Baltic and Slavic languages. In phonology,
the most cogent argument for a Balto-Slavic proto-
language is found in the highly complex prosodic
structures of both language families, which typically
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agree in details of stress placement (including reflexes
of Hirt’s law), syllable tone (including reflexes of
Winter’s law), and accentual paradigm. Among
other phonological agreements, syllabic resonants de-
velop into both -iR- and (exceptionally) -uR-, with
a similar distribution in both language groups. Mor-
phological correspondences include an -4 formant
marking the preterite/aorist stem, often accompanied
by the reduced grade of the root: Lith. pi#ko (pres.
perka) ‘buy.PRET’ : OCS Zvda (pres. Zidets) ‘wait,
expect.AOR’; and a present passive participle in -7-
(for East Baltic and Slavic): Lith. nesamas, Latv.
nesams : OCS nesoms ‘being carried’. There are
a number of exclusive correspondences in word for-
mation, among them deverbal nouns in-imo-: Lith.
piesimas ‘drawing’ : Slavic *piserno ‘writing’; agent
nouns in -d@-fo-: Lith. artdjus, OPr. artoys : OCS ratajo
‘plowman’; agent nouns in -ik-o: Lith. siuvikas, OPr.
schuwikis ‘shoemaker’ : ORus. $bvbcey ‘tailor; shoe-
maker’; denominal adjectives in -in-: Lith. kravinas:
OSC kravons ‘bloody’, and diminutives in -uk-o-:
Latv. deluks, OCS synsks ‘sonny’. Finally, there are
many apparently exclusive lexical items, among them
Lith. ranka : OCS roka ‘hand’; Lith. rdgas : OCS rogs
‘horn’; Lith. liepa : OCS lipa ‘linden’.

The assumption of a Balto-Slavic proto-language
was first challenged by A. Meillet (1908), who argued
that the various agreements between the two lan-
guage families are only apparent, a result of inherited
archaisms and parallel developments in each of the
branches. A refinement of this model was advanced by
J. Endzelin (1911), who accounted for shared features
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by positing a period of prolonged language contact
between neighboring Baltic and Slavic communities,
leading to a degree of linguistic convergence.

More recent studies have stressed the non-equiva-
lence of the notions of Baltic and Slavic. C. Stang
(1966: 10 ff.), developing one of Endzelin’s ideas,
pointed out that while Common Slavic presents a
relatively uniform system, Baltic is divided by a num-
ber of significant isoglosses. Certain of the innova-
tions represented by these isoglosses connect East
Baltic with Slavic as opposed to Old Prussian (for
example, the Indo-European *-s(i)o genitive singular
of o-stem nouns, apparently preserved in Old Prus-
sian, has been replaced in East Baltic and in Slavic by
a form that appears outside of Balto-Slavic in ablative
function: Lith. rdgo, Latv. raga=OCS roga, ‘horn.-
GEN SG’); while other isoglosses link Old Prussian
with Slavic (for example, the possessive pronouns
OPr. mais, twais, swais = OCS mojb, tvojb, svojb
‘my, your, one’s own’ are refashionings of the IE
root represented in Lith. (manas), tavas, savas and
Latvian (mans), tavs, savs).

V. V. Ivanov and V. N. Toporov (1961), in review-
ing the methodological preconditions for discussing
the Balto-Slavic relationship, have argued that a rela-
tively homogeneous proto-Slavic can be derived from
a considerably more archaic and heterogeneous
proto-Baltic linguistic model, in effect redefining the
notion of Balto-Slavic by treating Slavic as a local
development within a Baltic dialectal continuum.

Progress in further defining the relationship be-
tween Baltic and Slavic is hampered by a lack of
linguistic data from the former Baltic populations
assimilated by the East Slavs in the upper Dniepr
river basin (the Dniepr Balts), and in present-day

Bantu Languages

D Nurse, Memorial University of Newfoundland,
St. John’s, NL, Canada

© 2006 Elsevier Ltd. All rights reserved.

Introduction

Bantu is the largest of the dozen or so language families
that make up the Niger-Congo phylum, which, with
nearly 1500 languages, is the largest phylum in the
world. Some 750 million people live in Africa, some
400 million speak a Niger-Congo language, and some
250 million — a third of all Africans — speak a Bantu
language. Bantu-speaking communities live south of a

Baltic territories by neighboring Latvians and
Lithuanians (the Couronians, Selians, Zemgalians,
and Jatvingians). The written documents of extinct
Old Prussian are scant and rather unreliable, while the
earliest monuments of Latvian and Lithuanian date
only from the 16th century, when these languages
already had a modern appearance. Nevertheless,
dialectal data (including toponymic) still being
drawn from various Baltic and Slavic languages, to-
gether with a more profound study of Baltic and
Slavic borrowings in neighboring languages, may
help provide new perspectives on the question of
Balto-Slavic.

Bibliography

Birnbaum H (1970). ‘Four approaches to Balto-Slavic.” In
Rike-Dravina V (ed.) Donum Balticum. Stockholm:
Almqvist & Wiksell. 69-76.

Brugmann K (1897). Grundrif§ der vergleichenden Gram-
matik der indogermanischen Sprachen. Strassburg: K. ]J.
Triibner.

Dini P (2000). Bality kalbos: lyginamoji istorija. Vilnius:
Mokslo ir enciklopedijy leidybos institutas.

Endzelin ] (1911). Slavjano-baltijskie étjudy. M. Zil’ber-
berg: Kharkov.

Ivanov V'V & Toporov V N (1961). ‘K postanovke voprosa
o drevnejsix otnoSenijax baltijskix i slavjanskix jazykov.’
In Tolstoj N (ed.) Issledovanija po slavjanskomu
jazykoznaniju (4th International Congress of Slavists,
Moscow, 1958). Izdatel’stvo Akademija nauk SSSR:
Moscow. 273-305.

Meillet A (1908). Les
H. Champion: Paris.

Stang C (1966). Vergleichende Grammatik der Baltischen
Sprachen. Oslo: Universitetsforlaget.

dialectes indo-européennes.

line from western Cameroon across the Central African
Republic, the Democratic Republic of Congo (DRC;
once known as Zaire), Uganda, and northern Kenya
to southern Somalia. Most languages spoken from
that line to the southern tip of South Africa are
Bantu. Within that area, they coexist with some non-
Bantu languages: a few Khoisan, mostly in the south-
west, a few Cushitic, in the northeast, and a string
of Nilo-Saharan and Adamawa-Ubangian languages
along and within the northern border. In all, 27 African
countries — roughly a half — are partly or entirely Bantu
speaking.

Certain generalities are true of Bantu-speaking
communities. One is that, just as most African
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countries are multilingual, many individuals are bi- or
multilingual. In former times, many who came in
contact with neighboring communities, mainly
males such as traders or soldiers, spoke two or more
languages. Though this is still true, it is increasingly
true that many young people are born into one lan-
guage community, are formally educated in a second
language, and may acquire a third language later.
Men tend to speak more languages than do women,
and living in cities encourages multilingualism
more so than does life in rural areas (Wolff, 2000).

Another truism is that many languages are poorly
described. Three broad language categories can be
distinguished. At the lower end are many dozens of
languages for which no data are available. In the
middle, the largest set, are many languages for
which some data are publicly available, ranging
from just a word list to a partial description. Finally,
for about 10% of the languages, a reasonably
comprehensive grammar exists, as books, doctoral
theses, or long articles. In some areas — for example,
South and East Africa — the languages are fairly well
described, whereas in others (Angola, Cameroon,
the DRC, and Zambia) they are less well covered.

A third point concerns the poor health of some of
these communities. Dividing the Bantu population
of 250 million by the number of languages, 500,
gives an average of half a million speakers per com-
munity, but that ignores the fact that many smaller
communities, especially rural, are in much worse
shape than the figures indicate. The best demographic
collection available (Gordon, 2004) gives figures for
most communities, but gives no breakdown accord-
ing to age. In many small communities, the fluent
speakers are aging, with few or no younger speakers,
so these communities of speakers will silently fade
away in this century. As the small communities get
smaller, the large get larger. At the same time, new
urban and regional forms of languages are thriving
(see Sommer, 1992; Bernsten, 1998; Wolff, 2000).

Finally, across the area, it has proved difficult to
distinguish language from dialect. The difference is
one of degree of similarity, and the question concerns
where to cut a cline of similarity. Thus readers should
treat with skepticism the figure of 500 Bantu lan-
guages. Estimates have varied between 300 and 600.
If lack of reasonable mutual intelligibility with other
varieties is a major defining feature of a language,
then the figure is nearer 250 than 500.

Classifications

The second half of the 20th century saw dozens of
referential and genealogical classifications. The most
widely used referential system is that of Guthrie

(1948, 1971), who divided the (Narrow) Bantu lan-
guages into 15 zones (designated A, B, C, D, E, E G,
H, K, L, M, N, P, R, S), and each zone in turn into
groups (designated A11, A12, A13,..., etc.), for a
total of 85 groups. Thus Nen is A44, Lingala is
C36(d), Ha is D66, varieties of Swahili are G41,
-42, or -43, and Zulu is S42. Guthrie’s zones and
groups are based partly on shared features he
regarded as important, and partly on geographical
contiguity. The most recent version of Guthrie
(2003) is Maho. Guthrie’s taxonomy did not reflect
history, except indirectly.

In contrast, genealogical classifications aim to re-
flect the evolutionary history and, to a lesser extent,
the contact history of the Bantu languages. Nearly all
genealogical classifications assume that the current
languages derive from Proto-Bantu and nearly all
are based on the use of vocabulary in some form:
lexicostatistics (counting percentages of shared vo-
cabulary), glottochronology (assigning dates to per-
centages of shared vocabulary), shared lexical
innovations, or juxtaposing results from lexical inves-
tigations with those from other disciplines, such as
culture or archaeology (DNA comparison on a wide
scale is so far lacking). The only study that examined
the whole Bantu area and drew on hundreds of lan-
guages was the lexicostatistical work of Bastin et al.
(1999); others used a smaller sample (Ehret, 1998,
1999; Nurse, 1999; Nurse and Philippson, 2003; see
also Nurse, 1994-1995). Most of these classifications
have in common that (1) they have some trouble
defining an exact line between Narrow Bantu and
closely related Bantoid languages in Cameroon,
(2) they see a small set of languages (zones A, B, C,
and bits of D and H, spoken in the northwest and
north, in Cameroon, Gabon, Congo, and the north-
ern fringe of the DRC, often called the Forest lan-
guages) as different from the rest, and (3) they divide
the rest, the majority, into a smaller western (Angola,
Namibia, parts of the DRC, Zambia, and Botswana)
and a larger eastern set (all of eastern and most of
southern Africa). Using nonlexical criteria, Nurse
and Philippson (2003) differed somewhat in their
view of classification (and history). While acknowl-
edging the northwestern/northern grouping and the
western group, they also saw a distinct northeastern
group (Uganda, Kenya, and Uganda), but otherwise
viewed the remaining languages as a group defined
negatively by not sharing the innovations of the
west, northwest, north, and northeast.

History

The entire Bantu area historically was covered in
work by Vansina (1995), and Vansina (1990) and
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Ehret (1998) dealt in detail with the northwest/north
and east/south/southwest, respectively. An older,
slightly outdated, view of the development of Bantu
history is found in the work of Oliver (1966) and
Phillipson (1977).

Though Ehret and Vansina disagreed on many
details, the general outline is clear. Within Niger-
Congo, Bantu is part of a grouping currently called
Benue-Congo. The ancestors of the Benue-Congo,
farmers, lived between what is now the Ivory Coast
and western Cameroon, starting some seven millen-
nia ago. By 3000 B.c., the ancestors of the Bantu
had emerged and had already divided into what
were later to become western and eastern Bantu.
During the next millennium, they all moved slowly
south and east across Cameroon, carrying the West
African planting tradition with them. By 1000 B.c.,
they had moved much further into the rainforest
and had reached various points on or near the
Congo (Zaire) River in today’s DRC, so that there
was a wide range of Bantu communities in the forest
(Vansina, 1990: 51-54). There is a popular myth
that the huge equatorial rainforest is uninhabitable
and uncrossable. In fact, today it has some 12 mil-
lion inhabitants, spread across 450 ethnic groups
(Vansina, 1990: 3), and the early Bantu crossed it
easily, following the major rivers (the Congo
(Zaire), Kasai, Sankuru, Lualaba, Lomami, and
Sangha). By 1000 B.c., the ancestors of today’s eastern
Bantu were already at the eastern end of the forest, at
the western edge of the Great Lakes region, to the east
and south of the forest. This is necessarily a shortened
and simplified version of events: in particular, it
ignores the northwestern and northern Bantu com-
munities, speaking the so-called Forest languages,
whose history is somewhat separate and not further
followed here.

Ehret saw the ancestors of today’s eastern Bantu
communities as having divided into two groups, an
incipient northern and an incipient southern group,
by 3000 years ago, both located in the area west of the
West Rift valley in East Africa. The former group
likely was to the west and south of Lake Victoria,
the latter being west of Lake Tanganyika. The north-
ern group had reached Lake Victoria by the middle
of the first millennium B.c. During this period and
later, these ancestors came across communities speak-
ing Nilo-Saharan, Cushitic, and Khoisan languages,
encounters that contributed to a diversified agricul-
ture and boosted pastoralism. Iron working also had
appeared in the region by this time, but its origins
are disputed. During the next 500 years, some com-
munities spread around Lake Victoria; some spread
across Kenya and northern Tanzania to the coast
by the early centuries AD. and, by a couple of

centuries later, others spread south and southeast
across Tanzania close to northern Mozambique.

Meanwhile, the southern offshoot of eastern Bantu
had left the southern fringes of the rainforest and
approached northeast Zambia by the second half of
the last millennium B.c. They spread thence into much
of Zambia, Malawi, Zimbabwe, southern Mozambi-
que, and eastern South Africa, early Shona societies
being established south of the Limpopo River by the
third century A.Dp. These early groups ran across long-
established Khoisan peoples in most of the region.
Later movements, even into the second millennium
AD., resulted in the current configuration of Bantu
communities in South Africa. Western Bantu likewise
splintered. Sections moved east and northeast along
the upper Congo River and its tributaries, and then
southeast, so that nearly all of the rainforest was
occupied by western Bantu populations by 1 AD.
Once the ancestors of a southern arm had crossed
the lower Congo River and moved out of the rain-
forest into the adjacent savanna, during the latter half
of the last millennium B.c., one section continued
south across the Benguela Highlands in Angola
and finally into northern Namibia, and another
turned east and southeast and moved as far as west-
ern Zambia, along the Upper Zambezi River. Most
western Bantu populations were in or near their
current locations by the late centuries B.C. or the
early centuries A.D.

With a few notable exceptions, most major
movements of early Bantu-speaking peoples, east
and west, were complete by the early centuries AD.,
and the ancestors of most current Bantu popula-
tions had occupied central, eastern, and southern
Africa by that time. Thereafter, some minor move-
ments and local dispersals followed, with much
contact, interaction, mixing, and assimilation.

Typology

This section sketches some characteristic features
of Bantu phonology, morphology, and syntax, main-
ly those that occur widely but including a few less
widespread, but intrinsically interesting. Exceptions
to these generalities occur mainly in northwestern
and northern languages.

Phonology

Nearly all Bantu languages have five or seven con-
trastive vowels, the few exceptions being mainly in
Cameroon, Congo, and DRC, with languages with
nine or more vowels. Five- and nine-vowel systems
derive from earlier seven-vowel systems, the number
usually assigned to Proto-Bantu. Despite the apparent
similarity of the systems, phonetic realization varies
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considerably, especially in languages with seven
vowels. The full range of vowels is seen in most stem
positions, whereas a reduced set occurs in other con-
texts, such as prefixes and extensions (the derivational
suffixes following the stem). Vowel height harmony
is widespread, whereby the historical degree-two
vowels (the second highest vowels in the seven-vowel
system) harmonize and lower to /e/ and /o/ after /e/
and /o/ in the root (and in some languages after /a/)
(see Schadeberg, 1994/1995; Hyman, 1999, 2003;
Kisseberth and Odden, 2003; Maddieson, 2003).

Proto-Bantu had a few pairs of words differentiated
only by vowel length. Some languages have kept these,
some have neutralized the length distinction, some
have reintroduced it, and others have increased its
function, often via loanwords. Phonetic vowel length
is typically induced by vowel fusion, following pre-
nasalized consonants, or gliding and ‘compensatory
lengthening’ of the remaining vowel (in sequences of
two vowels, /i, e/ and /u, o/ in the first position typi-
cally become the glides /y/ and /w/, respectively, before
nonidentical vowels).

Most Bantuists credit Proto-Bantu with the follow-
ing consonant system:

k
8

5 o0

t
d
n

S =0

Here there is a voiced:voiceless contrast in plosives
and a full set of nasals at nearly all the same points
of articulation as the plosives. Most contemporary
languages have these features, although the voiced
plosives have often become continuants. Not shown
here, there were also two sets of prenasalized con-
sonants (mb, nd...: mp, nt...). Most languages still
have the voiced set, but the voiceless set has been less
stable over time, apparently because of the disparity
in voicing between nasal and obstruent.

Some languages still have a simple consonant sys-
tem that, although altered from the one shown here,
derives from it fairly directly. Others have a much-
expanded system, partly due to common phonetic
processes such as palatalization, gliding, and voicing,
but often resulting from a widespread process known
as Bantu Spirantization. In this, the two high vowels
in the original seven-vowel system affected the pre-
ceding plosives, typically producing affricates or fri-
catives: labial /pf, bv, f, v/ from /p, b/, labials from the
nonlabial consonants before the high back vowel, and
alveolar or palatal /ts, dz, s, z, etc./ from the nonlabial
consonants before the front vowel. Typically, the two
high vowels then merged with the degree-two vowels.
The result was a smaller five-vowel inventory but a
larger consonant inventory with voiced and voiceless
plosives and fricatives.

Other consonant processes, geographically more
limited, are defined by Dahl’s Law and Meinhof’s
Law. Dahl’s Law voices a voiceless stop if the obstru-
ent in the next syllable is also voiceless (so Kikuyu
geki from English ‘cake’), which has interesting
effects in long strings. Possibly linked to this is a
more local phenomenon, Katupha’s Law, which dis-
allows aspirated consonants in adjacent syllables,
deaspirating the first. Meinhof’s Law affects
sequences of noun, consonant, vowel, noun (conso-
nant), or NCVN(C), deleting the first C, so ngombe
‘cow’ would become pombe. A local variant, the
Kwanyama Law, produces the opposite result,
ngobe. Syllables in Bantu are almost universally
open, that is, CV or CVV. In restricted contexts,
such as prefixes, other shapes (V, N, NCV) occur.
A few languages, mostly in the northwest, may have
closed syllables (CVC), due to loss of final vowels
(but their tones are mostly kept).

Some 95% of Bantu languages are tonal and have a
basic contrast between high (H) and low (L), or H and
toneless. Contour tones (falling, rising) are usually
restricted to bimoraic syllables. Downstepping of
each successive H is common. Nouns and verbs
show significant differences in the distribution of
tone. Nominal prefixes are typically toneless and a
number of stem patterns are possible, varying from
language to language. Tones in verbs are more com-
plicated than they are in nouns. Verb stems in many
languages show a lexical contract between H and
toneless, and affixes may also have their own tone,
so that in some languages the tone of the verb is more
or less the sum of individual tones, modified by cer-
tain general processes. In other languages, verb stems
have no lexical tone, tone being assigned by general
principles, often particular to certain tenses. Even
languages with lexical stem tone often have gram-
matical tone, whereby an H may be assigned to a
specific stem mora in certain tenses.

In many Bantu languages, the relationship between
an underlying and a surface H is not direct, being
modified by widespread principles and processes
that favor or disfavor certain configurations. One
such is tone spreading (tone of one syllable spreads
to the next syllable(s), so being realized on two or
more syllables), or tone shift (tone of one syllable is
realized only on the next), typically from left to right.
Another is avoiding situations whereby phonological
structures — typically the intonational phrase or the
word — end on an H. A third is the disfavoring of
successive (nonsurface) H’s, the obligatory contour
principle (OCP). Working against the OCP is the
plateau principle, whereby a toneless stretch between
two H’s is avoided. Finally, tones mark certain gram-
matical functions. Besides being associated with
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certain tenses or groups of tenses, as already noted,
tone often serves, for example, to distinguish state-
ment from question, positive from negative, main
from subordinate clause (the latter often including
relative clauses), and the third person (H) from the
second person singular subject prefix, which are oth-
erwise segmentally identical.

Morphology

Bantu languages have the following word classes:
noun, verb, pronoun, adjective (a small class; only a
dozen or so are reconstructable for Proto-Bantu),
numeral, demonstrative (often a three-way contrast),
a small set of quantifiers and interrogatives, prepo-
sition (often a compound), and ideophone. One
conjunction (na) is widespread (see Katamba, 2003;
Nurse, 2003; Schadeberg, 2003).

Nouns consist of a stem and a prefix (L). Most
prefixes have a CV-shape, stems are of the shapes
-CV, -CVCYV, -CVCVQV, etc., whereby the last vowel
might be part of the stem or it might be a derivational
suffix, so in Ha the final vowel of [umwaana] is
part of the stem, whereas in umubanuuz-i ‘advisor,’
umukén-e ‘pauper,” and igisus-o ‘example,’ the final
vowels are derivational suffixes (from -hanuur- ‘tell’,
-ken- ‘miss,” and -sus- ‘resemble,’ respectively). Nouns
in many but not all languages have an augment
(also called preprefix, initial vowel), consisting of a
vowel that reflects the vowel of the prefix. It has
various pragmatic and syntactic functions.

All nouns are assigned to a class. Classes have four
characteristics: (1) each class has a nominal prefix,
(2) there is extensive concord between the noun and
the constituents of the noun phrase and the subject
and object prefixes in the verb, (3) there are typical
singular—plural class pairings, often called genders,
and (4) and there is some semantic content to each
class and gender. Concord, incidentally, is not always
automatic — animacy, for example, can sometimes
override automatic class agreement. Typical lan-
guages have between 15 and 21 classes and at least
six genders, leaving some single classes with no plural
pairing. The classes (Cl.) have been given convention-
al numbers (Cl. 1, 2, 3, 4, etc.) and some genders are
widespread (e.g., 1/2, 3/4, 5/6, 7/8, 9/10, 11/10,
12/13, 14/6). Classes 15, 16, and 17 are locative
classes and typically have a single member, or even
no regular members, their prefixes being added to
other nouns. Gender 12/13 (and sometimes 7/8) is a
diminutive gender, gender 5/6 (and sometimes 20/21)
is an augmentative. Gender 9/10 in many languages
appears to act as a dumping ground for nouns that do
not fit elsewhere. Nouns may be shifted from one
(primary) class to another (derived), typically the

classes just mentioned, in which case the prefix and
semantic features of the new class will be added to or
replace those of the primary class. Thus there are the
Ha words u-mw-dana ‘child’ (Cl. 1), a-ka-dna ‘small
child’ (13), u-tw-dna ‘small children’ (13), i-zi-iko
“fireplace’ (5), and ku-zi-iko ‘to/on the fire’ (16 + 5);
also, in Haya (E22), there is o-mu-ntu ‘person’ (1),
but o-lu-ntu ‘tall, slim but slightly ridiculous person’
(11). A few northwestern and northern languages
have greatly reduced the number of noun classes to
a handful, or even to none.

For many decades, it was maintained that with
the exception of the derived genders and of gender
1/2 (humans), it was not possible to state the semantic
content of most classes and genders, other than by
listing typical and obvious groupings, and there were
many anomalies. These groupings and anomalies
occur across Bantu. Thus gender 3/4 typically con-
tains plants, bushes, trees, and some natural phenom-
ena, but it also widely contains ‘year’ and ‘end,” and,
in Swahili, ‘mosque’! Contemporary attempts have
been made to look at semantic content differently.
Rather than trying to reduce content to one or a
very few clearly statable characteristics, the new, cog-
nitively inspired approach tries to find coherence in
the notion of semantic networks, thus plants > objects
made from plants > powerful things (e.g., medicine),
or plants/trees > long, extended shape > time trajec-
tory (e.g., ‘year, journey’). This still leaves unex-
plained exceptions, but may lead to even better
results when applied to more languages.

It is interesting to note in closing that the final
semantic contrasts remaining in languages that have
reduced their noun classes almost to zero are those
of languages recognized as pidgins. Thus the Cam-
eroonian language Kako (Katanga, 2003: 108), cer-
tain D30 languages in the northeastern DRC, and
Pidgin Swahili, as spoken in Nairobi, have in com-
mon that they have only two or three classes left,
retaining only the distinction animate/inanimate or
human/nonhuman.

Bantu languages are verby, that is, the verb is not
only the organizational center of the sentence but
encodes more information than any other word
class, information that in, for example, English
requires several words. The verb structure is aggluti-
nating and may include up to 20 morphemes in some
languages (Nurse and Philippson, 2003c: 9). These
two structures cover the main possibilities for the
one-word verb:

NEG; - prefix - formative - object - root - extension -
final vowel - postfinal

prefix - NEG, - formative - object - root - extension -
final vowel - postfinal
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The only two obligatory constituents are root and
final vowel, which cooccur in the imperative. Several
morphemes may cooccur at prefix, formative, object,
extension, and postfinal, typically in a canonical
order. The structures differ only in the position of
the NEG. Over the past two decades, phonologists
have interpreted these linear structures as a hierarchy.
Root and extension form the derivational stem:
extensions are tonally neutral, have a canonical VC
shape, and have a reduced five-vowel system; the
derivational stem is the domain of vowel harmony
with the root. Derivational stem and final vowel
form the inflectional stem, the domain of reduplica-
tion, vowel coalescence, and limited consonant har-
mony with the final root consonant. Derivational
stem and object form the macrostem, the domain of
certain tonal phenomena. Finally, the macrostem
combines with all preceding material to form the
verbal word. This synchronic division of the verb
into macrostem and prefixes corresponds well with
likely historical development — other Niger-Congo
languages have the macrostem, to which Bantu
prefixes were added later.

Always or nearly always encoded in the inflected
verb are subject, tense, aspect, mood, valency, and
negation. Subject concord is usually obligatory
and encoded at the prefix in both of the preceding
structures, whether the subject noun is present or not.
Tense is most often encoded at formative, less often at
the final vowel or before the prefix. Bantu languages
typically have multiple past and future reference:
83% of a database of 100 languages geographically
representative of all 500 had between two and five
discrete past tenses (40% had two, 32% had three),
and 87% had one to three futures (46 % had just one,
25% had two). Aspect seems to have been originally
marked at the final vowel, but today also appears
at formative: perfective, imperfective, progressive,
habitual, anterior (also called ‘perfect’), and persis-
tive are the commonest aspects. Mood is most often
subjunctive, marked by a suffixal [e] at the final
vowel. Valency changes are marked at extension
and include causative, applicative (encompassing
various functions), impositive, neuter/decausative,
positional, reciprocal/plurational, repetitive, exten-
sive, tentive, reversive, and passive. Negation appears
variously; 51% of the database languages have
two negatives, one associated with subordinate
clauses, relative clauses, subjunctives, and impera-
tives, the other with main clauses. The former is
typically but not always marked at NEG,, the latter
at NEGy; 28% of the database languages have a
single negative, either at NEG; or NEG, or pre- or
postverbally, and 15% of the languages have more
than two negatives. Tense, aspect, mood (TAM)

distinctions in negative verbs may differ from those
in positives.

Less often, rarely, or not encoded in the verb are
relative markers, focus, pronominal objects, and
other categories. Relatives are most often marked
before or at prefix in the second structure, and often
the main marking is tonal. Focus can highlight sev-
eral categories (e.g., the lexical verb itself, what
follows the verb, or the aspect) and is usually indi-
cated as a second or third morpheme in the formative
slot, or verb initially. Pronominal object marking
is also variable: some languages allow no object
markers in the verb, some allow one, some allow
two, and in a few languages four and even five
have been recorded, especially in association with an
applicativized verb.

A second or third morpheme in the formative
slot marks consecutive, itive, or ventive in some
languages. Many languages allow compound verbs,
whereby the first verb is a tense-marked auxil-
iary, most often ‘be,” and the second, lexical
verb carries aspect. Many TAM markers are visibly
grammaticalized, reduced forms of auxiliaries.

Syntax

Bantu languages belong to Heine’s (1976) Type A,
having subject (S) (Aux)-verb (V)-object (O)-X,
whereby there may be two objects (double object
marking, rather than direct and indirect), and
X represents adverbials (the Cameroonian language,
Nen, with subject-object-verb (SOV), is the only
known exception): prepositions: and noun phrase
constituents, including relative clauses and the geni-
tive construction, follow the head noun. The follow-
ing Ha examples illustrate these and other features
mentioned earlier:

inkoko zinini z66se zaanje

‘all my big chickens’ (lit. chickens big all my)

izo inkokd zinini zibiri

‘those two big chickens’

iglnira dzuuzaye imbutd

‘bag which.is.full.of seeds’

ubwaato bwa-daata

‘canoe of-father’

ba-o-teera ibiharagi

‘they-sow beans’ (postverbal focus)

ba-o-ra-téera

‘they sow’ (verbal focus)

wari wagiiye heéhe

‘where had you gone?’ (lit. you.were you.went where)

keéra ha-rabaaye
‘once there-was’ (Class 16)
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yasutse-mwo amaazi
‘she.poured-in water’ (Class 16)

urondera-ko6 (Class 17)
¢...where you sought’ (lit. you sought-where)

yamahaaye umukaaté umwaana kumwoonga
‘she.gave bread to.child at.river’

The first four examples illustrate the order of consti-
tuents of the noun phrase. Harjula (2004: 131), from
whom these examples come, stated that some of the
constituents may change their order “without a
change in the meaning” (in other languages, a change
of place implies a change in emphasis) and that
demonstratives precede the noun (in other languages,
they may precede or follow). The fifth and sixth
examples show one kind of focus contrast and one
way of doing it: the form showing the close relation-
ship between verb and postverbal constituent, also
called the conjunctive, has a zero marker (¢) between
subject marker and verb, whereas the form with focus
on the verb, the disjunct, has a morpheme ra and
retains the H of the stem. The seventh example
shows a typical compound verb (‘be’ followed by
main verb) and a wh-question: the wh-word typically
retains the position of the element replaced, at least
for nonsubjects. Yes/no questions are indicated either
by a question marker at the beginning or end of the
sentence, or by use of tone. Examples 8-10 show
locatives in subject, object, and relative function,
respectively, spatial relations being typically coded
on the verb. The last example shows the ditransitive
verb ‘give’ with two objects and an adverbial. Of this,
Harjula said: “When there are two object prefixes the
more indirect (i.e., the patient) is closer to the stem.”
This runs counter to Bearth’s (2003: 127) claim that
“the widespread tendency in Bantu languages is to
assign the positions next to the verb on account of a
hierarchy of parameters defined, in terms of (i) ani-
macy of the referent (human > animate > inanimate),
(ii) semantic role relationship (beneficiary > goal >
patient > locative), (iii) participant category (first-
> second > third person), and (iv) number (plur-
al > singular)”. This is true of noun phrases following
the verb, and their mirror image, object prefixes pre-
ceding it. Finally, although the canonical word order is
SVO, considerable word-order variation is possible for
pragmatic purposes. The position to the right of the
verb, in particular, acts as a focus position.
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Location and Speakers

Bashkir (basqort télé, basqortsa) belongs to the north-
ern group of the northwestern, or Kipchak, branch
of Turkic. Its main area of distribution is the basin of
the Belaya River and the southwestern slopes of the
Ural Mountains. The Republic of Bashkortostan, or
Bashkiria (Basgortostan Respublikahi), which belongs
to the Russian Federation and whose capital is Ufa
(Of5), borders on Tatarstan, the Udmurt Republic,
and the Orenburg, Perm, Sverdlovsk, and Chelyabinsk
regions. Of the more than 4 million inhabitants of the
Republic, Bashkirs make up only 22%. Other groups
include Russians, Tatars, Chuvash, Udmurts, Mari,
and Ukrainians. Bashkir-speaking groups are also
found south of Kuybyshev and east of Ural, in the
regions Orenburg, Chelyabinsk, Samara, Kurgan, and
Sverdlovsk. The total number of speakers of Bashkir is
about 1.4 million.

Origin and History

The Bashkirs previously lived farther to the east,
in West Siberia, first as subjects of the Volga Bulgar
state and, after 1236, under Mongol rule. They
reached their present-day territory under the Golden
Horde. With the disintegration of the Golden Horde,
the Bashkir territory was divided between the three
khanates of Kazan, Noghay, and West Siberia. Bashkirs
and Tatars came under Russian rule at the end of
the 18th century. In 1919, a Bashkir Autonomous
Soviet Socialist Republic was established. In 1992,
Bashkortostan became an autonomous republic within
the Russian Federation.

Related Languages and Language
Contacts

Bashkir is closely related to Tatar and constitutes a
connecting link to Kazakh. The different origins of

Vansina J (1995). ‘New linguistic evidence and the ‘Bantu
expansion.’ Journal of African History 36, 173-195.

Wolff H E (2000). ‘Language and society.” In Heine &
Nurse (eds.). 298-347.

its speakers are reflected in heterogeneous linguistic
features. Since Bashkir and Tatar varieties have been
in close contact for many centuries, the boundaries
between them are not always clear.

The Written Language

The Bashkirs used a local variety of Chagatay as their
written language until the beginning of the 20th
century, when they adopted written Tatar. A Bashkir
standard language, mainly based on the eastern
(Kuvakan) dialect, was established in the Soviet era.
The Arabic script was replaced in 1929 and 1930 by
a Roman-based script. The Cyrillic-based script sys-
tem that was introduced in 1939 and 1940 differs
considerably from the script of the Tatar system.

Distinctive Features

Bashkir exhibits most linguistic features typical of the
Turkic family (see Turkic Languages). It is an agglu-
tinative language with suffixing morphology and a
head-final constituent order (subject-object-verb). In
the following discussions, some of the distinctive fea-
tures of Bashkir will be dealt with, with focus in
particular on certain comparisons with Tatar.

Phonology

The Bashkir vowel system is very similar to that of the
Tatar system. It comprises fully articulated and re-
duced vowels and exhibits the same systematic
vowel shifts. Thus, low vowels of the first syllable
have been raised: e > i (hin ‘you’ (<sen)), o > u (yul
‘way’ (<yol)), 6 > ii (biid ‘word’ (<s6z)). High vowels
have been centralized and reduced: i > & (¢80 ‘knee’
(<tiz), u > & (moron ‘nose’ (<burun)), ii > & (kon
‘day’ (<kiin)).

In its consonant system, Bashkir differs from Tatar
and approaches Kazakh. Thus, ¢ has developed to
s (kis ‘evening’ (Tatar kic), sés ‘hair’ (Tatar céc)).
Word- and suffix-initial s has developed to b (hari
‘yvellow’ (Tatar sari), bul-ha “if it is’ (Tatar bul-sa)).
In other cases, s has developed to 0 (ki 6 ‘to cut’
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(Tatar kis)). The corresponding voiced sibilant z has
developed into J (our ‘big, great’ (Tatar zur), hiid
‘word’ (Tatar siiz)). Interdental sibilants are also typi-
cal of Turkmen. Bashkir exhibits word-initial y- in
cases in which Tatar has j (yili ‘warm’ (Tatar (jil{)).
This phenomenon also affects old loanwords, e.g.,
yen ‘soul’ (< Persian (ja:n, cf. Tatar jan). In its
vowel harmony system, Bashkir is similar to Turk-
men, Kirghiz, and some other languages in that low
suffix vowels are rounded after a rounded vowel in
the preceding syllable, e.g., bolot ‘cloud’ (Tatar bolit),
6son “for’ (Tatar 6¢én).

The rules for consonant assimilations are much
more complicated than they are in Tatar. Suffix-initial
consonants may have up to four variants (plural
qala-lar [city-pL] ‘cities,” at-tar [horse-pL] ‘horses,’
kiil-der [lake-rL] ‘lakes,” and taw-dar [mountain-pL]
‘mountains,” or ablative gala-nan [city-aBL] ‘from the
city,” taw-dan [mountain-aBL] ‘from the mountain,’
at-tan [horse-aBL] ‘from the horse,” and yalan-dan
[steppe-ABL] ‘from the steppe’). The third-person per-
sonal pronouns are singular u/ ‘he, she, it’ and plural
ular ‘they’ (Tatar ul, alar). The oblique stem of ul is
un- (Tatar an-). The demonstrative pronouns include
bil, binaw ‘this,” oso ‘this here,” and sul, ul, anaw,
tégé ‘that.

Dialects

Bashkir has a few main dialects and numerous sub-
dialects. The eastern or mountain (Kuvakan) dialect
comprises the subdialects Ay, Argayash, Salyut,

Basque
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Basque (Euskara) is the only remaining vestige of
the linguistic situation in western and central Europe
before the Indo-European expansion. Although many
attempts have been made to relate Basque to other
languages of the world, none of them is generally
considered to have been successful. Genetic links
with the Finno-Ugric family, the languages of the
Caucasus, or any other living language for which
some scholars have sought a genetic relationship
with Basque would be so remote that no solid proof
is likely to emerge.

Miyas, and Kizil. The southern (Yurmat) group
comprises Ik-Sakmar and the central dialect group
comprises Kara-Idil and Dim. There are important
differences between the eastern and southern dialects.
The steppe, or southwestern, dialects have been
strongly influenced by Tatar.
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Relevant Website
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As for the extinct language of the ancient Iberians,
once spoken along the Mediterranean coast of Spain
and known to us from a relatively large number of
inscriptions, the fact that Basque has been of little
help in deciphering these inscriptions forces us to
discard the hypothesis that the two languages are
closely related (although they do share a number of
phonological and morphological features, attribut-
able to areal phenomena). Basque is thus a language
isolate.

Throughout its known history, Basque has been
spoken in an area of variable extent on both sides of
the western Pyrenees and along the coast of the Bay
of Biscay. The present-day Basque-speaking area
(Euskal Herria) corresponds to parts of three differ-
ent administrative units, two in Spain and one in
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France. There are currently approximately 700 000
speakers of Basque, almost all fully bilingual in either
Spanish or French. The largest number of speakers is
found in the Autonomous Community of the Basque
Country (ACBC), which comprises the provinces of
Bizkaia, Gipuzkoa, and Araba (in Basque)/Alava (in
Spanish). Here Basque is co-official with Spanish and
has an important presence in the educational system.
In this region, the number of Basque speakers is grow-
ing in areas where the language is natively spoken
by part of the population as well as in other areas,
such as the city of Bilbao and most of Araba/Alava,
where the Basque language had been lost centuries
ago. Basque also enjoys some official recognition in
Navarra (in Basque, Nafarroa), which is a separate
autonomous community within the administrative
structure of Spain. Although the greatest part of
Navarra was Basque-speaking just a few centuries
ago, the language suffered a strong geographical re-
cession in the 19th and 20th centuries, and nowadays
it is spoken natively only in the northwestern area of
this region. The French Basque country comprises
approximately the western half of the Départment
des Pyrenées Atlantiques. In most of the Basque-
speaking area of France, the transmission of the lan-
guage has seriously declined in the last few decades.
Only a small percentage of children are currently
learning Basque in this area.

From toponyms and other sources, we know that
historically the Basque language was spoken over a
larger area. The word Basque derives from Vascones,
a nation that in Roman times occupied most of
Navarra and northern Aragon. Across the Pyrenees,
there is abundant epigraphic evidence showing that
Basque or a very similar language was also spoken in
the territory of the Aquitani. The Aquitanian inscrip-
tions on tombstones, in Latin, provide only evidence
for proper names, but they contain such clear ele-
ments as ANDERE (cf., Basque andere ‘woman’) and
cissoN (cf., Basque gizon ‘man’) as proper names
for individuals of the respective sex. For the late
Middle Ages, we have documentary evidence that
Basque was spoken both in northern Aragon and in
areas of La Rioja and northern Castile, to the west
and south of the present-day Basque country. It is,
however, likely that the historical presence of the
Basque language in these latter areas, and perhaps
even in part of the territory of the ACBC, is due to
territorial expansion during the early Middle Ages.

One reason for the hypothesis that Basque may
have occupied a compact area at some point after
the fall of the Roman Empire is that dialectal diversity
within Basque is relatively small and clearly not an-
cient. Many obvious innovations are shared by all
dialects. In some aspects, such as the accentual system

and the morphology of finite verb forms, variation
is, nevertheless, considerable (even if it is due to rela-
tively recent diversification) and in fact virtually
every valley or town has a recognizable local variety.
Euskara batua (unified Basque), the standard pro-
moted by the Basque Academy, which is based on
the literary tradition of central areas both to the
north and the south of the Pyrenees, has been enor-
mously successful in its social implantation through
its use in the educational system and in the media.

Most Basque dialects have five vowel phonemes
/i e a o u/. Zuberoan (Souletin) and a few other vari-
eties spoken in France have a sixth oral vowel /y/ as
well as contrastively nasalized vowels. A common
consonantal inventory, such as is found in Gipuzkoan,
is the following (the most common orthographic rep-
resentation follows in parentheses when it is different
from the phonetic symbol): /ptc (#t) k bd 3 (dd) g
ts (£2) ts (ts) t(tx) 5 (2) s(s) () x () mnp (7) L& () ¢ (r) ¢
(rr)/. The most unusual aspect of this inventory is
presented by the contrast between the two fricatives,
lamino-alveolar z /s/ (izan ‘be’) and apico-alveolar s /s/
(esan ‘say’), and the two corresponding affricated
segments (atzo ‘yesterday,” atso ‘old woman’). All
Bizkaian and some Gipuzkoan varieties have lost this
contrast. The phoneme /x/ is found only in the speech
of speakers from Spain. Besides being found in bor-
rowings from Spanish, in central areas (Gipuzkoa and
some neighboring regions) it also appears in native
words as a result of an evolution /j > 3> [ > x/ (like
in Castilian Spanish). Other dialects have stopped at
various stages along this evolutionary path. The result
is that orthographic j in native words such as jan ‘eat’
is subject to much variation in its pronunciation.
Whereas the official standard pronunciation is /jan/,
the Gipuzkoan form /xan/ is also in widespread usage
in standard Basque, and locally forms like /3an/ and
/Jan/ are also used. Conversely, a phoneme /h/ (ortho-
graphic b: hemen ‘here,” abo ‘mouth’) is used only in
parts of the French Basque country. That is, for most
speakers orthographic b is silent. The (pre)palatal
consonants have a special status. One way to form
diminutive/affective forms is by palatalization, for
example, tanta ‘drop,’ ttanita /canca/ ‘small drop,’
zezen ‘bull,” xexen /[efen/ “little bull.” A pitch-accent
system strikingly similar to that of Tokyo Japanese,
with a lexical contrast between accented and unac-
cented words, is found in the northern Bizkaian area.
The most common accentual system (in Gizpuzkoan
and neighboring areas), however, has regular stress on
the second syllable.

Marking of grammatical functions works on a
strictly ergative basis, with one case (absolutive, mor-
phologically unmarked) assigned to objects and in-
transitive subjects and another (ergative, -k) assigned
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to transitive subjects: lagunak liburua dakar ‘the
friend is bringing the book,” laguna dator ‘the friend
is coming.” Nevertheless, a class of syntactically in-
transitive verbs takes ergative subjects (and transitive
auxiliaries and agreement) in a somewhat unpredict-
able manner: lagunak dantzatu du ‘the friend has
danced.’ Finite verb forms are marked for agreement
with up to three arguments (subject, object, and indi-
rect object): dakarzkiguzu ‘you (-zu) are bringing
them (-z-) to us (-gu)’ (-kar- is the verb root ‘bring’;
-ki- is a dative pre-prefix). In addition, in the familiar
treatment, an addressee who is not an argument of
the verb is also obligatorily encoded in the morphol-
ogy of verbs in main clauses. Thus, for instance, plain/
formal dakit I know it’ is replaced, in the familiar
treatment, by zekiat ‘I know it (male addressee)’ or
zekinat ‘I know it (female addressee).’

Although both SOV and SVO orders are common
in texts, verb-final structures are more basic: gizona
da ‘it is the man.” Focalized elements and question
words are normally immediately preverbal. Main
verbs precede auxiliaries (etorri da ‘(she/he) has
come’), except in negative clauses (ez da etorri ‘(she/
he) has not come’).

Articles and demonstratives are phrase-final:
laguna ‘the friend,” lagun bat ‘alone friend,” lagun
hori ‘that friend,” lagun gazte hori ‘that young friend.’
Although, as shown in the last example, adjectives
follow nouns, genitives and relative clauses pre-
cede the head noun, as in most other SOV lan-
guages (lagunaren liburua ‘the friend’s book,” etorri
den laguna ‘the friend who has come’). Noun
phrases are inflected for number and case by suffixes
attached to the last word in the phrase: lagunari ‘to
the friend,” lagun onari ‘to the good friend,’ etorri den
lagun gaztearentzat ‘for the young friend who has
come.’
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Belorussian (belaruskaja mova; Belarusian, Belarusan),
which together with Ukrainian and Russian forms
the East Slavic branch of the Slavic languages, is the
native language of some 8 million speakers in the
Republic of Belarus. The standard language is based
on the central dialect of the Minsk region. In an earlier
form known as Old Belorussian, West Russian, or
among contemporaries simply as rus’skij, Belorussian
served from the 15th through the late 17th centuries
(when it finally yielded to Polish) as the chancery
language of the multiethnic Grand Duchy of
Lithuania (which in 1569 became part of the Polish
Commonwealth). Thereafter, with political bans on
publication in the language, Belorussian went into a
period of decline. It was not until the first decades of
the 20th century that Belorussian experienced a re-
vival, with roots not in the distant literary traditions
of the Grand Duchy, but in the vernacular of the
countryside. The first legal Belorussian periodical,
Nasa Niva ‘Our Cornfield (1906-1915), attracted
contributions from leading intellectuals of the day
and did much to promote structural and orthographic
uniformity in the language. The first attempt at a
normative grammar of the language was Branislat
Taraskevi¢’s Belaruskaja hramatyka dlja skol ‘Belo-
russian grammar for schools’ (1918). The consolida-
tion of grammatical norms continued well into the
20th century.

Belorussian, which is written in the Cyrillic alpha-
bet, shares a number of phonological features with
both Russian and Ukrainian. As in standard Russian,
unstressed o is pronounced a (dkanne), and (as in
certain Russian dialects) unstressed e becomes ’a
(jakanne). Unlike Russian, these features are reflected
in the orthography (in the case of jdkanne, only in
pretonic position), which is set up on the phonemic,
rather than morphophonemic, principle: nazy ‘knives’
(sg. noz) and zjamljd ‘world’ (pl. zémli). Most con-
sonants occur in phonemically opposed palatalized—
nonpalatalized pairs. East Slavic #/ and 4 have

assibilated to ¢s' and d¢’: dzéci ['dZets’i] ‘children’
(Rus. déti ['det'i]); palatalized ' has been lost: rad
‘row’ (Rus. rjad). As in Ukrainian, the palatal affri-
cates ¢ and $¢ are pronounced hard, East Slavic g is a
fricative [y], and v becomes [w] (in transcription from
Cyrillic, #) in closed syllables: haléiika ‘head, dim.’
(halavd ‘head’).

Morphological characteristics of the noun include
the loss of a distinct neuter plural: akné ‘window’ (pl.
vokny; Rus. oknd, 6kna); the alternation of stem-
final velars and dental affricates in certain case
forms: nom. sg. rukd ‘hand’ (dat. sg. rucé); and a
tendency toward the spread of the first declension
genitive plural marker -oi (unstressed -aif) to other
declensions: zimaii (Rus. zim) ‘of winters’.

The verb has two regular conjugation patterns,
illustrated in the present tense by nésci ‘to carry’ (I)
and rabic’ ‘to do, make’ (II): 1SG njasi, rablji; 2SG
njasés, robis; 3SG njasé, robic’; 1PL nesém, rébim;
2PL nesjacé, rébice; 3PL njasiic’, rébjac’. Like Ukrai-
nian, but unlike Russian, the third-person ending
(lacking in the singular of pattern I) is palatalized.
As in Ukrainian, there is a change of the masculine
past tense marker ! to w: zmaii masc.’knew’ (fem.
zndla).

To a greater extent than in Ukrainian, the lexicon
reflects the historical influence of Polish, chiefly from
the period of the Polish-Lithuanian Commonwealth.
Since the late 18th century unification with Russia,
the influence of Russian has prevailed.
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Bengali is the official language of Bangladesh and of
the state of West Bengal in India. There is some con-
troversy about the correct name of the language. The
term ‘Bangla’ is increasingly in use, particularly
among Indian linguists, for whom the term ‘Bengali’
may be associated with British India. It is likely
that in the not-too-distant future ‘Bangla’ will
replace ‘Bengali.” With a total number of about 260
million speakers, Bengali is the world’s fifth largest
language.

Bengali, together with Assamese and Oriya, belongs
to the eastern branch of Indo-Aryan languages.
A high percentage of vocabulary is derived from San-
skrit, with lesser influences from Persian, Arabic, and
English. Bengali has a very large vocabulary but the
language situation is diglossic. The vocabulary used
in spoken language is distinct from the highly San-
skritized words used in some literature and formal
contexts. Many words have both a Sanskritic and a
colloquial version, e.g., &8, /hosto/, =S /hat/ ‘hand,’
5% /condro/, §w /cad/ ‘moon,” w& /donto/, and #rs
/dat/ ‘tooth.” The early 20th-century rivalry between
the sadbu bhasha (literary language) and calit bhasha
(colloquial language) is now a thing of the past.
Standard Colloquial Bengali, based on the language
spoken in Kolkata, is the accepted norm. Some Ben-
gali dialects retain the sadbu extended verb forms,
e.g., Fify qiErefg /ami yaitechi/) rather than the con-
tracted calit form (eifyy qifsg /ami yacchi/ for ‘I am
going.’

Dialects vary in phonological and grammatical
deviation. Sylheti, the dialect spoken by most Bangla-
deshis living in the United Kingdom, has a high per-
centage of Persian words and is considered by some to
be a separate language.

Orthography and Phonology

Bengali is written in a variant of the Devanagari
script, which is related to but distinct from the script
used for Sanskrit and Hindi. Writing is from left
to right and is syllabic. There are 12 vowels or
diphthongs, two semivowels, and almost 40 conso-
nants. Bengali has a great number of conjunct letters
that combine, in one symbol, two or more consonants
or consonant-vowel clusters. Vowel signs are at-
tached to consonants except at the beginning of
words and syllables, where the full vowel is written.

An inherent vowel (pronounced /o/ or /o/) is often
pronounced when no other vowel is given.

Bengali, like other South Asian languages, distin-
guishes between aspirated/unaspirated and dental/
palatal sounds. Nasalization occurs in individual
words and is phonemic (@t /kada/ ‘mud,” g
/kada/ ‘weep,’ ¢t /badha/ ‘obstruction,’ gt /badha/
‘bind’) and in the distinction between ordinary and
honorific personal pronouns, as in &g /or/ ‘his/her’
(familiar) and &g /0r/ ‘his/her’ (honorific). Bengali
spelling retains some Sanskrit features, but its pro-
nunciation has evolved and changed. The word for
‘soul,” though it is spelled @& /atma/, is pronounced
/atta/. The Sanskrit word for heaven ‘swarga’
becomes *f, pronounced /sorgo/. The distinction be-
tween long and short u and i, which is present in the
script, is no longer felt in pronunciation. Long /o/ can
be represented by the vowel sign or by the inherent
vowel. There are three symbols for the sound /ng/:
¢, &, and the conjunct %. Their uses are to some extent
interchangeable, but ¢ is never followed by a vowel,
thus we have 9iggi} /bangla/ (the name for the lan-
guage), but gpeifsy /bangali/ (the adjective and name
for the people). There are three sibilants in Bengali ®
/s/, w [/, and ® /s/. Their pronunciation is /sh/, except
in some conjuncts, in which it changes to /s/, e.g.,
famrw /bifram/ ‘rest, E® /sthan/ ‘place,” and st
/nasta/ ‘breakfast.’

Morphology and Syntax

Basic word order is subject—object—verb, but sentence
parts can move freely to express emphasis. Bengali
has a complex relative—correlative system - i.e.,
subordinating conjunctions such as #4% /yokhon/
‘when’ and %f§ /yodi/ ‘if’ almost invariably have a
correlative conjunction in the main clause. Subordi-
nate clauses generally precede main clauses.

Nouns have no grammatical gender. There are four
cases, nominative, genitive, object, and locative. The
nominative is unmarked. Number and definiteness is
marked by determiners that are suffixed to nouns, but
their use is partly defined by the context. Plural mar-
kers for animate and inanimate nouns are distinct
from one another. All case endings are added after
these suffixes, e.g., ™¥ /meye/ ‘girl,” txrg® /meye-ti/
‘the girl,” and rxrafirg /meye-ti-ke/ ‘to the girl.’

In the genitive nouns, add = /r/ or &% /er/: <tat /baba/
“father,” @vatg /baba-r/ ‘“father’s,” Sfes /ukil/ ‘lawyer,’
and gfaerg /ukil-er/ ‘the lawyer’s.” The genitive has
a wide variety of uses, including possession (fawg =3
/rima-r bhai/ ‘Rima’s brother’), attribute (t&izsq ™}
/preem-er golpo/ ‘love story’), function (I#1g 99 /bosa-
r ghor/ ‘sitting room’), measurement (§% 9514 &f3 /dui
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ghonta-r chobi/ a film lasting two hours’), and cause or
origin (FI¥pI Y /somossha-r somadhan/ ‘solution
to the problem’). The genitive usually functions as the
logical subject in impersonal structures.

The object case is marked by & /ke/: from (3t
/baba/ ‘father’ qiq1-t& /baba-ke/ ‘to father’). The case
ending is used to mark direct or indirect objects. The
case marking is usually omitted for inanimate nouns,
but can be added for emphasis or to avoid ambiguity.

The locative ending is @ /e/ after consonants: #%4
/sohor/ ‘town’ &4 /sohor-¢/ ‘in the town’; q /y/ after
ot /a/ (v1at /dhaka/ si=mw /dhaka-y/ ‘in dhaka,” and &
Ite/ after all other vowels: I /balu/ =TS /balu-te/ ‘in
the sand.’ The locative is used to indicate place: gifers
/bari-te/ ‘at home,” direction: ¥& /ghor-¢/ ‘into the
house,’ time: w5y /dofta-y/ ‘at ten o’clock,’ cause:
17 =01y /tar bola-y/ ‘because of what he said,” instru-
ment: 2RFETS /haturi-te/ ‘with a hammer,” or origin:
58ty /cesta-y/ ‘from/through trying.” The locative is
rarely used with animate nouns.

Bengali has personal, demonstrative, relative, inter-
rogative, and indefinite pronouns. Personal pronouns
distinguish three grades of familiarity in the second
person and two grades of respect in the third person.
They distinguish singular and plural, but not gender.
There is a three-way deictic distinction (bere,
there, and removed from context) that applies to
third-person pronouns, attributive adjectives, demon-
stratives, and place adverbials, for instance, @ g
/e meye/ ‘this girl,’ @ ¥ /o meye/ ‘that girl (over
there),” ™ witg /se meye/ ‘that girl, (removed from
context),” @i /ekhane/ ‘here,” ewitq /okhane/
‘there,” and 4 /sekhane/ ‘in that place.’

Adjectives precede nouns and are indeclineable.
For comparisons, auxiliary words are used:

(1) wats ©i2 wiNg ey @4t

/amar  bhai amar ceye lomba/
my brother my than long
‘My brother is taller than me.’

(2) % oft% I I+ |
lei gach  sobceye sundor/
this tree  all than  beautiful
“This is the most beautiful tree.’

Postpositions are, with a few exceptions, noun
forms: about my parents: on the subject of my par-
ents; or verbal participles: with the hammer: having
taken the hammer.

Verb conjugation is very regular. Verb endings are
the same for singular and plural. Some active verbs
can be extended to form causative verbs, e.g., T}
/jana/ ‘know’ becomes TN} /janano/ ‘inform’;
Y] /daekha/ ‘see’ becomes TWTHT /daekhano/
‘show’). There are, morphologically, eight tenses.
Present and past tense have simple and progressive

aspect. Perfect tenses (present and past) can express
not only perfective aspect but are also used to refer to
past events or actions directly. The past habitual is
used for remote past events and for subjunctive uses.
The future tense forms the after-state of all other
tenses. Tense use is much freer than in English — in
fact, narrative texts gain color and liveliness through
frequent tense changes.

Every verb has four nonfinite verb forms: infinitive,
verbal noun, conditional, and perfective participle.
Conditional and perfective participles, in particular,
offer in very concise forms a great range of meanings.
The conditional participle is formed by adding & /le/
to the stem of the verb: tats /thakle/ from ats-
/thak-/ ‘stay.’ It can be used temporally as well as
conditionally and its temporal structure is determined
by the main clause, thus a phrase such as 31 Q=9 /se
thakle/ has a range of meaning, from ‘when he is here’
to “if he were alive.” The perfective participle, formed
by adding @ /e/ to the verb stem, describes in its basic
use a preceding action (e.g., ¥IFH! XA TA LA WA
/khoborta [une se baire gelo/ ‘having heard the
news he went out’), but it can also take on causal
meaning, can describe simultaneous actions, or can
be used to change an adjective into an adverb (e.g.,
st /bhalo/ ‘good’ becomes weie ¥ra /bhalo kore/
‘well’). It is not unusual to have a number of perfec-
tive participles in one sentence to describe consecutive
events. Perfective participles are also used in the for-
mation of compound verbs, in which two verbs com-
bine to take on a new meaning. The second verb can
lose its original meaning entirely and instead add an
aspectual feature to the perfective participle, as in
<teqt /khaoya/ eat, v4td tett /kheye phela/ (lit: hav-
ing eaten, throw = ‘eat up’) and &=t /asa/ ‘come,’
4T 21 /ese pora/ (lit: having come, fall = ‘arrive’).
To some extent, nonfinite verb forms take over the
role of subordinate clauses.

Impersonal structures are very common, as, for
instance, in expressing possession, possibility, obliga-
tion, and physical sensations, feelings, and experi-
ences (examples (3)—(6), respectively):

(3) =ity anfe W)
/famar gan  ache/
my car  be.3.PERS PRES
‘T have a car’

(4) a2 et I
/ekhane  yaoya yay/
there €0.VN g0.3.PERS PRES
‘It is possible to go there.’

(5) o= e 3|
/take yete hobe/
him.acc  go.NF  be.3.PERS FUT

‘He will have to go.’
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(6) Wy ©F et

famar  bhoy lage/
my fear  attach.3.PERS PRES
‘T am afraid.’

The logical subject is usually in the genitive.

Passives are formed with verbal nouns and the
verb =ewt /hooya/ ‘be, become’; for example,
o Siies Bt fucarm ) /se amake taka diyeche/ ‘he has

given me money’ becomes as shown in example (7):

(7) s it e TR |
/amake  taka deoya  hoyeche/

me. ACC money give.VN  be.3.PERS PRF
‘The money has been given to me.’

Intransitive verbs can also be used in passive struc-
tures; for example, wfy gt} /ami yabo/ ‘I will go’
becomes as shown in example (8):

(8) wrsitg weW T
famar yayoa hobe/
my go.VN  be.3.PERS FUT
‘My going will be.’

Special Features

If languages can be said to have particular character-
istics, then Bengali has a sense of play in its phonetic
structure. We find it in numerous onomatopoeia, such
as 5953 /cokeok/ “glittering,” fioifet /tiptip/ ‘dripping’
(water), r¥t® Tetw /ghotghot/ ‘grunting,” fHerfte /khil-
khil/ ‘giggling,” and ¥-¥ /dhu-dhu/ (expressing ‘desola-
tion’), but also in sequences of similar or identical
syllables to express mutual or extended actions, as in

sl /hasahasi/ ‘laughing,” srgifz /maramari/

Benue-Congo Languages
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The Benue-Congo languages form a very large group
in Africa and include the well-known Bantu lan-
guages. The term ‘Benue-Congo’ was introduced by
Greenberg (1963) to refer to one of the six branches
of his Niger—Congo family. Previously, the Bantu
languages had been treated as a separate family and
the similarity of the other Benue-Congo languages
to Bantu had been recognized by referring to them
as ‘Semi-Bantu’ (Johnston, 1919-1922) or ‘Bantoid’
(e.g., Guthrie, 1948), equivalent to the ‘Benue-Cross’

“fighting,” tyerirytey /theelatheli/ jostling,” gatgfas /boka-
boki/ ‘bickering,” rerairsfy /leekhalekhi/ ‘corre-
spondence,” and s /kannakati/ ‘continuous
weeping.” Reduplication of adjectives and adverbs has
an intensifying effect, as in ¥ % /boro boro/ ‘big big’-
‘very big,” & W& /dure dure/ ‘far far’ = ‘a long way
away,’” and s&te ste /sokal sokal/ ‘morning morn-
ing’-‘very early.” Many of these combinations have an
element of improvisation and greatly add to the charm
of the language.
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of Westermann (1927). Greenberg’s innovation was
to remove the separate status of Bantu, add it to
Westermann’s Benue-Cross as a subgroup, and re-
name the group, using the term ‘Congo’ to indicate
its extension into the Bantu area.

Greenberg’s View of Benue-Congo

Greenberg contrasted Benue—Congo with the other
five branches of Niger—-Congo, though he noted it
was particularly close to Kwa. Internally, he subdi-
vided it into Plateau, consisting of seven numbered
subgroups; Jukunoid; Cross River, consisting of three
numbered subgroups; and Bantoid, containing seven
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languages or groups, the last of which is Bantu. The
term ‘Old Benue-Congo’ refers to this scenario.

Views of Benue-Congo in the Late
Twentieth Century

Bennett and Sterk (1977) noted that lexicostatistics
led to some major changes in Greenberg’s scenario. In
particular, they split Kwa in half and combined the
Eastern half with Benue-Congo. The approximate
consensus is presented in Bendor-Samuel (1989);
Benue-Congo, including the former Eastern Kwa, is
now one of the branches of Volta—Congo, which is in
its turn a branch of Atlantic—Congo, within Niger—
Congo. The term ‘New Benue-Congo’ refers to this
scenario.

Subgrouping of (New) Benue-Congo

Because of the reclassification in the late 1980s and the
very large number of languages involved, the sub-
grouping of New Benue-Congo is in a fluid state. On
the basis of lexical innovations, Blench (1989) has
suggested a major division between Western Benue—
Congo, corresponding to the former Eastern Kwa,
and Eastern Benue-Congo, corresponding to Old
Benue-Congo. The recognized subgroups are now
listed. (Nigerian orthographic conventions used in lan-
guage names are as follows: o [0], e [€], 1 [1], a [a], s [[].)
Western Benue-Congo (formerly Eastern Kwa):

(a) Oko (Ogori): a small, little-studied language.

(b) Ukaan—Akpes: two clusters of tiny, barely studied
dialects.

(c) Defoid: two clusters of tiny Akokoid (Amgbe)
dialects, plus the Yoruboid group, comprising
Yoruba, Isekiri, and Igala.

(d) Edoid: a large number of languages, including
Edo (Bini), and Urhobo.

(e) Nupoid (Niger-Kaduna): some seventeen lan-
guages including Ebira (Igbirra), Gade, Gbagyi
and Gbari (jointly called Gwari), Kakanda, and
Nupe.

(f) Idomoid: some nine languages, including Idoma.

(g) Igboid: comprises Ekpeye and a large language
cluster centered around Igbo.

Eastern Benue-Congo (Old Benue-Congo):

(h) Kainji: corresponds to Greenberg’s Plateau 1; sub-
divided into Western Kainji, including the Kam-
bari and Bassa groups and the Lela (Dakarkari)
language, and Eastern Kainji, including the North-
ern Jos group of small languages.

(i) Platoid: corresponds to Greenberg’s Plateau 2-7
plus Jukunoid; subdivided into Plateau, with five
geographical subgroups including many languages,

such as Eggon, Che (Rukuba), Berom, Jju (Kaje),
and Tyap (Katab); and Benue, containing Tarok
and related languages in one group and Jukunoid,
including Jukun, in another.

(j) Cross River: subdivided into Bendi, correspond-
ing to Greenberg’s Cross River 1 and including
Bekwarra and Bokyi; and Delta—Cross, corres-
ponding to Greenberg’s Cross River 2 and 3 com-
bined, comprising four subgroups: Upper Cross,
including Mbembe and Lokaa, Lower Cross, in-
cluding Anaang, Efik, Ibibio, and Obolo; Ogoni
(Kegboid), including Kana, Gokana, and Eleme;
and Central Delta, including Abuan and QOgbia.

(k) Bantoid: subdivided into Northern Bantoid,
comprising Mambila with related languages and
Samba Daka with related languages; and Southern
Bantoid, comprising the Bantu languages, taken in
the broad sense, as used by Greenberg, with the
addition of Tiv and languages related to it.

Geographical Location

The Benue-Congo language groups are chiefly found
in Nigeria, with Yoruboid, Jukunoid, Cross River, and
Northern Bantoid extending slightly into neighboring
countries and Bantu having expanded dramatically
into Central, East, and Southern Africa.

Typological Characteristics of the Group

Benue—-Congo languages have Subject—Verb—Object
or occasionally Subject—Modal-Verb-Object word
order; adverbials are normally sentence-final. A wide
variety of serial verb and consecutive verb construc-
tions are found.

The most typical morphological feature is the exis-
tence of noun class systems, usually marked by paired
singular/plural prefixes or, for mass nouns, by a single
prefix. Words that qualify the noun show concording
prefixes, and the verb also shows concord with the
noun class of its subject. Some languages have devel-
oped noun class suffixes in addition to or instead of
prefixes. Bantu languages are the most conservative
in showing very full noun class systems, but there are
few Benue—Congo languages that do not display at
least remnants of a former noun class system.

Verbs often take suffixes, ‘verbal extensions’ or
‘extensional suffixes,” which add such meanings as
causative, reciprocal, or separative to the meaning
of the root.

Most Benue—Congo language groups show typical
phonological features of Niger—Congo, such as vowel
harmony, labial-velar stops, and tone. The typical
root structure is CVCV (where C = Consonant,
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V=Vowel) in the more conservative languages;
others have reduced their roots to CVC or CV. Com-
plex nasal phenomena involving both vowels and
consonants are widespread.
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Introduction

The Berber language is one of the branches of
the large Hamito-Semitic (Afroasiatic) linguistic fam-
ily, which also includes Semitic, Cushitic, ancient
Egyptian, and Chadic. With all that this notion
implies, Berber can be considered as the ‘aboriginal’
language of North Africa because currently there
is no positive trace of an exterior origin or of the
presence of a pre- or non-Berber substratum in this
region. As far back as one can go (first Egyptian
accounts: cf. Bates, 1914/1970), the Berber language
was already installed in its present territory. Particu-
larly, the toponymy has not allowed us to identify, up
till now, any kind of pre-Berber linguistic sediment.
Despite numerous theories suggested by linguists
since the 19th century in favour of an external origin
of the language (Middle East or East Africa), neither
prehistoric archaeology nor physical anthropology
could show the movement of a population coming
from elsewhere; it has even been solidly estab-
lished that man has been present in North Africa,
in a continuous manner, for at least a million years
(cf. Camps, 1974, 1980).

Tamazight (the Berber word for language) covers a
vast geographical area: all of North Africa, the
Sahara, and a part of the West African Sahel. But the
countries principally concerned are, by order of de-
mographical importance: Morocco (35-40% of the
total population), Algeria (25% of the population),
Niger, and Mali (Tuaregs) (Figure 1).
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The Berber-Speaking Regions

In Morocco, spoken Berber is spread into three
large dialectical areas that cover the totality of the
mountainous regions: in the north is the Rif (Tarifit);
in the center, the Mid-Atlas and a part of the High-
Atlas (Tamazight [Tamazight, Central Atlas]); and in
the south/southwest (High-Atlas, Anti-Atlas and
Under), the Chleuh domain (Tachelhit/Taselhit/
Chilha).

In Algeria, the principal Berber-speaking region is
Kabylia. In a relatively limited but densely populated
surface area, Kabylia (Kabyle; Tagbaylit dialect)
alone has two-thirds of Algeria’s Berber speakers.
The other significant Berber-speaking groups are:
the Chaouias (Chaouia; Tachawit) of the Aures re-
gion, having in all likelihood a million people, and the
people of the Mzab (in Ghardaia and other Ibadhite
cities), having a population of between 150 000 and
200000. There are in fact other Berber-speaking
groups in Algeria, but these are modest linguistic
islands of only several thousands to tens of thousands
of speakers.

The third large group of Berber speakers is the
Tuaregs (Tamashaq [Tamasheq], Tamajaq [Tamajagq,
Tawallammat|, Tamahaq [Tamahaq, Tahaggart]),
straddling several countries across the Sahara-Sahel
zone, principally in Niger (+500000 people) and
in Mali (450000). The other countries: Algeria
(Ahaggar, Ajjer dialects), Libya (Ajjer dialect)
Burkina-Faso, and even Nigeria, have more limited
Tuareg populations. The total Tuareg population is
well over 1 million individuals.

The other Berber speaking regions are isolated,
often threatened areas, spread out across the south
of Mauritania (Zenaga), in Tunisia (in Djerba, in
part, and in several villages in the south-central part
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Figure 1 Map of the Berber-speaking region in North Africa.

of the country), in Libya (where Berber-speaking
groups are clearly larger and more resistant), and in
Egypt (the Siwa Oasis).

But these are only the traditional locations: from
the beginning of the 20th century and especially since
decolonization, worker emigration and the massive
rural exodus that took place throughout the Maghrib
have been the basis for the formation of Berber-
speaking communities in all the major cities: Algiers
and Casablanca are the most outstanding examples.
And Paris is one of the three principal Berber-speaking
cities of the world, perhaps even the largest!

Linguistic Features
Phonetics and Phonology

The phonological consonantic system of Berber
(Basset, 1952/1969; Prasse, 1972—-1974) relies on an
opposition between tensed and nontensed consonants.
Variation is induced by: phonemes borrowed from

Arabic (Arabic, Standard) (pharyngeals, some empha-
tics), a tendency towards spirantization in Northern
dialects, and palatalization and labio-velarization.
The vocalic system of Berber is ternary: /a/ vs. /i/
vs. /u/. The schwa [s] is considered by most
researchers as a neutral vowel without phonological
status. Intermediary phonemes (/e/, /o/, /4/) that exist
in some dialects (Tuareg, Libya, Tunisia) are recent
innovations (Prasse, 1984-1986), stemming from
the probable phonologization of former contextually
conditioned variants. The same is also probably
true of vocalic duration, which has distinctive status
in those dialects (for instance, to mark the inten-
sive perfective in Tuareg). It probably originates
in an expressive lengthening, or in a quantitative
reinterpretation of accentual phenomena.

Morphology

Berber stems are composed of a consonantal root
and an inflectional scheme, which is specific to the
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considered part of speech. There are, for instance,
adjectival schemes, verbal (aspectual) schemes, and
nominal schemes (Table 1, Table 2).

The verb ‘go/go with’, is composed of a root (dd)
and an obligatory aspectual inflection (Table 3).

The morphology of Berber is heavily derivational.
For instance, there is a class of labile (ambitransitive)
verbs, which varies in size depending on the dialects,
and which can be semantically transitivized thanks to
a causative-transitive prefix (s-). The ‘passive’ is rare
and marked through a #w- prefix, reciprocals and
middles are marked thanks to a nasal prefix (my-).
Those prefixes have variants within each dialect
(Table 4).

Case in Berber is limited to an opposition between
what is traditionally called ‘état libre’ and ‘état
d’annexion.” The former is unmarked, and the latter
marked. ‘Etat libre’ is the form taken by nominals in
citation form, topic position, direct object, possessee.

Table 1 Adjectival scheme

‘Etat d’annexion’ is the form taken by postverbal
subjects, nominals following prepositions and numer-
als, possessors (Table 5).

This distinction is no longer alive in all dialects.
Dialects that have lost the opposition are: Nefoussa,
Ghadames, Sokna, Siwa (Siwi) in Egypt and Zenaga
of Mauritania.

There are two genders, masculine (unmarked), and
feminine (marked). Gender is arbitrary. Feminine
gender can function as a diminutive or partitive, or
denote an item as opposed to a collection (Table 6).

Number distinctions are between singular and plu-
ral. Plural inflections are varied, either formed by
affixation, or apophony; some plurals are irregular
(Table 7).

There are no articles in Berber. Definiteness is con-
textually inferrable, word order playing a role in the
matter. Anaphoric and deictic particles appear where
necessary to disambiguate.

All verbs are completed with a personal or parti-
cipial affix. Therefore, the minimal utterance is com-
posed of a root, always inflected for aspect, and its
obligatory personal affix (and accusative and dative
clitics where applicable):

Adjective Verb Root Adj. Scheme Adjective
‘white’ i-mlul mil amollal (1) ys-tCa (Tagbayli)
sub.3MSg- cce acc:ac SUB.3MSG-eat.PERFECTIVE
be.white he ate/has eaten
(2) yo-fka yas
SUB.3MPL-give.PERFECTIVE ~ DAT.3SG
t idd
Table 2 Nominal scheme Acc.3MSG  proximal.particle
,, He gave it to her/him
Noun Verb Root Nom. Adjective
Scheme
Constituent Order
‘robber’ y-uk™er kr (agent amak"ar
noun) Such minimal utterances are very frequent in authen-
sub.3MSg- cc am-vec tic speech. However, longer utterances, containing
be.white n h 1 Th imal fi
oun phrases, also appear. e maximal configura-
tion is examplified below, and illustrates the VSO
type:
Table 3 Aspectual inflections (Tagbaylit) (3) ya-tka umyar idriman
SUB.3MSG-give.PERFECTIVE old.man.EA money.EL
Verb  Root Aorist Perfective  Negative Imperfective i umddak™al-is
Perfective to  comrade.EA-POss.3MSG
‘o' dd ddls ddla dal tocid the old man gave (some) money to his
companion
Table 4 Verbal derivation
Stem Prefix Verb Grammar Gloss
kkes + s- Su-kkas caus-take.off.PERFECTIVE ‘made X take off’
‘take off’ + ttw- ttwa-kkos pass-take.off.PERFECTIVE ‘got taken off’
+ my- my-kkas RECIP-take.off.PERFECTIVE ‘took off from each other’
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Table 5 Case

Etat libre (EL) Etat d’annexion (EA)

clause tafunast te-¢¢a to-Cca tafunast
cow.EL suB.3FSa- suB.3FSac-eat.PERFECTIVE
eat.PERFECTIVE cow.EA
(As for) the cow (she) ate/ The cow ate/has eaten.
has eaten.
phrase  axxam umeksa axxam umeoksa

house.EL shepherd.ea
The shepherd’s house

house.EL shepherd.Ea
The shepherd’s house

Table 6 Gender

Noun Form Masculine Feminine
diminutive/ axxam ‘house’ taxxamt ‘small house/
partitive room’

collective vs. item/ azemmur ‘olives’ tazemmurt ‘olive tree’

Table 7 Number

Number ‘house’ ‘braid’ ‘heart’ ‘town’
singular axxam asaru ul tamdint
plural ixxamen isura ulawan timdinin

Only a few quantitative studies on word order have
been conducted. Among them, Mettouchi (to appear
a) showed that in Tagbaylit, word order was in fact
pragmatically motivated. This motivation is also
probably true of other dialects. The following table
(where V actually stands for a minimal utterance
(root+personal affix)) shows the various configura-
tions encountered in authentic speech (Table 8).

This table shows that, whereas the characterization
of Berber (here Tagbaylit) as a VO language seems to
hold, the status and position of the ‘subject’ is some-
what more problematic: almost one-fourth of the
utterances can appear without one. This special
behavior of the subject in Berber has long been recog-
nized in Berber studies. Thus, traditionally, it is the
personal affix that is considered as the real subject
(and not as an agreement marker), whereas the pre-
verbal coreferential nominal is called ‘indicateur de
théme’ and the postverbal coreferential nominal
‘complément explicatif’ (Galand, 1964/2002). The
positions of nominal constituents are determined to
a large extent by pragmatic and semantic factors.
Tagbaylit can therefore be considered as a noncon-
figurational language, and more precisely, as a pro-
nominal argument language. Quantitative studies

Table 8 Constituent order found in a conversational excerpt
(143 third-person verbal predications)

Vs 1% v ov VO
60 25 35 1 22
42% 17.5%
(incl. VSO 3%) (incl. SVO 2%) 24.5% 0.5% 15.5%
85 58
59.5% 40.5%
Table 9 Participial circumfixes
Air Singular Plural Tagbaylit ~ Singular  Plural
Tuareg
masc. y—n masc.
y -n
nin
fem. t -t fem.

must be conducted on other dialects to see whether
this characterization is valid for Berber as a whole.

Berber is head marking at the level of the clause,
but dependent marking at the level of the phrase. At
the level of the phrase, Berber is also more rigid, and
has the following properties among Greenberg’s uni-
versals: it has prepositions, the possessor follows the
possessee, the modifier (as well as relative clauses)
follows the head noun and affixes are mostly prefixes.

Relative clauses (Galand, 1988) are distinguished
according to the status of the antecedent: if it is
coreferential to the subject of the relative clause, a
participle is used. This form is composed of a root
inflected for aspect, and an invariant circumfix (in
Tagbaylit), or a limited set of affixes (in Tuareg)
(Table 9).

In some syntactic contexts (relative clauses, inter-
rogation, negation, TAM preverbs), clitics change
position and attach themselves to the new head of
the sentence (negative marker, interrogative pronouns
or relativizer, preverb). This phenomenon of clitic-
climbing is exemplified below:

(4) ad as t idd
irrealis DAT.3SG Acc.3MSG proximal.particle
yo-fk
SUB.3MSG-give.PERFECTIVE
He will give it to her/him

Predicate Nominals and Related Constructions

Verbs very often are the center of predication, but
predicates can also be nonverbal. Nouns, adjectives,
and free pronouns can function as predicates.
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Attribution is marked, either, as in Tuareg, through
a simple juxtaposition of nouns

(5) Masa amyar n  Ahaggar
Misa  chief.El.  of Ahbaggar
Miisa is the chief of Ahaggar

or, as in most Northern Berber dialects, thanks to a
special invariant copula (particle):

(6) d
predicative.particle
It’s my share

amur-iw
share.EL-my

Focus constructions are mostly based on attributive
clauses (Tagbaylit):

(7) d amur-iw i
predicative.particle ~ share.kL-my  relator
dd y-uk™or

prox.particle  sUB.3MSG-steal . PERFECTIVE
It’s my share that he stole

But focus-fronting (traditionally called ‘anticipation
renforcée’) is also encountered (Tuareg):

(8) tagolla a to-ksa
bread DEMONSTRATIVE SUB.3FSG-eat.PERFECTIVE
tomyart
old-woman.ea
It’s bread that the old woman has eaten

Attributive predication can also be expressed
thanks to a special category of verbs, quality verbs,
which are only alive in some dialects, among them
Tagbaylit. This category represents approximately 60
verbs, mostly referring to size and color, but also to
other, more unexpected, semantic domains (Chaker,
1983: 117-118). It is characterized morphologically
by a special suffixal conjugation in the perfective, in
the 3rd person and the plural. Here is the paradigm of
affixes for the verb moqq*r ‘be big’ (Table 10).

Table 10 Quality verbs

Person Singular Plural

1 meqq"r-y

2 maqq"r-d meqq”r-it
3M meqq*r

3F meqq”r-t

Table 11 Basic aspectual opposition

‘Existence’ is marked thanks to the verb ili ‘be,’
‘exist,” in the perfective (Tagbaylit).

(9) lla-n
exist.PERFECTIVE-SUB.3MPL
There is water

waman
waters.EA

Location can be predicated thanks to the associa-
tion of an interrogative pronoun and an accusative
clitic (Tagbaylit):

umur-iw?
share.EA-my?

(10) anda t
where  Acc.3MSc
where is my share?

Possession is mostly predicated through the associ-
ation of a preposition and a special personal affix
(Tagbaylit):

(11) yur-s sin
with-him  two
He has two oxen

yozgaron
oxen.EA

Aspect

Berber dialects are basically aspectual, with evolu-
tions towards tensedness in some of them (Tachelhit,
cf. Leguil, 1992). A. Basset (1929, 1952/1969) was
the first to reconstruct the basic ternary system of
Berber, which opposes three forms: aorist (‘aoriste
simple’), perfective (‘accompli,” ‘prétérit’), and imper-
fective (‘inaccompli,” ‘aoriste intensif’) (Table 11).

All dialects have a special negative form (negative
perfective, called ‘accompli négatif’ or ‘prétérit néga-
tif’) that is used instead of the perfective after
the negative marker. Some dialects also have second-
ary, more recent, forms: negative imperfective
(‘inaccompli négatif’), and resultative perfective
(‘accompli résultatif’). Here is for instance the full
system of Tuareg (Table 12).

In all dialects, those forms are preverbed by TAM
markers, giving rise to various configurations. Taking
into account the preverbs is absolutely necessary to
describe properly the oppositions at stake in Berber
(Chaker, 1997). Among those preverbs, the most fre-
quent cross-dialectally are ad (irrealis), rad (future),
and la (progressive). They stem from ancient deictic
or locative markers, and from auxiliaries.

Moreover, verbal negation (u#7) acts on those oppo-
sitions, giving rise to asymmetries (Mettouchi, to

Aorist Perfective

Imperfective

y-ak"ar
suB.3MSa-steal.aorist
neutral/indefinite

y-uker

suB.3MSa-steal.perfective
punctual/definite/completed

yo-ttak™er
suB.3MSa-steal.imperfective
durative/iterative/habitual/progressive
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Table 12 Air Tuareg aspectual bases

Roots Aorist Perfective Perfect Neg. Perfective Imperfective Neg. Imperfective
rtk, ‘fall’ -rtok- -rtak- -rtaak- -rtek- -raattak- -rottok-
g, ‘do’ -g(u)- -ge/a/e- -gee/aa- -ge/a/e- -taagg(u)- -tagg(u)-

Table 13 Negation and aspectual asymmetry in Tagbaylit?

Positive Negative

aorist a wer + aorist (optative)
(optative, imperative) <1%

1%

ad + aorist ur + imperfective

30% 37%

la/ad/@ + imperfective

16%

perfective ur + negative perfective
53% 63%

100% of positive utterances 100% of negative utterances

4Frequency counts are based on a conversational corpus.

appear b). Here are, for instance, the actual opposi-
tions encountered in Tagbaylit (Table 13).

Further Resources

A systematic, regular bibliographic orientation can
be found in the Annuaire de I'Afrigue du Nord
(Paris, CNRS) since 1965 (volume IV), edited by
Lionel Galand, then Salem Chaker and Claude Bre-
nier-Estrine. There is also a recent, very com-
plete bibliographic recapitulation in Langues et
littératures berbéres des origines a nos jours.
Bibliographie internationale (Paris, Ibis Press, 1997),
and a bibliographic database developed by Salem
Chaker, that can be queried online on the Internet
site of the Berber Research Center.
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Bikol refers to a group of three related Austronesian
languages spoken in the Bikol Region of the south-
ern Luzon peninsula of the Philippines, one of the
central Philippines’ most dialectally diverse areas. As
a branch of the Central Philippine subgroup, Bikol is
coordinate with the Tagalog and Bisayan branches.
The Bikol branch contains 2 of the 12 major Philip-
pine languages (i.e., those having more than 1 million
speakers), with Northern Bikol (Central Bicolano)
(including the standard Bikol of the cities of Naga
and Legaspi) having 2.5 million speakers, and South-
ern Bikol (Bicolano, Albay), with about 1 million
speakers. A third language, Northern Catanduanes
Bikol (Bicolano, Northern Catanduanes), has a popu-
lation of approximately 100 000. Most speakers of a
Bikol language simply refer to their language as
‘Bikol” without any further distinction of the specific
language or dialect they speak. Furthermore, the
name Bikol is also used by native speakers to refer
to two dialects in central and southern Sorsogon
province, even though these dialects are generally
classified as Central Bisayan dialects with heavy
lexical borrowing from Bikol.

All of the Bikol languages are spoken natively
solely within the Bikol Region, a political unit that
includes the six provinces of Camarines Norte,
Camarines Sur, Albay, Sorsogon, Catanduanes, and
Masbate. The Northern Bikol language consists
mainly of dialects spoken in and around the major
centers of Naga, Legaspi, Daet, and Virac, along
with the entire northern coast of the Bikol peninsula
from Vinzons in Camarines Norte to Prieto Diaz in
Sorsogon, as well as in the town of San Pascual
in Masbate Province, and Magallanes in central

Salama P (1993). ‘A propos d’une inscription libyque du
Musée des Antiquités d’Alger.” In GLECS 15: A la croisée
des études libyco-berbéres: melange offerts a Paulette
Galand-Pernet et Lionel Galand. Paris: Geuthner.
127-140.

Relevant Website

http://194.167.236.5/pub/enseignements/langues/afrique/
berbere — Berber Research Center.

Sorsogon. The Southern Bikol language consists of
the Rinconada and Buhi-non dialects of southeastern
Camarines Sur, the Miraya dialects in southwestern
Albay and Donsol town in northwestern Sorsogon
province, and the dialect of Libon, Albay. The North-
ern Catanduanes language is spoken in the northern
half of the island of Catanduanes.

The standard dialect of the Bikol Region is the
dialect of the cities of Naga and Legaspi, referred to
as ‘Bikol Naga’ in the towns closer to Naga and as
‘Bikol Legaspi’ in the towns closer to Legaspi. The
origin of this dialect’s status can be traced to the end
of the 16th century when Naga (formerly Nueva
Caceres) was one of only three officially designated
ciudades and the seat of one of only three bishops
outside of Manila. (Doeppers, 1972) This dialect is
still used by the church throughout the Bikol Region
to the exclusion of all other varieties of Bikol. With
the exception of Bikol Naga, most of the speech vari-
eties of the Bikol Region are underdocumented. The
only works that have been published on other dialects
are a short description (Yamada, 1972) and textbook
(Portugal, 2000) for Buhi-non, and a phrasebook
(Lobel and Bucad, 2001b) for Rinconada.

The Bikol language (Naga dialect) was first docu-
mented by Marcos de Lisboa (d. 1622), whose Voca-
bulario de la lengua Bicol was published posthumously
in 1754 and republished in 18635. Lisboa’s work was
preceded in print by Andres de San Agustin’s (d. 1649)
Arte de la lengua Bicol, first published in 1647, and
republished in 1739, 1795, and 1879. Together, these
two works represent the basis of nearly everything
written about the Bikol language prior to the 20th
century.

The major modern works on Bikol include a text-
book (Mintz, 1971a), a grammar description (Mintz,
1971b, 1973), a dictionary (Mintz and del Rosario
Britanico, 1985), and two descriptions of dialectol-
ogy (McFarland, 1974 and Lobel and Tria, 2000).
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Table 1 Standard Bikol pronouns

Person and number

Nominative case

Genitive case

Oblique case

1st singular

2nd singular

3rd singular

1st exclusive? plural
1st inclusive? plural
2nd plural

3rd plural

akoé

ika, ka®
siya
kami
kita
kamo
sinda

ko? (OBik nyako)
mo (OBik nimo)
niya

mi, nyamo

ta, nyato

nindé

ninda

sako, sakuya
saimo

saiya

samod, samuya
sato, satlya
saindo

sainda

4Inclusive pronouns include the addressee, while exclusive pronouns do not.
®The portmanteau pronoun takd replaces the ungrammatical sequence *ko ka.

Table 2 Standard Bikol case markers

Case Reference Bikol Naga marker Bikol Legaspi marker
Nominative — referential an an
+ referential Si su
Genitive — referential nin ki
+ referential kan kan
Oblique sa sa
Table 3 Standard Bikol demonstratives
Location of person/object Nominative Genitive Oblique Locational
Near speaker ini ‘this’ kaini ‘this’ digdi, igdi yaon digdi (Bikol Naga) anion digdi (Bikol Legaspi) ‘is
‘here’ here’
Near addressee, far from iyan, an kaiyan, kan diyan ‘there’ yaon diyan (Bikol Naga) uya diyan (Bikol Legaspi) ‘is
speaker ‘that’ ‘that’ there’
Far from both speaker and idto ‘that kaidté ‘that duman ‘there yaon duman (Bikol Naga) idtoén duman (Bikol
addressee (far)’ (far)’ (far)’ Legaspi) ‘is there (far)’

Table 4 Standard Bikol focus-mood-aspect morphology

Mood Aspect Actor Object Object focus (2)/Beneficiary Location
focus focus (1) focus focus
Indicative infinitive mag- -on i- -an
past/perfective nag- pig- (i)pig- pig-...-an
-in- i-...-in- -in-...-an
present/progressive nag-R- pig-R- (i)pig-R- pig-R-...-an
-in-R- -in-R-.. .-an
future ma- R-...-n i-R- R-...-an
imperative -um-/o- -a -an -i
negative mag- pag-...-on ipag- pag-...-an
negative imperative pag- pag-...-a pag-...-an pag-.. .-i
Abilitative/Accidental infinitive maka- ma- ika- ma-...-an
past/perfective naka- na- ikina- na-...-an
present/progressive nakaka- na-R- ikinaka- na-R-...-an
future makaka- ma-R- ikaka- ma-R-.. .-an

With the exception of the dialectology studies, all of
these works concentrate exclusively on the standard
Bikol of Naga or Legaspi.

During the first part of the 20th century, the Bikol
Region was home to a relatively bustling literary

scene, but today there are only scattered efforts at
reviving a written tradition, and very little can be
found in print in the Bikol language other than the
Bible and other religion-related materials. In the past
decade, there have been efforts to introduce Bikol
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language subjects in the schools, and several univer-
sities have offered electives in Bikol Language and
Literature in recent years. In general, the local variety
of Bikol is still the language of most daily transac-
tions, with Tagalog and English being confined to
educational institutions, most forms of media, and
higher-level business and government transactions.

Bikol has the basic Central Philippine-type phonol-
ogy with 16 consonants/pbmwtdnslrykgng?h/,
three vowels / a i u/, contrastive stress, and contras-
tive length. Some dialects of Southern Bikol have
preserved a fourth vowel as a reflex of PAn *e, usu-
ally realized as a high, central tense vowel /#/ but also
realized as /o/ in Libon. Two dialects have an extra
consonant phoneme: Southern Catanduanes, which
has an interdental lateral, and Buhi-non, which has
a voiced velar fricative. The Bikol orthography is
largely phonemic except that it does not represent
stress, length, or the glottal stop.

Bikol is agglutinative, with a complex system of
verbal morphology expressing a wide variety of
semantic and syntactic contrasts. Although some-
times analyzed as ergative, these languages are prob-
ably of a separate type called Symmetrical Voice
Languages in which multiple voice distinctions exist,
yet none can be considered more basic than the
other (Himmelmann, to appear). Like most other
Philippine languages, there are four main verbal
voices or ‘focuses’ (Actor, Object, Location, and
Beneficiary) and three case distinctions (Nominative,
Genitive, and Oblique) marked on Noun Phrases,
name phrases, and pronouns by an introductory
morpheme. Nouns, adjectives, and verbs distin-
guish between singular, plural, and in some cases,
dual, and verbs may also be marked for reciprocal
action. A number of other meanings can be marked
by verbal affixes, including accidental, abilitative,
distributive, repetitive, causative, social, diminutive,
and infrequentive. Tense-aspect-mood distinctions
include infinitive, past/perfective, present/progressive,
future, imperative, negative, and negative impera-
tive. Both reduplication and repetition are productive
mechanisms that can denote diminutive, repetitive,
and intensive meanings, among others. Refer to
tables 1-4 for more information about: pronouns,
case markers, demonstratives, and focus-mood-aspect
morphology.

The Bikol languages have much the same grammat-
ical structure as Tagalog, except for (a) a preference
for inflecting verbs for plural actors (with the infix
-Vr-), (b) the existence of distinct imperative forms,
(c) the indication of repetitive action by a verbal affix
(-para-), and (d) a more elaborate system of case
markers that distinguish between referential and
nonreferential, and in some dialects, past vs. nonpast.

A noteworthy feature of the Bikol languages is the
presence of a speech register reserved for use in anger
(Mintz, 1991, Lobel to appear). The lexicon of this
angry register is usually either loosely derived or to-
tally unrelated to their normal, nonangry equivalents.
As such, an utterance by an angry speaker may hardly
resemble an utterance with the same meaning spoken
by a nonangry speaker.
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Bislama, an English-lexifier pidgin-creole, is the na-
tional language of Vanuatu, a republic in the south-
west Pacific within the region of Melanesia. Along
with English and French, it is also one of the official
languages of the country. As the national language, it
is spoken by the majority of the population as either
a first or second language. There are as many as 100
distinct languages spoken in Vanuatu (81 actively
spoken languages according to Lynch and Crowley,
2001) for a population of only 186 678 (1999 cen-
sus), and as a result Bislama is vital as a lingua franca
between speakers of different language groups. In
urban areas and even in some rural areas, it is fast
becoming the main language used in daily life.
According to the 1999 census, in urban areas, where
there is a great deal of intermarriage, Bislama is the
main language used at home in 58% of households;
in rural areas, this figure is considerably lower, at
13.3%. However, even in the most remote areas of
the country only a minority of elderly people are not
fluent in Bislama. Currently, English and French are
the principal languages of education in Vanuatu
and Bislama is generally banned in schools. How-
ever, Bislama is used for many other government
and community services. For example, the majority
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of radio broadcasts are in Bislama, although only
some of the content of newspapers is published in
Bislama. Parliamentary debates are conducted in the
language, as are local island court cases.

Bislama is a dialect of Melanesian Pidgin, mutually
intelligible with Solomons Pijin (Pijin), spoken in
Solomon Islands, and Tok Pisin, spoken in Papua
New Guinea. Thus, the language is not just an impor-
tant lingua franca of Vanuatu, but also a common
regional language that allows for communication
among most peoples of Melanesia. Only in New
Caledonia is Melanesian Pidgin not spoken.

The formation and development of Bislama, and of
Melanesian Pidgin generally, took place within
Vanuatu and other regions of Melanesia and also in
Australia and other countries of the Pacific. A pidgin
first started to emerge in Vanuatu (known as the New
Hebrides at the time) in the mid-1800s as a result of
the sandalwood and sea slug trade. Further develop-
ment took place in the second half of the 19th centu-
ry, with increasing numbers of Ni-Vanuatu being
recruited to work on plantations both inside Vanuatu
and in other areas of the Pacific, particularly in
the sugarcane plantations of Queensland and Fiji
(Crowley, 1990a). During the early decades of the
20th century, the language stabilized, such that its
structure today is very close to what it was then.
The status of and need for Bislama as a lingua franca
within the country increased in the period leading
up to independence in 1980, to the extent that today
it has become the unifying language of the nation.
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The majority of the Bislama lexicon, approximately
84-90%, is derived from English, reflecting its histo-
ry of development alongside English-speaking traders,
plantation owners, and colonists. Only approximately
3.75% of the vocabulary originates from the vernac-
ular languages and 6-12% derives from French
(Crowley, 2004). Of those words that derive from
local languages, the majority describe cultural arti-
facts and concepts and endemic floral and faunal
species that have no common names in English, such
as nasara ‘ceremonial ground,” navele ‘Barringtonia
edulis,’ and nambilak ‘buff-banded rail.” Note that
many of these words start with #na-, the form of an
article or noun marker in many Vanuatu languages.

Although the majority of the lexicon is derived
from English, the grammar of Bislama is greatly influ-
enced by the vernacular languages. For example, in
the pronominal system there is an inclusive-exclusive
distinction in the first person, yumi ‘we (inclusive)’ is
distinguished from mifala ‘we (exclusive).” Dual and
trial number is also distinguished from the plural, as
yutufala ‘you (two),” yutrifala ‘you (three),” and
yufala ‘you (pl.).” Another feature that Bislama inher-
its from the substratum languages is reduplication.
Reduplication is a productive process for both verbs
and adjectives, but it is rarer for nouns. In verbs,
reduplication can mark an action as being continu-
ous, habitual, reciprocal, or random. It can mark
intensity in both verbs and adjectives, and it also
marks plurality in adjectives.

Like English and many Vanuatu languages,
Bislama is characterized by AVO/SV word order,
and this is the only means of recognizing the subject
and object of the clause. Peripheral arguments are
marked by prepositions. The preposition long has
a wide general use; it marks the locative, allative,
ablative, and dative. It can also mark the object of
comparison in a comparative construction, the in-
strumental, and a number of other less easily de-
fined functions. The preposition blong also has a

Brahui
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The word ‘Brahui’ designates both a language and
its speakers. Brahui is the conventional spelling for
the phonetically more correct Braho1/Brahai. The lan-
guage is a member of the Dravidian family; more

number of functions, marking the possessor in a
possessive construction, a part-whole relationship,
and a purposive role. Prepositions marking other
semantic roles are wetem ‘with’ (instrumental and
comitative), from ‘for, because of’ (reason), and
olsem ‘like’ (similitive).

As is true of most pidgin languages, there is little
marking of tense, aspect, and mood. The preverbal
markers bin and bae mark the past and future tense,
respectively. However, it is possible for an unmarked
verb, preceded only by its subject, to indicate either
past, present, or future tense, depending on the con-
text. A number of auxiliaries also occur, with as-
pectual or modal functions, such as stap, marking
a continuous or habitual action; mas ‘must’; save
‘be able’; and wantem ‘want.” Verb serialization is
a productive process in Bislama, encoding various
meanings and functions such as a cause-effect
relationship; a causative; or direction, position, or
manner of action.
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specifically, it belongs to the North Dravidian sub-
group, of which the other two members are Kurux
and Malto. The Brahuis live mainly in the Baluchistan
and Sind provinces of Pakistan, but some are found
also in Afghanistan (Sorawak desert) and Iran (Sistan
area). It is estimated that there are about 700 000
Brahui tribesmen, of whom only about 300000
speak the language. Even those who speak Brahui
are bilinguals in either Balochi or Siraki. There are
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two views current among the scholars to explain the
location of Brahui, which is far away from the main
Dravidian area. Whereas one view maintains that the
Brahuis lived where they are now located from
the earliest times, the other holds that they migrated
to the current locations from that part of the main
area that is occupied by the speakers of Kurux and
Malto.

Phonology

The Brahui phonological system contains eight
vowels and 28 consonants (see Tables 1 and 2).
Proto-Dravidian short *e and short *o have been
removed from the Brahui vowel system under the
influence of Balochi; *e developed into i/a and *o
developed into u/al6 (the exact conditionings are not
known). The é and 6 have shorter (and somewhat
lower) allophones before a consonant cluster.

The voiceless stops p, t, and k may optionally be
accompanied by aspiration in all positions (pok/
phoklphokh ‘wasted’); however, aspirated stops in
Indo-Aryan loans sometimes lose their aspiration in
the south (dhobildobi ‘washerman’). The voiceless
lateral L is the most characteristic sound of Brahui
since it does not occur either in Proto-Dravidian
(PDr) or in the neighboring languages of Brahui. It
comes from two sources, PDr (alveolar) */ and (retro-
flex) *I; both of these also show the reflex [ in some
words, the conditioning being unclear because of

Table 1 Vowels of Brahui

Front Central Back

Short Long Short Long Short Long
High i T u a
Mid é 0
Low a a

Table 2 Consonants of Brahui?

the paucity of the data (pal ‘milk> < PDr *pal, teL
‘scorpion’ < PDr *tél). The contrast between L and /
is illustrated in paL ‘milk’ and pal ‘omen.’

One major dialectal division in Brahui involves the
voiceless glottal fricative b; it appears in all positions
in the northern dialects but is replaced in the south by
the glottal stop in initial and intervocalic positions,
and is lost before a consonant or in final position;
the following examples illustrate the variation in the
northern and southern dialects, respectively: hust,
Pust ‘heart’; sahi affat, sa?i affat I don’t know’;
Sahd, sad ‘honey’; and poh, po ‘intelligence.’

Syntax
Word Classes

The following word classes may be recognized for
Brahui: nouns (including pronouns and numerals),
verbs, adjectives, adverbs (including expressives),
particles, and interjections. An adjective normally
occurs before the noun it qualifies but may be shifted
to the postnominal position for the sake of emphasis:

hulli-as

jwan-o

good-INDEF  horse-INDEF
‘good horse’

hulli-as jwan-o
horse-INDEF  good-INDEF
‘good horse’

Nouns and adjectives characteristically distinguish
between definite and indefinite forms. The basic
forms are definite and the corresponding indefinite
ones are derived by adding -6 to the adjective base
and -as to the nominal base, as illustrated in the pre-
ceding examples. A definite adjective that is monosyl-
labic is often strengthened by the addition of -4/-anga:

sun-anga  Sahr
deserted  village
‘deserted village’

Labial Dental Alveolar Retroflex Palatal Velar Glottal (VL)
VL VD VL VD VL VD VL VD VL VD VL VD

Stop p b t d t d c j k g ?

Nasal m n n

Fricative f X G h

Sibilant s z § z

Lateral L |

Trill r

Flap r

Semivowel w y

4Abbreviations: VD, voiced; VL, voiceless.
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An indefinite adjective can function also as a noun:

ball-6
big-INDEF
‘big (one)’

An adverb occurs before the verb. Adverbs may
be divided into those of (1) time (e.g., dasd ‘now,’
dard ‘yesterday’, ayno ‘today’, pagga ‘tomorrow’),
(2) place (e.g., monati ‘forward’), and (3) manner
(e.g., dawn ‘thus’). For particles, the enclitic pro-
nouns are very commonly used in Brahui. Whereas
those for the third person are used in dialects through-
out the Brahui area, those for the first and the second
persons are more common in the Jahlawan dialect.
They are suffixed to nouns or verbs. When added to a
noun, they carry the sense of a pronoun in the genitive
case; when added to a verb, they signal the direct or
indirect object. The forms are: 156 + ka ‘my’, 2sG + né
‘your,” 3sG + ta ‘his/her/its’, 3pL + ¢ta ‘their’ (there are
no plurals in the first and second persons):

mal-é + ka
SON-ACC/DAT + 1ENCL
‘my son (accus.)/to my son’

xalkus + ka.
strike-PAST-25G + 1ENCL
‘You struck me.’

Word Order

The favored word order in Brahui is subject-object-
verb:

1 da karemeé kar-o1 ut
I this work do-NoM  be.lsG
‘I must do this work.’

Sentences Without the Copular Verb

Like most of the other Dravidian languages (espe-
cially the southern ones), Brahui contains sentences
without the copula in certain contexts:

numa Sahr-ati at ura/os

your  village-Loc how many house

‘How many houses are there in your
village?’

Gender and Number

Brahui, like Toda of South Dravidian, has no gender
distinction, but number (singular versus plural) is
distinguished (see later, Plural Suffixes). The original
neuter forms (both singular and plural) of the third
person are retained to refer to all categories: 6(d) ‘he/
she/it’ (cf. Ta(mil). atu ‘it’, Te(legu). adi ‘she, it’) and
ofk ‘they’ (cf. Ta. av(ay), Te. avi ‘they (NEUT)’).

Agreement

A finite verb shows agreement with the subject
pronoun for person and number (see Table 3).

Noun Morphology

A nominal base is followed by the plural suffix when
plurality has to be expressed and then by a case suffix;
a postposition is normally attached to the genitive
form of a noun.

Plural Suffix

The plural suffix is -k (variant -ak) in the nomina-
tive but -té- before a nonnominative case suffix (see
Table 4); as in the South Dravidian languages, use of
the plural suffix is optional when plurality is
understood from the context:

ira  mar/ma-k (<*mar-k)
two  son/son-pL
‘two sons’

Case Suffixes and Postpositions

The nominative is unmarked; locative I means ‘in’
and locative II means ‘on, by’ (Table 4 shows all of

Table 3 Finite tenses of tix- ‘to put’

Tense Singular Plural
Past

1. tix-a+t 'l put’ tix-a+n

2. tix-a+ s tix-a-+re

3. tix-a tix-a+r
Imperfect

1. tix-a+ t-a ‘| was putting’ tix-d+ n-a

2. tix-a+ s-a tix-a-+re

3. tix-ak-a tix-a+ r-a
Pluperfect

1. tix-a+ sut ‘1 had put’ tix-a+ sun

2. tix-a+ sus tix-a+ sure

3. tix-a+ sas tix-&+ sur
Perfect

1. tix-a-n+ ut ‘| have put’ tix-a&-n+ un

2. tix-8-n+ us tix-&-n+ ure

3. tix-a-n+ e tix-a&-n+a
Present indefinite

1. tix-Fv ‘I may put’ tix-i-n

2. tix-i-s tix-i-re

3. tix-e tix-i-r
Future

1. tix-o-t ‘1 will put’ tix-o-n

2. tix-0-s tix-o-re

3. tix-o-e tix-o-r
Nonpast negative

1. tix-pa-r ‘| will not put’ tix-pa-n

2. tix-p-és tix-p-ére

3. tix-p tix-pa-s
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Table 4 Case forms of xal ‘stone’

Case Singular Plural
Nominative xal xal-k
Accusative-dative xal-é xal-té
Instrumental xal-at xal-t-at
Comitative xal-to xal-té-to
Ablative xal-an xal-te-an
Genitive xal-na xal-ta
Locative | xal(a)tt xal-te-tr
Locative Il xala(r) xal-té-a(7)

the case forms of xal ‘stone’). The following example
shows postpositions:

ka-ni némaGai
my towards
‘towards me’

There are also a few prepositions, such as bé(d) ‘with-
out,” of Perso-Arabic origin that have entered Brahui
through Balochi.

Pronouns

All of the pronouns are of Dravidian origin; however,
Brahui developed postclitic forms of personal
and demonstrative pronouns under the influence of
Balochi (see preceding discussion, Word Classes).
The first-person personal pronouns are 7 ‘I’ and nan
‘we’; the second-person personal pronouns are ni
‘you(singular)’ and num ‘you (plural).” There is only
the singular reflexive pronoun, tén ‘self’. The interrog-
ative pronouns are der ‘who?’ and ant ‘what?’. The
third-person forms show a threefold deictic distinc-
tion: proximal da(d) ‘(one) who is here’ (plural dafk),
medial &(d) ‘(one) who is at some distance’ (plural efk),
and distal 6(d) ‘(one) who is far off’ (plural ofk).

Numerals

Only the cardinal numbers for one, two, and three are
of Dravidian origin (the forms without the final ¢ of
these function as adjectives); all others are borrowed
from Balochi. The number ‘1’ is asi(z), ‘2’ is ira(t), and
3’ 1s musi(t).

Verb Morphology
Verb Bases

A verb base in Brahui may be simple or complex.
The complex base is formed from the simple one
by the addition of the transitive-causative suffix
-if (conditioned variant: -f). This suffix converts
an intransitive into a transitive and an underived tran-
sitive into the corresponding causative; it is, there-
fore, possible to use the suffix twice in a sequence,

e.g., bin- ‘to hear,’ bin-if- ‘to cause to hear,’ ka?-
‘to die,” kas-f- ‘to kill,” and kas-f-if- ‘to cause (some-
one) to kill.”

Finite Verbs

There are four kinds of past tense (past, imperfect,
pluperfect, and perfect), each with different shades of
meaning, and all of them are periphrastic construc-
tions involving the ‘be’ verb. The past stem, which
is the basis for all of these, is formed by adding to
the base -b- (conditioned variants: -é-, -k-, -g-, -is-, -s-,
-ss-). The following formulas give the structures of
these tenses:

1. Past: past stem + present of ann- ‘to be.’

2. Imperfect: past +a.

3. Pluperfect: past stem + past of ann- ‘to be.’

4. Perfect: past stem + (u#)n + present of ann- ‘to be.’

The present indefinite, the future, and the nonpast
negative are morphological constructions with the
following structures (these and the previously men-
tioned tenses are illustrated in Table 3 with the verb
base tix- ‘to put’):

1. Present indefinite: verb base + i + personal suffix.
2. Future: verb base + o + personal suffix.

3. Nonpast negative: verb base + pa + personal
suffix.
There are some other syntactic constructions

involving ann- ‘to be’ that need not be mentioned
here. One noteworthy feature of Brahui is the
strategy of suffixing -a to form one type of finite
verb from another. The imperfect present-future and
the negative present-future are thus formed from the
past present-indefinite and the nonpast negative,
respectively.

The imperative suffixes are 2sG -g, 2pL -bo
(conditioned variant: -ibo):

tix

put-2sG

‘Put!’

tix-bo
put-2pL
‘Put (plural)?

The corresponding negative imperative has the nega-
tive suffix -pa- (conditioned variant: -fa-) between the
base and the imperative suffix:

tix-pa

PpUt-NEG-25G

‘Don’t put (singular)!’
tix-pa-bo

put-NEG-2PL

‘Don’t put (plural)!’
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Nonfinite Verbs

The present adverb has the suffix -isa:
bis-isa
bake-PRES ADV
‘baking’

The present adjective has the suffix -ok:

bin-ok
hear-prRES AD]
‘that hear(s)’

The infinitive-cum-action noun is formed by adding
-ing (conditioned variant: -eng) to the verb base:
bin-ing
hear-INF/VN
‘to hear, hearing’
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Breton (brezoneg, brezhoneg) belongs to the Brythonic
branch of the Celtic languages. It is spoken in Lower
Brittany, and its linguistic border is the western-
most limit of the withdrawal of Celtic before Roman
expansion.

Breton has long been considered the continuation
of Gaulish. Linguistic studies in the 19th century
smothered all purported genetic connection between
Breton and French and also any close relationship
to Gaulish. Some historians argued that Breton had
been imported whole by immigrants from Britain into
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a thoroughly romanized Armorica. Modern Celtic
studies confirmed the view that Breton was a late
offshoot of British Celtic. We now know that emigra-
tion from Britain began before the Saxon invasions,
so that most scholars acknowledge that Breton is
rooted in Armorican Gaulish, absorbing different
varieties of British Celtic.

A traditional view of the language purports the exis-
tence of a unified old Breton, supposed to have split
into four dialects, named after the dioceses as they
existed before the 1789 French Revolution: Léonais
for the diocese of Léon, Trégorrois for Tréguier,
Cornouaillais for Cornouaille, and Vannetais for
Vannes. There are, in fact, two major dialect groups:
(1) KLT - Cornouaille (Kerne), Léon, Trégor and
(2) Vannetais, the western border of which is the river
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Ellé. Falc’hun (1962, 1981) has reported the existence
of an intermediate dialect centered on Carhaix, the
meeting point of all the major roads, and constituting
a bridge between remote linguistic forms, like the
reflexes of the dental spirants from old Celtic *# and
*d. Léon deiz ‘day’ and dervez ‘duration of a day’
(Welsh dydd and dyddwaith) are far removed from
vannetais de and desueh. The central forms are de and
devez, dropping z from *d as in vannetais, but keeping
z from *t as in Léon. The primitive twofold partition
could reflect the difference between Osismii and
Venetes Gaulish, the latter keeping closer to Armorican.

An intensity stress generally falls on the penulti-
mate in the northwest, whereas in the Southeast a
pitch stress affects the last syllable, not unlike French.

Voiceless consonants and /m/ are fortes, voiced spir-
ants are lenes, and voiced stops and /l/, /n/ and /r/ can be
either. Vowels are short before fortes and long before
lenes when stressed. One can thus oppose ar zal ‘the
room’ (long [a:], weak [1]) and zall ‘salted’ (short [a],
strong [l]). There can be up to eight phonemic nasal
vowels, which are not borrowings from French, but
archaic features, as in haiv ‘summer’.

Primitive consonants were weakened, especially
between vowels. These changes survived the loss of
final syllables, turning a simple phonetic mechanism
into a grammatical device called ‘lenition,’ so that the
initial consonants of feminine words are lenited after
the article — originally ending in a vowel — and also
the following adjective: mamm ‘mother,” mad ‘good,’
ar vamm vad ‘the good mother.” The geminate voice-
less fortes became voiceless spirants, giving rise to the
spirant mutation: penn ‘head,” he fenn ‘her head.
Another sandhi phenomenon caused the so-called
provective mutation: a final -b in hob ‘your’ devoices
a following voiced initial consonant, as in bugel
‘child,” ho(h) pugel ‘your child.’

Final consonants are devoiced before pause. Ma zad
‘my father’ keeps a long [a:], but a devoiced -d when
final, the voice being restored when the utterance
is followed by a vowel as in ma zad eo ‘(he) is my
father’. All voiceless consonants are voiced before a
vowel or I, m, n, and . Native Breton speakers are
readily recognizable in French when they pronounce
toud’ la z’maine for toute la semaine ‘during the
whole week.’

English and Breton grammars show striking
similarities; for example, both use a compulsory peri-
phrastic progressive in opposition to a simple present:
Ma breur ne gan ket ‘my brother does not sing’ vs. ma
breur n’ema ket o kana ‘my brother is not singing.’

The lexis is basically Celtic (dorn ‘fist, hand’, Welsh
dwrn, Gaelic dorn; den ‘person’, Welsh dyn, Gaelic
duine). About 500 common words are Latin borrow-
ings (taol <tabula ‘table,” spered < spiritus ‘mind,’

kistin < castanea ‘chestnut’). For centuries, a flow
of romance and French words has enriched the
language, very much like in English. Some words
have been kept in both languages while disappearing
from French; for example, skourje ‘whip’ from
escourgée, écourgée, English scourge. The most im-
portant borrowings are the numerous affixes, taken
both from Latin (-adur < -atura as in skub-adur
‘sweepings’) and French (lenn-abl ‘read-able’).

Polls carried out in 1991 and 1997 show that from
1950 to 1990, the percentage of Breton speakers has
decreased from about roughly 70 to 20% of the pop-
ulation. In 2004, it is estimated that about 250000
persons are able to speak the language, and most
of them are over 60 years old. French has become
dominant because of the unprecedented social and
agricultural revolution occurring in Brittany.

Before 1941, there existed two written forms,
called at the time ‘breton vannetais’ and ‘bas-breton,’
which had been developed in the two Jesuit colleges
of Quimper and Vannes in the 17th century; each
form had its own grammars, dictionaries, and litera-
ture. In 1941 the peurunvan ‘totally unified’ orthog-
raphy was established. ‘Cat,” kaz in KLT and kab in
vannetais, would be spelled kazh. A new spelling
called ‘orthographe universitaire,” which was closer
to the spoken language, was created in 1954. Finally,
a third orthography, etrerannyezbel ‘interdialectal,’
was created in the 1970s to take into account all
regional differences.

Both the French State and the Breton Regional
Assembly have encouraged publishing in the Breton
language in the last 30 years, and Breton is partially
used on local state-owned (France-Bleu Breiz Izel)
and private radio (like Radio Kerne) and television
stations (France 3).

Degrees in Breton, at all levels, are delivered in
Rennes and Brest. Breton language teachers have
been recruited since 1982 to teach in the secondary
schools. Breton is taught to about 5000 children at the
primary level in a few bilingual classes in public and
Catholic schools, and the private Diwan schools
teach mostly through Breton. However, less than
1% of Breton children benefit from this bilingual
education.
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Bulgarian is a South Slavic language, along with
Slovene (Slovenian), Macedonian, and the Serb-
Croatian linguistic complex. Geographically Bulgari-
an is also a Balkan language and shares a number of
phonetic, grammatical, and lexical features with
Rumanian (Romanian), Greek, and Albanian. For
instance, Rumanian and Albanian have schwa in
stressed syllables and so does Bulgarian, the only
Slav language with this property.

Bulgarian has two sets of dialects, Eastern and
Western (further subdivisions are recognized). A major
difference is in the reflexes of the Common Slavic jat
vowel, roughly equivalent to ‘ye’ as in English yet. In
the North Eastern dialects the jat vowel became ja’in a
stressed syllable and followed by a syllable with a back
vowel. Elsewhere it became ‘e.” Standard Bulgarian,
based on the North Eastern dialects, has the ‘ja’ — ‘¢’
alternation, in, e.g., adjectives: bjalo ‘white’ (neuter
singular) versus beli (plural).

The Common Slavic ‘I and ‘r’ plus jer (extra-short
vowel) and syllabic ‘I’ and ‘r’ became “Ur’ and “Ul’ in
polysyllabic words before two consonants and ‘ri” and
‘0’ elsewhere: skiirben ‘sorrowful’; ‘pruv’ (first-person
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masculine) versus ‘ptirva’ (first-person feminine). Con-
sonants are palatalized or non-palatalized, as in other
Slav languages.

Bulgarian has lost the Slavic case-suffixes but has
developed definite articles, attached to the first word
in noun phrases: Bulgarian knigata ‘the book,” kniga
‘a book,” novata kniga ‘the new book,” nova kniga ‘a
new book.” In written Bulgarian masculine nouns
take different subject and oblique forms of the article:
(j)at and (j)a. In spoken Bulgarian (j)at is typically not
used.

Bulgarian has preserved the Indo-European tense-
aspect system of imperfect and aorist alongside the
newer perfective-imperfective system. Typically, im-
perfect suffixes are added to imperfective stems and
aorist suffixes to perfective stems. Bulgarian does
offer examples of perfective stems with imperfect
suffixes in subordinate clauses introduced by, e.g.,
shtom ‘as soon as’ and in main clauses; they express
a completed action that is repeated. The following
example (1) is from Feuillet (1995: 36).

(1) Vecher sedneshe na chardaka
Evening  sit-down-3SG  on  verandah-DO
‘In the evening he would sit down on the
verandah’

Sedn is perfective and -eshe is imperfect.
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There are two future constructions, one for asser-
tions and the other for denials. The former structure
uses the particle shte, derived from the verb xoshto
‘I want/wish.” The meaning ‘want’ is now expressed
by iskam, cognate with the Russian iskat’ ‘search for’.
Compare (2) and (3).

(2a) Dimo  shte dojde utre
Dimo  particle  come-PERF-3SG  tomorrow
‘Dimo will come tomorrow’
(2b) azshte dojda utre
I particle  come-PERF-1SG  tomorrow
T will come tomorrow’
(3) az  iskam da dojda
I want-IMPERF-  conjunction ~ come-PERF-
185G 18G

‘I want to come’

The future-conditional still consists of a verb (orig-
inally the imperfect of xosht6) plus a da complement
clause: shtjax da dojda ‘1 would come,’ shteshe da
dojdesh ‘you would come.’

The negative future construction consists of the
invariable njama, originally a negative form of
imam ‘have,’ plus a da clause, as in (4).

(4a) Donka njama da dojde
Donka  not-have-IMPERF-  conjunction ~ come-PERF-
38G 38G
‘Donka won’t come’
(4b) az  njama da dojda
not-have-IMPERF- conjunction  come-PERF-
18G 18G

‘I won’t come’

Ne shte occurs, but the njama construction is the
norm.

Bulgarian has a perfect as well as a perfective: Bul-
garian chetox ‘I read’ (last week) versus chel sim ‘1
have read.” Chel is the perfect participle (originally
resultative) and sim is the copula. Both Bulgarian and
Macedonian have developed another perfect, with a
passive (resultative) participle and i#mam ‘I have’: com-
pare angazhiral siim masa ‘I have booked a table,
where angazhiral expresses a property of the speaker,
and imam angazhirana masa ‘I-have booked a-table,’
where angazhirana expresses a property of table.

Bulgarian has what Bulgarian linguists call a renar-
rative construction. It is based on the perfect and
past perfect. De Bray (1980: 123) talks of the past
perfect as used in renarration; Feuillet talks of the use
of the perfect and past perfect to signal distance
or inference. That is, neither recognizes a separate

renarrative tense. Examples are in (5); see Feuillet
(1995: 41).

5(a) Kazal na
He-supposedly-said to

Bozhura, che
Bozhura  that

shtjal da se vurne
he-would conjunction  self return
‘He is supposed to have told Bozhura that he would
return’

5(b) Kaza na Bozhura, che
He-said to Bozhura  that
shtjal da se vurne
he-would  conjunction  self return

‘He told Bozhura that he would return’

(3a) demonstrates a Balkan feature, a lack of infi-
nitives. Where Russian, for example, has an infinitive,
Bulgarian has a finite clause. Bulgarian has two prin-
cipal subordinating conjunctions, da and che. Da is
used for irrealis clauses; in (4a) the event of Donka
coming is not a fact but a possibility. In (6) (from
Feuillet, 1995) the event of his looking at the traffic
is irrealis; he is not doing it. In (7), in contrast, the
event of Donka coming is presented as fact, and the
clause is introduced by che.

(6) Toj varveshe, bez da
He was-walking  without  conjunction
obrashta  vnimanie na dvizhenie-to
turns attention to traffic-the
‘He was walking without paying attention to the

traffic’

(7) Tja  kaza, che Donka shte dojde

‘She said  that Donka will come’

Da was originally a marker of irrealis main clauses,
a function which it still has in modern Bulgarian.

Bulgarian has a relativizer kojto (masculine),
kojato (feminine), and koeto (neuter), with the plural
koito. It is used as a free relative: kojto pie tazi rakija
e glupak ‘whoever drinks this rakija is an idiot,” and
as a relativizer in relative clauses, as in (8).

(8) knigata, kojato kupix
book-the which  I-bought
‘the book which I bought’

The structure preposition plus relativizer is used:
knigata, v kojato chetox tezi dumi ‘the book in which
I read these words.” Spoken Bulgarian has a relative
clause introduced by the invariable deto ‘where’:
knigata DETO ja kupikh ‘the book that I bought,’
momcheto deto dojde ‘the boy that came.’ It also has
a relative clause structure with shto (‘what’) and
resumptive pronoun: kniga, shto ja kupikh ‘the-
book that it I-bought.’

Despite the lack of case suffixes Bulgarian has
flexible word order because of clitic personal pro-
nouns (see Feuillet, 1995: 52-55). The personal
pronouns have long and short (clitic) forms: mene
me (me-accusative), mene mi (me-dative), nego go
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(him-accusative), and so on. Consider the question—
answer pair in (9).

kniga?
book?

(9) Chete 1li ja Dimo novata
Read Q it Dimo new-the
‘Did Dimo read the new book?’

Dimo ja chete novata kniga
Dimo it read  new-the book
‘Dimo read the new book’

(9) is neutral; it asks simply if this event took
place, not whether it was Dimo doing it or someone
else, or if it was the new book that was read or
something else. The order novata kniga ja chete
Dimo highlights ja chete Dimoj; the pronoun ja signals
that novata kniga is the direct object of chete. The order
novata kniga, Dimo ja chete, with focal stress on Dimo,
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Introduction

Burmese is the national language of Burma/Myanmar
and is the mother tongue of the Burman (Bamar)
ethnic majority, who make up approximately two-
thirds of Burma’s population of slightly over 50
million. The rest of the country’s indigenous popula-
tion is diverse, speaking between 60 and 100 other
languages among them, depending on the criteria
used to distinguish languages from one another. Most
non-Burmans live in the areas near Burma’s borders
with Thailand, Laos, China, India, and Bangladesh,
although many live interspersed with Burmans and
speak Burmese and other languages in addition to
their native language. Burmese is little spoken outside
Burma, but widely dispersed and fragmented com-
munities of Burmese expatriates may be found in Asia
and around the world.

Burmese belongs to the Tibeto-Burman language
family, which comprises approximately 350 lan-
guages spoken across a vast territory stretching from
the Himalayas to mainland Southeast Asia. Burmese
has by far the largest number of speakers of any of
the Tibeto-Burman languages, most of which have
only a few thousand speakers and many of which
may disappear during the 21st century.

Most of the other languages spoken in Burma also
belong to the Tibeto-Burman language family. Some,

puts contrastive highlighting on Dimo: ‘As for the
book, it was Dimo who read it and not anyone else.’
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such as Arakanese (Rakhine), Intha, and Danu, are so
similar to Burmese as to be considered by some to be
dialects of Burmese rather than separate languages.

History and Script

The Burmese have been in the area of modern Burma/
Myanmar from approximately 850 c.k. onward,
founding their capital at Pagan (Bagan). Despite ex-
tensive contact over the following two centuries with
the Pyu, the speakers of a now-dead Tibeto-Burman
language that occupied the area, the first inscriptions
in Burmese date from the 11th century, with no extant
examples of Burmese writing before then. Burmese
script is a close cousin of the Mon script, which was
adapted from a southern Indian script, a descendant
of the Brahmi script that was the ancestor of many
Indic scripts found in South and Southeast Asia. It is
thought that the Burmese adapted the script from
Mon after Mon scribes were brought to the city of
Pagan after the Burmese king Anawratha, in 1057
CE., defeated the Mon, although this theory has
been disputed in recent research.

Aside from the rounding of the originally square
characters into the distinctive round-shaped letters of
Burmese today, the alphabet has remained largely
unchanged to the present day. It is widely believed
that the round shapes of Burmese letters evolved be-
cause texts were traditionally written on palm leaves,
which would split easily if angled shapes were
scratched on them. Whether or not this is true, Bur-
mese writing retains its distinctive round shapes, and
handwriting with consistent, even circles is praised.
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The writing system evolved between the period of
the early inscriptions and the 16th century c.E. when
it assumed a form similar to its present-day state. The
spoken language has changed considerably since that
time, with the result that a faithful transliteration of
written Burmese (such as the one approved by the
American Library Association and the Library of
Congress used here) gives little impression of the
way letters or words are pronounced in the language
today. Sound changes have applied to certain initial
consonants. Final consonants have disappeared.
A glottal stop is all that remains of final stop conso-
nants, whereas the place contrasts of written final
stops are realized as vowel changes in the syllable.
Final nasal consonants have been replaced by a paral-
lel series of nasalized vowels. In general, many com-
binations of symbols are pronounced differently from
the sounds represented by the symbols individually.

The phonetic transcription used here is faithful to
the principles of the IPA, although several others have
been devised. A transliteration and transcription are
compared in the following example.

Burmese script saé@éoéc(m:

Transliteration RUPMRAN'SAMKRA

Transcription jou?.mjiN.0an.dza

Gloss picture.see.sound.hear

Translation  ‘television’ (more commonly og§ tl.vi

‘T.V.?)

Burmese script is basically alphabetic. There are sepa-
rate symbols to represent consonants (Table 1) and
vowels (Table 2), but the symbols are organized

in syllabic clusters, which are written from left to
right. Within each cluster, however, the symbols do
not necessarily appear in left-to-right order. For exam-
ple, to write the syllable o8 # ‘worm,’ the vowel @ -i is
placed on top of the consonant oo ¢, but to write % t2
‘nephew,’ the + # must hang below the initial o> 2.
Certain sounds in Burmese, namely affricates, voice-
less sonorants, and initial consonant clusters, are writ-
ten using medial forms of four consonants, shown
in Table 3.

Burmese script has retained the features and sym-
bols needed for writing the South Asian languages for
which its parent scripts were originally designed, such
as Pali, the language of the Buddhist scriptures and
the source of many loans in Burmese, which can easily
be identified because of phonological features such as
doubled consonants and retroflex consonants that do
not occur in Burmese words. A Pali phrase and its
rendition in Burmese are shown next.

. ° - o
Burme;e scr.zpt P3O0 )
Transliteration BUDDHAM SARANAM GACCHAMI
Transcription bou?dan Boronan gji?s"ami

‘I go to the Buddha for refuge’

Phonetics and Phonology

Some of the sounds used in Burmese are considered
unusual because they occur relatively rarely in the
world’s languages. These are the so-called voiceless
nasals, which include the sound of air escaping
through the nose. The Burmese word for &:8[g04¢
jiN.pi. mjou?.naN.mi ‘investment’ contains examples

Table 1 Consonants of Burmese, transliterated and transcribed

Burmese script Tranliteration Transcription

™ |8 |0 |w|c K |KH |G |[GH|N k| kh1g ig |p

© |80 |e |q e/ o C |CH |] JH | N/RN tc| th | dz | ds |

S |5 |2 |o | T |TH |D |[DH|N t | th |d |d |n

o | |3 |e |s§ T |TH |D |DH|N t | th |d |d |n

o o |o | |e P |PH |B |BH |M p|pt|b |b |m
w |q | o | Y |R |L |V |s jlr |1 {w]®

w g | H |L |- h |1 |72
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of two such sounds: /m/ and /n/. The consonants in
Burmese are set out in Table 4.

For reasons of historical phonology, vowels in
orthographically open syllables (Table 5), which are
written with no final consonant letter, can be distin-
guished from those found in orthographically closed
syllables (Table 6) namely those ending in a glottal
stop or with a nasal vowel (transcribed here with /N/,
which does not represent a final nasal consonant),
both of which are written as final consonant letters
in the writing system.

Like the majority of the languages spoken in
mainland East and Southeast Asia, Burmese is a

tone language. The tonal contrasts involve not only
the commonly observed differences in pitch and
vowel length but also differences in phonation type —
whether the voice is breathy or sharp in character.
The presence or absence of a glottal stop at the end
of the syllable may also considered to be part of the
tonal system. Table 7 gives a basic description of
the tonal contrasts on a syllable consisting of a bila-
bial nasal and an open vowel.

Burmese morphemes in phrases and compounds
display varying degrees of phonological juncture,
principally voicing assimilation and reduction of the
first syllable, as shown in the following examples.

® Voicing assimilation on internal morpheme bound-

Table 2 Burmese word-initial and word-internal vowel aries in compounds.
symbols
o%: + @ > O%Z@ paN + tg"an > “flower’ +
Word-initial Word-internal Transliteration pandzaN ‘enclosure’ >
‘garden’
32 3D - ) A A oo+ Q > m:g sd + pwé >  ‘eat’ + ‘event’ >
sabwé ‘feast’
o ) B @é + 905 > [6E oS mjiN + t€ > ‘see’ + REALIS >
xR @ - - I E mjinde ‘sees/saw’
° - ® Reduction of first element in compounds.
e 2 - - U U
it , . .
' sl+ 83(75 > ahiu(zxrg kP4 4 pai? >  waist + carry >
gobai? ‘pocket’
€ @ - e E o o3+ > o2ig s + pwé > eat + event >
zobwé ‘table’
Table 3 Medial forms of Burmese consonants
Initial Medial Burmese Transcription Pronunciation Gloss
qp: MYA" mja ‘many’
o 1
03P KYA" tca ‘tiger’
c o
C @?6’.) MRAN‘MA mjanma ‘Burma/Myanmar’
<
G§Pm™ KHROK® tehau? “dry’
¢
QR LVAY® Iwé ‘casy’
© °
& NVA" nwa ‘cow’
@ MHA" ma ‘order’
(6] -
J -
8. RVHAM!' fun ‘mud’
Words may be spelled with a maximum of three medial consonants:
33[2:0 AMRVHA 2omwa ‘segment’
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Table 4 The consonants of Burmese

Bilabial Dental Alveolar Postalveloar Palatal Velar Glottal
Stop pphb tthd tc teh dz kkh g ?
Nasal m m nn np ng
Fricative 093 sshz i) h
Approximant W M (1) j
Lateral 11

Table 5 Vowels of Burmese in orthographically open syllables

Vowel Lowe tone High tone Creaky tone
) N ° , o .
1l - 1| = I i
el - |t |6~ |¢ &7 e
< . ~ , ~
le/ —Qo o A £
/af -2 a | s a - a
N
/o/ G ) G0 3 [~ —? 2
O \ o o z O
/ol 1 o T° o Lo Q
u/ T | g Ly u
Morphology

Morphemes in Burmese are predominantly monosyl-
labic. With the exception of Indo-European loans,
typically from Pali or English, compounding is the
major source of polymorphemic words. In the televi-
sion example above, four morphemes (N + V) (N +
V) combine to form a noun.

Derivational morphology by prefixation is com-
mon, in particular noun-formation from verbs using
the prefix 3-7-.

¢ og < oc¢ oo has
@C@QC > @@CG@@QC PjAiNs"AIN > compete >
Topjain competition
PosPain

ché: /00S> :«mcspcc::ar;oog jaun / we > sell / buy >
Tsjaun trade
Powe

The verbal complex, typcially occurring at the end
of a Burmese sentence, may comprise one or more
head verbs in series followed by a string of auxiliary
verbs, verbal particles, and markers.

NP NP VP
co O [y < < <
CIOOOGQIErR  VPODWIGR EBO)GOTC\)OGQ)E)@OP]U)(DH
k'i?mi. zé.dwe  hote.dwe  phji2.pd. la.
zé.bjan.ba.de
become emerge.begin.
cAus.also.
POLITE.REALIS
‘... caused modern markets and hotels to begin to

appear as well’

modern.market.rL hotel.pL

Burmese has a system of noun case markers, which
in many contexts are not obligatorily present, and
postpositions, as illustrated next.

§::Dm eéeco:o% PGS, og):oooSu
?0.ba_.ga_ mandolé.gd  Tomé.ne Owa.de
UBa.ssupy)  Mandalay.to mother.with go.REALIS

Burmese, like other languages of the region, en-
codes power and solidarity in personal relationships
using a rich system of pronouns and forms of address.
Pronouns may be true pronouns, such as clna 1sING ‘T
and & niN 25ING ‘you’ (both familiar, not polite), or
grammaticalized from other sources, such as og§coo5
teond 1sING (male, polite; literally ‘royal slave’). Other
forms of address include titles, personal relationships,
and names or a combination of all three, such as
socpeealsialegp shojama_. d3.k" nkPints"> “Teach-
er (FEM) Aunt (= Mrs.) Khin Khin Chaw.’

Literacy and Literary Burmese

The literacy rate in Burma has often been said to be
high compared to other countries in the region, but
accurate data are extremely difficult to obtain. One
recent source suggests that nearly 80% of Burmese
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Table 6 Vowels of Burmese in orthographically closed syllables: killed tone or nasal vowel

Vowel Nasal vowel Killed tone
Low tone High tone Creaky tone
] N . N ] < c
/i/ —C iN —-C: IN -C iN -0 i?
oc¢ oc ocQ o ¢ :
Je/ -& &in — 83 din -8 ein oD ei?
] A
< .
/8/ - e?
o¢ oc¢ o¢ o ¢ .
/ai/ —-C aiN —c: aiN -C ain - ai?
L L L L
. \ < ! < N
/a/ - an —?: an —§. an - a?
< < / N N
/au/ G-—C aun G—oCs | aw G—C aun e | aw
N \ c ; N N
- OuN _ <o OuN _ _ ou?
/ou/ . § 0 §e R OUN . oD
_$ UN _s. N _s ; P u?
I/ = 5§ o3 i 59

Table 7 Burmese tones

Tone name IPA Burmese script Description

Low [ma:] 0 long, low

High [ma:] 02 long, high; sometimes breathy
Creaky [ma] o / o2 short, high, with creaky phonation
Killed [mg?] 905 short, high, with final glottal stop

Syllables with one of these tones may in some contexts become reduced to a short, unstressed schwa which is counted as a fifth tonal

category in some analyses.

people over the age of 15 are literate, but other
sources have put the figure much lower.

The Burmese language exists in a colloquial style
used in spoken informal contexts and a literary style
used in official formal settings. The main difference
between the two is that they have separate sets of
grammar words and some other vocabulary. A collo-
quial-style sentence is compared to its literary-style
equivalent in the next example.

Spoken §:oom ec%@m:o% DGO, o oSi
7G.ba_.ga_ mandslé.go 7omé.ng la.de

Literaryé:aoa)é @c%cm:ﬁ“ 39@@§\§ el
?0.ba_d1 mandolé.do Tomenin 147

U Ba.supj Mandalay.to mother.with come.
REALIS
‘U Ba came to Mandalay with his mother’

Given the large number of speakers of Burmese
and the existence of a large diaspora community
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scattered around the world, Burmese has an inevita-
ble presence on the Web, although at the time of
writing standardized encoding has yet to be widely
adopted and so text is usually displayed on the Inter-
net as graphics. For ease of use, computer users often
render Burmese in romanized form in Internet chat
rooms or e-mail.
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with an additional 20 000-30000 speakers of both
Hunza Burushaski and Nagar Burushaski. In all com-
munities where Burushaski is spoken, the language
remains vital, with many women and children still
monolingual speakers.

The first comprehensive study of Burushaski was
Lorimer (1935-1938). The most recent is Berger’s
three-volume grammar, dictionary, and text collection
(1998).

Bilingualism among Burushaski speakers is com-
mon primarily in the two Dardic Indo-European
languages Shina (Nagar Burushaski speakers) and
Khowar (the Burusho of Yasin valley). In Hunza, es-
pecially in the village of Mominabad, the Indo—Aryan-
speaking Dumaki (Domaaki) live in close contact
with Burushaski speakers; nearly all Daumaki speak-
ers appear to be bilingual in Burushaski. Burushaski
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itself may have previously been spoken in a wider area
than it is currently found: for example, in Dras, in
Baltistan, there is a group of people known as the
Brokpa or Brusa; also, in Ponjal, there are the
so-called Burushken, who are now Shina speaking.

Burushaski has a basic five-vowel system, with two
series of contrastive long vowels, alternatively bear-
ing stress or higher pitch on the first or second mora,
respectively:

There is some dispute among Burushaski specialists
as to the exact nature of these long vowels. Varma
(1941: 133) described the suprasegmental or intona-
tional contrasts of Burushaski long vowels as repre-
senting a rising and falling tone; modern investigators,
however, e.g., Tiffou (1993), Berger (1998), and
Morin and Tiffou (1989), considered this to be a
difference of moraic stress: that is, Burushaski long
vowels may receive stress on either the first mora or
the second, corresponding to Varma’s falling and
rising tones, respectively. These phenomena are pho-
nemic in Burushaski. A comprehensive instrumental
analysis of Burushaski vocalism remains to be done. A
lowered pitch on the first mora is sometimes heard
with the former (initial-mora prominent) forms.
(Note that expressive diminutives are generally asso-
ciated with this intonational pattern, e.g., Son ‘blind’
vs. §6on ‘somewhat blind’ or tak ‘attached’ vs. tdak
‘somewhat attached.’) Yasin exhibits the same intona-
tional phenomena as the standard Hunza and Nagar
varieties, although the moraic stress difference seems
to be less pronounced, and in some speakers, this
contrast has been neutralized.

Examples of phonemic vowel contrasts in
Burushaski include bat “flat stone’ vs. badt ‘porridge’
(as in bras-e badt ‘cooked rice,” aalu-e badt ‘mashed
potatoes’); dir ‘boundary, water ditch between fields,
small irrigation canal; hostility’ vs. diir ‘overhanging
rock’; yun ‘wooden block in door lock, stocks (for
prisoner)’ vs. yziun ‘quail’; men ‘who’ vs. meén ‘old,
venerable; fallow field’; gon ‘dawn’ vs. godn ‘like, as.’
Note that these length contrasts only appear in
stressed syllables in Burushaski.

Three-way contrasts between short, first-mora-
prominent, and second-mora-prominent vowels are
found in a small number of lexical items in Burushaski.
Such triplets include bo ‘grain, seed, sperm/semen’ vs.
béo et- ‘low, bellow’ vs. bod (cf. nupdu ~ nupodn in the
converb form) ‘sit down, lower self,” don ‘large herd’
vs. déon (~ddon ke) ‘still, yet, nevertheless’ vs. dodn
‘woman’s head scarf; open’ (Berger, 1998: vol. 3,
pp. 121-122). Two-way length contrasts, such as

bdak ‘punishment, torture’ vs. badk ‘generosity’ are
relatively common.

Burushaski has an extensive system of consonants.
In fact, there are eight different stop/affricate series
attested in the language. This includes labial, dental,
alveolar, retroflex, palatal, palatal-retroflex, velar,
and uvular. All of these series may be found in voice-
less unaspirated, voiceless aspirated, and voiced series
(see Table 1).

While retroflexion is common throughout the
languages of south Asia, Burushaski has one of the
largest inventories of nonsonorant retroflex sounds
among the languages of the region, with no fewer
than seven such sounds. In addition, the Hunza and
Nagar varieties possess a curious retroflex, a spiran-
tized palatal, symbolized /y/, with a range of local
or idiolectal realizations. This sound is lacking in
the Yasin Burushaski dialect.

Burushaski possesses four noun classes, based
on real-world semantic categorization. Thus, male
humans belong to class I, female humans to class II,
nonhuman animates to class III and inanimates to
class IV (2). These classes are formally realized not
in the noun themselves but through the selection of
case allomorphs and verb agreement morphology.

II: female human
dasin ‘girl’

(2) I: male human
bir ‘man’

IV: inanimate

yatén¢ ‘sword’

III: animate nonhuman
hayur ‘horse’

Another salient feature of the nominal system of
Burushaski is the wide range of plural formations
attested in the language. There are literally dozens
of plural markers in the language, each often found
with only a small number of nouns. Sometimes these
are found only with nouns of a particular class but
others crosscut this categorization (see Table 2).

Burushaski has a highly developed system of gram-
matical and instrumental cases as well as an elaborate
system of local/directional cases and instrumental/
comitative cases (see Table 3). The exact number
is difficult to determine as new elements enter this

Table 1 The consonantal inventory of Burushaski

P t c t ¢ ¢ k q

ph th Ch _th éh éh kh qh

b d z d j j g Y

(U s 8 $ (x)® h
m n i}

w y V4

| r

4f] and [x] occur only in loan words, or as a variant of the
aspirated stops [p] and [g] or [K], respectively.



Burushaski 177

system through the grammaticalization (and phono-
logical fusion) of relational nouns/postpositions.
There are at least the following grammatical cases
(i.e., ones assigned by structural position or verbal
subcategorization): ergative, genitive, dative, abla-
tive. In the latter two instances with class II nouns,
the cases are built off the genitive (or oblique) stem.

Table 2 Plural formation in Burushaski

Numerals agree in class with their nominal comple-
ment in class in Burushaski (note class-I and class-III
are conflated here; see Table 4). Numbers 20 and
above are based on a clear vigesimal system, 30 liter-
ally being 20-10° and 40 being (etymologically)
2-20.’ etc.

(3) aalter(an) 20  aalter toorumo 30
aaltuwalter 40  aaltuwalter toorumo 50
tiski aalter 60  iiski aalter toorumo 70
waalti aalter(an) 80 waalti aalter toorumo 90  £°a 100

Singuiar Plral The verbal system of Burushaski stands out for its
hal hal-j6 ‘fox’ morphological complexity among south Asian lan-
Jiip Jiip-uc ‘jeep’ guages. There are two basic sets of inflections,
yus yus-ono earthenclump’  depending in part on the stem allomorph. These two
con¢ conc-in ‘summit, peak’ .
, . O broad categories are as follows:
-yarum yarum-ig ~ yarim-in part
girkis girkic-o ‘rat’ 4) 1 I
yurkun yurkuy-o ‘frog’ past future
Yl{rkfjc Yu,rkl,lc-o. 5”09 (I\‘lagaylr) perfect present
asaato asaatu-tip weak(ling) .
vat-enc vat-an ‘sword’ pluperfect . imperfect
aorist (conative)

Table 3 Case forms in Burushaski

‘man’ [] ‘woman’ [ll] ‘horse’ [Ill] ‘sword’ [IV]
Grammatical cases
NOM/ABS hir gus hayur yaten¢
ERG hir-e gus-e hayur-e yatenc-e
GEN hir-e gus-mu hayur-e yatenc-e
oBLa.stem hir- gusmu- hayur- yatenc-
DAT hir-ar gusmu-r hayur-ar yatenc-ar
ABL hir-cum gusmu-cum hayur-cum yatenc¢-cum
Local-Directional Cases
gus-mu-te
woman-I1.0BLQ-SUPERESS
‘on the woman’
Jakun un-ale bi-m
Honkey YOU-ADESS be-Ill.ap
‘the donkey was near you’
e-s-atum
|-neck-suPERABL
‘from on his neck’
Instrumental/Comitative Cases
usko yat-umuc-ape hin jinzaat-an
three head-pL-INSTR.B one.l demon-sG.ART
‘a three-headed demon’
day-o-k d-/
stone-pL-INSTR hit
‘pelt with stones’
-me-ke gat
tooth-INsTR bite
‘bite with teeth’
Jmé-k a-l
bow-INSTR hit
‘shoot with bow’
Jamé-k-ate bisa-
bOWw-INSTR-SUPERESS throw

‘shoot with bow’
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Table 4 Numerals

i ) v

1 hin han hi(k)
2 aaltan aala/aalto aalti/aalto
3 iisken usko iiski
4 waalto waalto waal(ti)
5 cundo cundo cindi
6 miSindo misindo miSin(di)
7 talo talo tale
8 aaltambo aaltambo aaltam(bi)
9 hunco hunco hunti

10 toorumo toorumo toorimi

11 turma hin turma han turma hik

The maximal template of the Burushaski simplex
verb is given by Tikkanen (1995: 91) as:

(5) NEG- D- PERSON/CLASS/NUMBER-  CAUS- V-
-4 -3 -2 -1 o
PL.SUBJ- DUR- 15G.suBJ-
+1 +2 +3
PRTCPL/OPT/ SUBJ.SFX- Q
COND/AUX-
+4 +5 +6

Some examples of verbs reflecting this template are
given in (6). Note the curious and morphologically
triggered (and phonologically unmotivated) devoic-
ing of obstruents following the negative allomorph
a- (but not 06-).

(6) o6-min-im-i
NEG-drink-Ap-1
‘he didn’t drink (it)’
(Berger, 1998: 106)

o6-man-um-an
NEG.PL-become-AP-PL
‘they didn’t become’
(Berger, 1998: 106)

a-turu-m-i duréo-m-i
NEG-work-Ap-1 work-Ap-1
‘he didn’t work’ ‘he worked’

(Berger, 1998: 105)
a-mi-kac-i¢-a-i

NEG-1prL-enclose-DUR-AUX-I

‘he doesn’t enclose us’
(Berger, 1998: 105)
a-tu-ququ-m-i
NEG-D-be.confused-Ap-1
‘he was not confused’
(Berger, 1998: 105)

(Berger, 1998: 105)
mi-kPdc-ica-i
1rL-enclose-DUR-AUX-I
‘he encloses us’
(Berger, 1998: 105)
du-q"6qu-m-i
D-be.confused-Ap-1
‘he was confused’
(Berger, 1998: 105)

In addition to subject and direct/indirect objects,
the Burushaski verb may also optionally encode an
animate possessor of a logical argument as an argu-
ment morphologically in the verb-word (7).

(7a) kPak’day-umuc  p"aso mée-t-aa
walnut-pL gobble.up  1rr-aux-2
‘you gobbled up our walnuts’ (Berger,

1998: 162)

(7b)  biles-e  dasin-mo mo-mi§ moo-skarc-im-i
boy-ErG girl.GEN  mfinger m-cut-ApI
‘the boy cut off the girl’s finger’ (Willson,
1990: 5)

Another characteristic feature of the Burushaski
verbal system is the grammaticalized use of double
argument indexing with intransitive verbs. This single
vs. double marking appears within two separate func-
tional subsystems. In the first one, presence vs. ab-
sence of double marking implies degree of control of
the subject over the action: less control is indexed
through double marking (8a). In the second such
subsystem, class-IV nouns receive single marking
while class-IIT nouns receive double marking with
the same predicate (8b).

(8a) yurc-im-i
sink-Ap-1
‘he dove under’ (Berger, 1998: 118)
i-yurc-im-i
I-sink-Ap-1
‘he drowned’ (Berger, 1998: 118)
(8b) ha yulii-m-i
house  burn-apr-1iv
‘the house burned’ (Berger, 1998: 118)
hun i-yal-im-i
wood  m-burn-ap-m
‘the wood burned’ (Berger, 1998: 118)

Syntactically, Burushaski is a fairly rigid SOV lan-
guage. In narrative texts, head-tail linkage, a common
narrative device among south Asian languages, is
frequently found (clauses are linked by rote repetition
of the finite verb of a preceding sentence in a nonfinite
form in an immediately following sentence). Further,
some cases appear only on the leftmost of two (con-
junctively or disjunctively) conjoined nouns, while
others appear on both. There thus appear to be both
phrasal and word-level case forms in Burushaski.
A further curious aspect of Yasin Burushaski is the
highly atypical semantic (plural) agreement seen with
disjunctively conjoined NPs (Anderson and Eggert,
2001). Most of these features can be seen in the
following examples.

(9a) gus ya hir-e dasen a-mu-yeec-en
woman or man-ERG girl NEG-II-see-PL
‘the woman or the man didn’t see the girl’
(Anderson et al., 1998)
(9b) hir  ya guse-e dasen a-mu-yeec-en
man or woman-ERG girl NEG-II-see-pPL
‘the man or the woman didn’t see the girl’
(Anderson et al., 1998)

Another characteristic feature of Burushaski syntax
is the extensive use of case forms to mark a wide
range of subordinate clause functions (Anderson,
2002).
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(10) ma ma-ir-dte je tap
y’all  2pL-die-supErREss I  sad
a-mdy-a-m

1-become.dur-1-ap
‘when you all die I will be sad’
(Berger, 1998: 140)

Burushaski includes loans from a range of local
languages including Urdu, Khowar, Shina, and even
(perhaps indirectly) from Turkic languages as well. In
some instances, loan affixes may be found as well,
e.g., dadap-ci ‘big-drum drummer’ (Berger, 1998:
209). More tenuous lexical connections have been
proposed with Northeast Caucasian languages and
Paleo—Balkanic Indo-European languages (Casule,
1998).

There is a small body of indigenous literature in
Burushaski written in a modified Urdu script. In addi-
tion, various texts in transcription have appeared,
including Skyhawk et al. (1996), Skyhawk (2003), etc.
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Caddoan is a family of North American language
consisting of two branches: Caddo, formerly spoken
in Texas and Louisiana, and now spoken only in
Oklahoma; and North Caddoan, found in the central
Plains from Oklahoma to North Dakota. The North
Caddoan languages include Arikara, Pawnee, Kitsai,
and Wichita. Arikara and Pawnee are linguistically
very close, while Kitsai falls between them and
Wichita.

Language Structure

The Caddoan languages have extremely small pho-
neme inventories, but complex morphophonemics.
They are morphologically and syntactically proto-
typical examples of polysynthetic structure. The
proposed phoneme inventory for the family is */p, t,
k, c (= [ts]), s, w, n, 1, 7, 2, h, i, a, u/ (Chafe, 1979:
218-219). Caddo has a somewhat larger set, which
appears to result from relatively recent expansion.

Caddoan verbs consist of 30 or more positional
slots into which bound morphemes may be inserted;
the verb root occurs near the end. In addition to
expected categories like tense, modality, aspect,
pronoun, number, evidential, and verb root, there
are slots for certain adverbs, incorporated objects,
patient definiteness (in Wichita and possibly others),
and derivational stem-forming elements. All the lan-
guages have a bipartite verb stem for many verbs; a
class of ‘preverbs’ occurs separated from the root by
several slots.

Nouns generally may take only one of two or
three suffixes: an ‘absolutive’ (which occurs only
when the noun is used alone), a locative, or, in some
of the languages, an instrumental. Noun compounds
are frequent and productively formed. All the lan-
guages lack adpositions and most adjectives.

Sentential argument structure (subject, object, in-
direct object, possessor) is marked entirely in the

verbal complex; word order in clauses has strictly
pragmatic functions. Intransitive verbs fall into two
classes depending on whether their subjects are
marked by transitive object pronouns or transitive
agent pronouns.

History and Scholarship

Europeans first encountered speakers of Caddoan
languages during the 16th-century Spanish expedi-
tions from Mexico searching for Quivira (the land
supposed to have included El Dorado, a rumored
but non-existent city with streets of gold). Maps from
those expeditions record a few (now largely uninter-
pretable) place names, but beyond that most infor-
mation on the languages has been collected since
the 1960s. Kitsai was recorded as spoken by its last
monolingual speaker in the early 20th century, but
none of the data has been published. The other lan-
guages continued to have a few speakers at the begin-
ning of the 21st century, but all will probably be
extinct by 2025, despite language preservation and
revival efforts.

Large text collections and good grammars are avail-
able for two of the languages, Arikara and Pawnee,
thanks to the work of Douglas R. Parks. Parks has
also coauthored a series of Arikara teaching gram-
mars and a dictionary for elementary school students.
Wichita is documented in a grammar, several articles
about grammatical phenomena, and a few texts by
David S. Rood, as well as audio and video docu-
mentation archived at the Max Planck Institute for
Psycholinguistics in Nijmegen, the Netherlands. For
Caddo, see the texts by Wallace L. Chafe and the
detailed description of verb morphology by Lynette
Melnar. Allan R. Taylor and W. L. Chafe have pub-
lished on the history of the Caddoan language family
(see Chafe, 1979, for further reading).
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Cape Verdean Creole (henceforth CVC) is spoken
in Cape Verde Islands, an archipelago located in the
Atlantic Ocean off the northwestern coast of Africa,
at approximately 450 kilometers from Senegal.
The archipelago is divided into two main clusters:
the windward islands (locally known as Barlavento)
and the leeward islands (Sotavento). Barlavento
includes Boavista, Sal, Sio Nicolau, Santa Luzia,
S3o Vicente, and Santo Antdo. Sotavento consists of
Brava, Fogo, Santiago, and Maio.

Given the strategic location of the archipelago at
the crossroads of Europe, Africa, and America, the
Portuguese settled the islands from 1462 onward,
and the islands came to play a critical role in
the slave trade from the 15th to the 19th centuries.
As a result, many view CVC as the oldest creole alive
today. Historical sources (Brasio, 1962) state that the
tribes of Mandingues, Balantes, Bijagos, Feloupes,
Beafadas, Pepels, Quissis, Brames, Banhuns, Peuls,
Jalofos, Bambaras, Bololas, and Manjakus provided
most of the human contingent to the slave trade in
Cape Verde. The white settlers came from Algarve
and Alentejo in Portugal and also included Jews,
Spaniards, Italians, and French (Martinus, 1996).
Having been settled at different times with dif-
ferent populations, it is not surprising that a number
of morphophonological and syntactic features distin-
guish Barlavento varieties (closer to Portuguese) from
their Sotavento counterparts (more Africanized),
resulting in a fairly complex sociolinguistic situation.

Parks D R (2005). An elementary dictionary of Skiri
Pawnee. Lincoln, NE: University of Nebraska Press.

Parks D R, Beltran J & Waters E P (1998-2001). A#n intro-
duction to the Arikara language: Sabni' Wakuunu’
(2 vols). Roseglen, ND: White Shield School. [Multi-
media versions on CD are available from the American
Indian Research Institute, Bloomington, IN.]

Rood D S (1976). Wichita grammar. New York: Garland.

Rood D S & Lamar D J (1992). Wichita language lessons
(manual and tape recordings). Anadarko, OK: Wichita
and Affiliated Tribes.

Although earlier descriptions of the language
viewed CVC as a mere dialect of Portuguese, recent
studies have shed new light on the hybrid nature of
CVC focusing on the African contributions to the
formation of the language. Baptista (2003a) studied
specifically reduplication, a morphological process
found in African languages whereby a reduplicated
adjective or adverb expresses emphasis, as in moku
moku ‘very drunk’ or faxi faxi ‘very quickly’. Noun
reduplication may yield a distributive interpretation,
as in dia dia ‘every day’ or may simply lead to a
change in meaning, as in boka ‘mouth,” boka boka
signifying ‘in secret’. Lexical categories such as
adjectives once reduplicated may shift category (i.e.,
adjective to noun) as in mansu ‘quiet’, mansu mansu
‘secrecy’. Other scholars such as Rougé (2004) and
Quint (2000) have examined the possible African
etymology of some of the Cape Verdean linguistic
items that have found their way in the grammatical
and lexical components of the language. Lang (2004)
has investigated how some grammatical morphemes
inherited from Portuguese may also take on new
functions passed down from substrates like Wolof.
In a similar vein of work, Baptista (2003b) has
examined how the plural suffix-s in Cape Verdean
inherited from Portuguese is sensitive to conditions
such as the animacy hierarchy and definiteness, two
variables playing a role in the African languages
having contributed to the genesis of CVC.

Such studies demonstrate the genuine hybrid na-
ture of CVC by examining how various elements
from all source languages involved in its genesis inter-
act and at what level. This gives us valuable insights
into cognitive processes at play when languages come
abruptly into contact.
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The Cariban family is one of the largest genetic groups
in South America, with more than 25 languages
(see Figure 1) spoken mostly north of the Amazon,
from Colombia to the Guianas and from northern
Venezuela to Central Brazil (see Figure 2). Despite
the long history of their studies, most Cariban lan-
guages are still insufficiently described. The best de-
scriptive works published so far are Hoff (1968, on
Karinya) and Derbyshire (1979, 1985, on Hishkar-
yana). There are good descriptive works on Apalai,
Makushi, and Waiwai in Derbyshire and Pullum
(1986-1998); Jackson (1972) gives a brief, but de-
tailed, overview of Wayana. Muller (1994) is a very
informative Panare dictionary. Meira (2005) and Carlin
(2004) are full descriptions of Tiriyo; Meira (2000),
mostly a historical study, contains some descriptive
work on Tiriyo, Akuriyo, and Karihona. Gildea (1998)
and Derbyshire (1999) contain surveys of the family.

Comparative Studies and Classification

First recognized by the Jesuit priest Filippo Salvadore
Gilij in the 18th century (Gilij, 1780-1783), the
Cariban family was subsequently studied by L. Adam
(1893) and C. H. de Goeje (1909, 1946). After some
initial tentative proposals within larger South
American classifications (the last of which is Loukotka,
1968), the first detailed classification was published
by V. Girard (1971), followed by M. Durbin (1977)
and T. Kaufman (1994). Durbin’s classification —
unfortunately used in the Ethnologue (SIL) - is, as
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(Cabo Verde). Tiibingen: Gunter Narr Verlag.

Martinus F (1996). The kiss of a slave: Papiamentu’s
West-African connections. Ph.D. diss., University of
Amsterdam.
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Paris: PHarmattan.

Rougé ] L (2004). Dictionnaire étymologique des créoles
portugais d’Afrique. Paris: Karthala.

Veiga M (1998). Le Créole du Cap-Vert: etude grammati-
cale descriptive et contrastive. Ph.D. diss., Université
Aix-Marseille.

Gildea (1998) pointed out, seriously flawed; Girard’s
classification is limited (14 low-level subgroups); Kafu-
man’s classification is probably the best; it is based not
on firsthand sources but on the comparison of other
classifications. The proposal in Figure 1 is the prelimi-
nary result of ongoing comparative research. There is
some good evidence that Cariban and Tupian lan-
guages are distantly related (Rodrigues, 1985); other
hypotheses (e.g., Ge-Pano-Carib and Macro-Carib,
from Greenberg, 1987) remain mostly unsupported
and are not accepted by specialists.

Shafer (1963) was the first attempt at reconstructing
Proto-Cariban phonology, but its many flaws make
Girard (1971) the real first proposal in this area.
The most up-to-date study is Meira and Franchetto
(2005). Meira (2000) reconstructs the phonology and
morphology of the intermediate proto-language of the
Taranoan subgroup.

Main Linguistic Features
Phonology

Cariban languages have small segmental inventories:
usually only voiceless stops (p, t, k, ?), one or two
fricatives/affricates (b or @, s or f or tf), two nasals
(m, n), a vibrant (r, often y or r), glides (x, j), and six
vowels (a, e, i, 0, u, i). Some languages have distinctive
voiced obstruents (Bakairi, Ikpeng, Karihona), more
than one vibrant or lateral (Bakairi, Kuikuro, Ikpeng,
Hishkaryana, Waiwai, Kashuyana), or more fricatives
or affricates (Bakairi, Waimiri-Atroari, Kashuyana,
Waiwai); others have an extra vowel o (Wayana, Tiriyo,
Panare, Bakairi, Pemong, Kapong). Vowel length is
often distinctive, whereas nasality usually is not,
with few exceptions (Apalai, Bakairi, Kuikuro).
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1. GUIANAN
a. _Karinya (Carib, Galibi, Kali'fia) ..........ccocenviiiciniiiinns 10000
TiryO (THO) weeeeeeee e . 2000
b. Taranoan: Akuriyo (Akurio, Wama, Qarikule) .... 3-4
| Karihona (Carijona) .........ccecoeiiiiiiinisiniis 5-10
C. Wayana (Roucouyenne, Urucuyana) ...........ccoeerveneens 750
d. APAIAT (?) ceereee e e 450
e. _Palmella (1) (?)
WEIWE .ot et e 1000
f. Parukotoan: | Hishkaryana (Hixkaryana) ........cccccvvnviininicninecenenn. 550
| Kashuyana (Katxuyana, Xikuyana, Kahyana) ............. 90
2. VENEZUELAN
a. Coastal. Chayma (1)
| Kumanakoto (Cumanagota) (1)
b. _ Tamanaku (1)
Pemong ... 5000
c. Pemongan Arekuna, Kamarakoto, Taurepang
or Pemong KAPONG ettt 5000
Proper: Akawaio, Patamuna, Ingariké
| Makushi (Macuxi, Macushi) ..............ccccoin. 11400
d PaNare ...t 1200
e De’kwana (Ye’kwana, Maquiritare, Maiongong) (?)..... 5000
f. MaPOYO (?) coereeeii e 2
g Yawarana (Yabarana) (?) ....ccccocrveirecrnincrnennnenceens 20
3. WAIMIRIAN
a. Waimiri-AtrOari .....ooevcerieeee e 1000
Waimiri, Atroari
4. YUKPAN
a. Yukpa (MOtIIGN) ....oceeeirceiicire e 3000
b. Hapreria (Japreria) .......cceeeecveeiiereereecee e 80
5. PEKODIAN
a. Xinguan: IKPENG ..o e 350
200
b. 900
Eastern Bakairi, Western Bakairi
6. KUIKUROAN
a. KUIKUPO et et s 900

Kuikuro, Kalapalo, Nahukwa, Matipu
b. Pimenteira (?) (1)

Figure 1 A tentative classification of Cariban languages. (?) = difficult to classify; () = extinct (not all listed here). Different names or
spellings for the same language are given in parentheses. Dialects are indented under the language name. (Demographic data refer to
speakers, not ethnic members of the group; sources: Ethnologue and author’s own work).

Many languages have weight-sensitive rhythmic (iam-
bic) stress (Table 1; Meira, 1998); some, however, have
simple cumulative, usually penultimate, stress (Panare,
Bakairi, Kuikuro, Yukpa). Morphophonological phe-
nomena include stem-initial ablaut in verbs and nouns
and the systematic reduction of stem-final syllables
within paradigms (Gildea, 1995; Meira, 1999).

Morphology

Cariban languages are mostly suffixal; prefixes exist
also, marking person and valency (the latter on verbs).
Some languages (Tiriyo, Wayana, Apalai) have redu-
plication. The complexity of the morphology is com-
parable to that of Romance languages. There are
usually nouns, verbs, postpositions, adverbs (a class
that includes most adjectival notions), and particles.

Possessed nouns take possession-marking suf-
fixes that define subclasses (-ri, -ti, -ni, -@) and
person-marking prefixes that indicate the possessor
(e.g., Ikpeng o-megum-ri ‘your wrist’, o-muj-n ‘your
boat,” 0-egi-@ ‘your pet’). With overt nominal posses-
sors, some languages have a linking morpheme j- (e.g.,
Panare Toman j-uwo? “Tom’s house, place’). Nouns
can also be marked for past (‘ex-N,” ‘no longer N’)
with special suffixes (-tpo, -tpi, -bi, -tpa, -hpa, -npa,
etc.; e.g., Bakairi #wi-bi-ri ‘my late father’). Pro-
nouns distinguish five persons (1, 2, 3, 142 =dual
inclusive =‘you and I,” 1+ 3 =exclusive; the 1+ 3
pronoun functions syntactically as a third-person
form) and two numbers (singular, or noncollective,
and plural, or collective). The third-person forms
also have gender (animate vs. inanimate) and several
deictic distinctions (Table 2). To each pronoun usually
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Figure 2 Map of the current distribution of Cariban languages. Living languages in bold, extinct languages in normal type. AK,
Akuriyo; Ar, Arara; Bk, Bakairi; Ch, Chaymaft; Dk, De’kwana; Hk, Hishkaryana; Ik, llkpeng; Ka, Karinya; Kh, Karihona; Kk, Kuikuro; Km,
Kumanakotot; Kp, Kapong; Ks, Kashuyana; Mk, Makushi; Mp, Mapoyo; Pe, Pemong; Pi, Pimenteriaf; Pm Palmellaf; Pn, Panare; Ti,
Tiriyo; Tm, Tamanaku; Yu, Yukpa; YW, Yawarana; Wm, Waimiri-Atroari; Ww, Waiwai; Wy, Wayana.

Table 1 Rhythmic (iambic) stress: Tiriyo

1. Words with only light (CV) syllables, based on the stem apoto
‘helper, servant’?

apoto [(a.po:).to]

m-apoto-ma [(ma.po:).to.ma]

kit-apoto-ma  [(ki.ta:).(po.to:).ma]

‘helper’

‘you helped him’

‘the two of us
helped him’

m-apoto- [(ma.po:).(to.ma:).ti] ‘you all helped him’
ma-ti

kit-apoto- [(ki.ta:).(po.to:).ma.ti] ‘we all helped him’
ma-ti

m-apoto- [(ma.po:).(to.ma:).po.ti] ‘you all had him
ma-po-ti helped’

kit-apoto- [(ki.ta:).(po.to:).(ma.po:).ti]  ‘we all had him
ma-po-ti helped’

2. Words with at least one heavy (non-CV) syllable.

kin-erahts- [(ki.ne:).(rah).(ta.po:).ti] ‘he made them all
po-ti be found’

mi-repenta- [(mi.re:).(pen).(ta.ta:).ne] ‘you all paid/
te-ne rewarded him’

m-aito-po- [(mai).(ta.po:).ta.ne] ‘you all had it
ta-ne pushed’

4lambic feet are enclosed in parenthesis. Dots=syllable
boundaries; hyphens = morpheme boundaries.

corresponds a person-marking prefix (except 1 + 3, to
which correspond simple third-person markers). In
some languages, the 1 + 2 prefixes were lost (Kapong,
Pemong, Makushi); in others, the prefixes are
replaced by pronouns as overt possessors (Yukpa,
Waimiri-Atroari).

In more conservative languages, verbs have a
complex inflectional system, with prefixes marking
person and suffixes marking various tense-aspect-
mood and number distinctions. The person-marking
prefixes form what Gildea termed the Ser I system
(Table 3), variously analyzed as split-S or active-
stative (e.g., by Gildea) or as cross-referencing both
A (Agent) and P (Patient) (Hoff, 1968). In most
languages, however, innovative systems have arisen
from the reanalysis of older deverbal nomina-
lizations or participials, and are now in competi-
tion with the Set I system. Most of the new systems
follow ergative patterns, thus creating various cases
of ergative splits and even a couple of fully erga-
tive languages (Makushi, Kuikuro, in which the
Set I system has been entirely lost). Gildea (1998)
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Table 2 A typical Cariban pronominal system: Kashuyana

Third person Inanimate Animate Other persons Sing. PI.
Sing. PI. Sing. PI.
Anaphoric iro iro-tomu noro norojami 1 owi
Demonstrative
Proximal soro soro-tomu mosoro mo?tfari 2 omoro omjari
Medial moro moro-tomu moki mokjari 1+2 kumoro kimjari
Distal moni mon-tomu mokiro mokjari 143 amna
Table 3 Cariban person-marking systems
Conservative (Set |) system: Karinya Innovative system: Makushi
P 2P 1+ 2P 3P (Sa) S P A
1A k- s(i)- - 1 u- u(j)- -u-ja
2A k- m(i)- m- 2 a- a(j)- -J-ja
1+2A kis(i)- kit- 1+2 i- it)-1 - -i-ja
3A &-1j- a(j)- k- n(i)- n(i)- 3Refl ti- t(i)- -ti(u)-ja
(Se) -1 j- a(j)- k- n(i)-

provides a detailed account of this diachronic
development.

Underived adverbs usually take no morphology
other than one nominalizing suffix. There are many
postpositions, often formed with smaller locative or
directional elements; they can take the same person-
marking prefixes as nouns, and (usually) the same
nominalizing suffix as adverbs. There are many par-
ticles in several syntactic subclasses and with various
semantic and pragmatic contents (diminutives, evi-
dentials, modals, etc.; cf. Hoff, 1986, 1990, for the
Karinya case).

Class-changing morphology is quite rich. Verbs
have many nominalizing affixes (‘actual’ vs. ‘habitual’
or ‘potential” A, P, S; circumstance; action) and also
adverbial-ized forms (participial, temporal, modal,
etc.). There also are affixes for intransitivizing, tran-
sitivizing and causativizing verb stems (according to
their valency). There are several noun verbalizers (in-
choative: ‘to produce/have N’; privative: ‘to de-N X’;
dative: ‘to provide X with N’).

Syntax

Cariban languages are famous as examples of the rare
OVS word order (Derbyshire, 1977), with Hishkar-
yana as the first case study.

(1) toto j-oska-je okoje (Hishkaryana)
man LINKER -bite-PAST snake
‘The snake bit the man.’
(Derbyshire, 1979: 87)

Tight syntactic constituents are few: most lan-
guages have only OV-phrases (only with third-person

A and P), possessive phrases (possessor-possessed),
and postpositional phrases. There are no modifier
slots: ‘modification’ is carried out by the apposition
of syntactically independent but pragmatically core-
ferential nominals (e.g., the woman, that one, the tall
one, the one with beads instead of that tall woman
with beads). Equative clauses can have a copula, but
verbless clauses also occur:

(2) tubu  firo
stone this
“This is a stone.’
(author’s data)

(Bakairi)

Negation is based on a special adverbial form of the
verb, derived with a negative suffix (usually -pira,
-pra, -hra, -ra, etc.), in a copular clause:

(3) isapokara on-ene-pira  aken (Apalai)
lizard.sp ~ 3NEG-see-NEG 1:be:PAsT

T did not see a jacuraru lizard.’

(Lit. lizard not-seeing-it I-was)

(Koehn and Koehn, 1986: 64)

Subordinate clauses are usually based on deverbal
nominals or adverbials. In some languages, there
are finite subordinate clauses (Panare, Tamanaku,
Yukpa, Tiriyo). The sentences below exemplify rela-
tive clauses (in brackets): nominalizations (4) and
finite clauses with relativizing particles (3).

(4) kaikui o-wa:rs, [pabko
dog 2-known.to father
i-n-tuzka-hpa)?
3-PAT.NMLZR-beat-PAST
‘Do you know the dog that my father beat?’
(author’s data)

(Tiriyo)
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(5) a. tfonkai?pe it-etfeti pare (Tamanaku)
which 3-name priest
[n-epu-i netfi]?
3-come-PAST ~ RELAT
“What is the name of the priest who has (just) come?’
(Gilij, 1782: 111, 176)

b. akef peru [kat wonetal
that dog RELAT you=pAT 1.talk
sa=ne stiw
thus=3.be white
‘The dog that I talked to you about was white.’

(author’s data)

With verbs of motion, a special deverbal
(supine) form is used to indicate the purpose of the
displacement.

amo=n (Yukpa)

(6) epi-he wi-to-jai
bathe-SUPINE ~ 1-go-PRESENT
‘T am going (somewhere) to bathe.’
(Jackson, 1972: 60)

(Wayana)

Lexicon and Semantics

Cariban languages have few number words, usually
not specifically numerical (one=alone, lonely;
two = a pair, together; three = a few); higher numbers
are expressed with (often not fully conventionalized)
expressions based on words for hand, foot, person or
body, or are borrowings. Spatial postpositions often
distinguish: vertical support (‘on’), containment
(‘in’), attachment/adhesion, Ground properties (‘in
open space,” ‘on summit of,” ‘in water’), and complex
spatial configurations (‘astraddle,” ‘parallel to,
‘piercing’). Some languages have ‘mental state’ post-
positions (desiderative: want; cognoscitive: know;
protective: protective toward, etc.). There are differ-
ent verbs for eating, depending on what is eaten; to
every verb corresponds a noun designating the kind of
food in question (e.g., Tiriyo ono ‘eat meat,’ oti ‘meat
food’; enapi ‘eat fruits, vegetables’, nnapi “fruit, vege-
table food’; oku ‘eat bread’, uru ‘bread food’; aku ‘eat
nuts,” mme ‘nut food’).
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Geography and Demography

The territories where Catalan is natively spoken
cover 68730km?, of which 93% lies within Spain
(see Figure 1). They are:

1. The Principality of Andorra

2. In France: North Catalonia — almost all of the
département of Pyrénées-Orientales

3. In Spain: Catalonia, except for the Gascon-
speaking Vall d’Aran; the eastern fringe of Aragon;
most of Valencia (the Comunitat Valenciana), ex-
cepting some regions in the west and south that
have been Aragonese/Spanish-speaking since at
least the 18th century; El Carxe, a small area of
the province of Murcia, settled in the 19th centu-
ry; and the Balearic Islands

4. In Italy: the port of Alghero (Catalan L’Alguer) in
Sardinia

Table 1 shows the population of these territories
(those over 2 years of age in Spain) and the percen-
tages of the inhabitants who can understand, speak,
and write Catalan. Information is derived from the
2001 census in Spain together with surveys and other
estimates; the latter are the only sources of language
data in France and Italy. The total number of speakers
of Catalan is a little under 7.5 million. Partly as a
result of the incorporation of Catalan locally into the
education system, there are within Spain a significant
number of second-language speakers who are includ-
ed in this total. Virtually all speakers of Catalan are

Muller M C M (1994). Diccionario ilustrado panare-
espafiol, espaniol-panare. Caracas: Comision Quinto
Centenario, Graficas Armitano.
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Akademie van Wetenschappen, Letterkunde, nieuwe
reeks, deel LXIX, no. 2. Amsterdam: N. V. Noord-
Hollandsche Uitgeversmaatschappij.

bilingual, using also the major language of the state
they live in. (Andorrans are bilingual in Spanish or
French, or are trilingual.)

Genetic Relationship and Typological
Features

Catalan is a member of the Romance family and a fairly
prototypical one, as befits its geographically central
position in the European Romance area. Some particu-
larly noteworthy characteristics are pointed out here
(for more details see Wheeler, 1988). In historical pho-
nology, note the palatalization of initial /I-/ and loss of
stem-final /n/ that became word final, for example,
LEONEM > [le6 [£9'0] ‘lion.” Original intervocalic -c'-,
-TJ-, -D- became /w/ in word-final position and were
lost elsewhere, for examples, PLACET > plau ['plaw]
‘please.3.SING,” PLACEMUS > plaem [plo'sm] ‘please.
1.rL.> As the previous examples also illustrate, post-
tonic nonlow vowels were lost, so that a dominant
pattern of phonological words is of consonant-final
oxytones. The full range of common Romance verbal
inflection is retained, including inflected future (sen-
tira ‘hear.3.sING.FUT’), widely used subjunctives, and a
contrast between present perfect (ba sentit ‘has
heard’) and past perfective (senti ‘heard.3.sING.
PERF’). In addition to the inherited past perfec-
tive form, now largely literary, Catalan developed
a periphrastic past perfective using an auxiliary that
was originally the present of ‘go’ (va senmtir ‘Aux.
PERE3.SING hear.INF’). In some varieties of Catalan,
this construction has developed a subjunctive (vagi
sentir ‘AUX.PERESUBJ.3.SING hearINF’), introducing,
uniquely in Romance, a perfective/imperfective as-
pect distinction in the subjunctive. Considerable use
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