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INTRODUCTION
 

Every dogma must have its day.


H.G. Wells (1866-1946)
 

 

 

 

The year 2008 was going to be a prosperous one for the financial markets, according to forecasters polled by Bloomberg.com at the start of the year. None foresaw a loss, and the average prediction was for a gain of 11 per cent. They were blissfully unaware that one of history’s biggest financial earthquakes was already taking shape beneath their feet. By year-end the S&P 500 index was down 38 per cent, $29 trillion had slipped through the cracks appearing in global markets, and many of the foundations of the world economy lay in ruins.1
 

The credit crunch had a number of phases, but perhaps the pivotal event was the collapse of the financial services firm Lehman Brothers in September 2008. With over $600 billion in assets, this was the largest bankruptcy in US corporate history. Lehman was also one of the key nodes in the financial network, and its extinction sent the crisis into a new and extremely dangerous phase. Many feared that the entire global financial system would break down completely. That didn’t happen, and markets eventually recovered from their near-death experience, but the aftershocks of those events are still being felt around the world.
 

The failure of economists to predict the credit crunch or the ensuing world recession was not atypical. As shown later, financial forecasts have an extremely poor track record of success, even when based on sophisticated mathematical models. This time, though, not only did the models fail to predict the crash - they actually helped cause it.
 

In the years preceding the crash, financiers had become increasingly reliant on quantitative mathematical models to make their decisions. Even if models couldn’t predict what exactly would happen in the future, they were supposed to be able to calculate risk. For example, in order to figure out how much risk a package of loans incurred, they needed only to make a statistical calculation using a simple formula or risk model, based on standard economic theory. This appeared to work well - so well that quantitative analysts began to use the models to take bigger and more sophisticated bets.
 

Even before the crisis was in full swing, though, there were signs that the models were failing to capture the true risks of the economy. On August 11, 2007, a year before Lehman Brothers went bust, some unexpected market turbulence brought on by a decline in US house prices led one of their employees to remark that “Events that models predicted would happen only once in 10,000 years happened every day for three days.”2
 

While that sounds most unusual, the chief financial officer at Goldman Sachs went even further: “We were seeing things that were 25-standard deviation moves, several days in a row.”3 To unpack that statement, a 25-standard deviation event is something that is not expected to happen even once in the duration of the universe - let alone each day of a week.
 

You don’t need to be a mathematician to see that the models that lay at the core of the world financial system had something seriously wrong with them. But how could so many highly-paid experts have turned out to be completely mistaken about the workings of the economy? As Queen Elizabeth said on a visit to the London School of Economics: “Why did no one see it coming?”4
 





Storm warnings

 

Actually, not everyone was as surprised by the crisis as were the quantitative analysts and their mathematical models. As early as 2003, the investor Warren Buffett described the complex products known as derivatives, which played a key role in the credit crunch, as “financial weapons of mass destruction.” The same year, well before the collapse of Lehman sent a tsunami of destruction through the banking system, the network scientist Albert-László Barabási warned of the potential of “cascading failures” in the economy.5 Even central bankers were heard to muse that the financial system might be less stable than it seemed. In January 2007 Jean-Claude Trichet, the European Central Bank president, observed that “We are currently seeing elements in global financial markets which are not necessarily stable … we don’t know fully where the risks are located.” Some, such as author Nassim Taleb and economist Nouriel Roubini, were more specific in their warnings; however, their voices were ignored or even ridiculed in the rush for profits that characterised the boom years.6
 

As with preceding crashes, the causes of the credit crunch have been much analysed and debated. The obvious lightning rod for criticism was of course the bankers themselves, who were earning fabulous salaries, and even more fabulous bonuses, for taking risks that turned out to have cataclysmic consequences for the real economy when the bets went wrong. Other culprits were the regulators, who failed to keep up with the pace of innovation in financial products; the American homeowners who took out subprime loans they could never afford to repay; the central banks, who (Trichet’s comments aside) often seemed to be in denial about the extent of the problem; and the economists who designed the flawed mathematical models in the first place.
 

This still leaves the question of how so many people in the financial industry could have been misled about the risks they were running and unaware of the dangers. The reason, I believe, is that the fundamental assumptions that form the basis of economic theory are flawed. This means that not just the mathematical models, but the actual mental models that economists have of the economy are completely wrong.
 

This problem goes well beyond the calculation of financial risk. The main problem with our economic system is not that it is hard to predict, but that, despite its enormous productivity and creativity, it appears to be in a state of ill health. The economy is unfair, unstable, and unsustainable. But economic theory has no way of dealing with these issues either.
 

The economy is unfair. Economic theory is supposed to be about optimising the allocation of resources. However, the reality is that the rich really do get richer. In 2009 one hedge fund manager earned over $2 billion, while over a billion people earned less than $1 a day.7 That’s a strange way to allocate resources.
 

The economy is unstable. According to theory, the “invisible hand” should keep asset prices at a stable level. But in reality, assets including oil, gold, and hard currencies are subject to enormous gyrations. In late 2007 the price of oil surged to over $140 a barrel, then plunged to under $40, all in the space of a few months. Oil is often called the lifeblood of the economy, but our own blood supply is much better regulated. For a while it seemed the economy was having a cardiac event.
 

The economy is unsustainable. According to theory, the economy can grow forever without encountering limits. The reality is that we are bumping up against hard constraints due to things like over-crowding, climate change, and environmental degradation. As environmentalists point out, never-ending growth is the philosophy of a cancer cell.
 

Together, these problems far exceed the importance of an event like the credit crunch. The debt that the global economy is building up with the environment, or the debt of rich countries to poor countries, is of much greater concern than the debt of banks to governments or shareholders. Indeed, it may turn out that this crisis was a blessing in disguise, if it provides the impetus for us to rethink our approach to money.
 

Just as economic theory fails to address the shortcomings of the economy, it also fails to properly account for its good qualities, of which there are many, including enormous dynamism and productivity. A model that emphasises stability isn’t very good at capturing the market’s creativity - as any artist or student of rock history will know, these two qualities rarely go hand in hand. So why do we persist with an economic theory that is so obviously unfit for purpose?
 





Bad coin

 

Economics is a mathematical representation of human behaviour, and like any mathematical model it is based on certain assumptions. I will argue, however, that in the case of economics the assumptions are so completely out of touch with reality that the result is a highly misleading caricature. The theory is less a science than an ideology. The reason why so many people are conned into thinking the assumptions reasonable is that they are based on ideas from areas like physics or engineering that are part of our 2,500-year scientific heritage dating back to the ancient Greeks. Superficially they have the look and feel of real science, but they are counterfeit coin.
 

Each chapter of this book begins with one of the misconceptions behind orthodox economic theory. It then goes back into the history to see where the idea came from, explains how it affects our everyday life, finds out why it persists despite evidence to the contrary, and proposes how we can change or replace it. The specific misconceptions are:• The economy can be described by economic laws

• The economy is made up of independent individuals

• The economy is stable

• Economic risk can be easily managed using statistics

• The economy is rational and efficient

• The economy is gender-neutral

• The economy is fair

• Economic growth can continue forever

• Economic growth will make us happy

• Economic growth is always good


 

These ideas form the basis of orthodox economic theory and affect decision-making at the individual, corporate, and societal level; but the book will show they are mistaken and present alternatives. We will find out how the economy is the emergent result of complex processes that defy reduction; how the value of your home or pension is affected by unpredictable economic storms; why the economy is not rational or fair; and why economic growth is not automatically desirable, either for our own wellbeing or that of the planet.
 

Before proceeding, I should address a few concerns. The first is that, faced with the above list, most economists would protest that it is an over-simplified straw-man, and that economics is far more sophisticated than that. However, what counts is less what economists say - they are skilled at deflecting criticism, and have plenty of practice - than what kinds of calculations they actually perform. No one thinks that markets are perfectly stable, or that investors are perfectly rational, or that markets are fair and everyone has access to the same information - but key components of economic theory such as the efficient market hypothesis are explicitly based on exactly these assumptions. Peer under the hood of the risk models used by banks, or the models used to allocate your pension funds or determine government policy, and you will find the same assumptions there, with at best small modifications. As we’ll see, a number of so-called heterodox economists have been arguing against these assumptions for years, but until now their voices have carried little weight. We will go beyond a critique of these ideas, to explore where they came from in the first place and how they can be replaced. (I am also told that many economists do not really believe the mainstream theory, but play along in order to get publications and tenure - in which case they should enjoy this book.)
 

Some readers might find it hard to believe that mainstream economics is as flat-out wrong as I describe it here. After all, the great strength of science is that it is supposed to be self-correcting. If a theory is flawed, then it will be replaced by a better one. Even Newton’s laws of motion had to be modified with the development of quantum theory. A problem occurs, however, when no alternative is demonstrably better at making predictions, which is traditionally the acid test for a new theory. The new approaches discussed here do not amount to a single, unified replacement for orthodox theory, and nor do they claim to be much better at predicting the economy - in fact they openly acknowledge the uncertainty inherent in complex systems. That is why orthodox theory has struggled on for as long as it has, although things are beginning to change. As a Nature article entitled “Economics Needs a Scientific Revolution” put it: “We need to break away from classical economics and develop completely different tools.”8
 

Another possible concern is that this book is written from the perspective of an applied mathematician, whose day job is in the area of systems biology (don’t tell my boss, but I never studied biology either). Some readers will prefer to get their economic analysis from economists, but I would argue that having a training in economics is actually a liability (which some particularly gifted people are capable of overcoming). If, as I believe, economics is an ideology, then being trained in it is effectively a way of closing your mind. Many of the new ideas that are revitalising economics come from diverse areas such as network theory, complexity, psychology, and indeed systems biology, which are far outside the standard economics curriculum. When a field is in as poor a state as economics, being an outsider is a distinct advantage because it allows you to analyse the problems without having to justify previous theories that you were exposed to early in your career and feel compelled to defend.
 

Finally, readers of my previous book on economics, The Other Side of the Coin, may note that I am discussing many of the same points in this book. I’m guilty, it’s true-I did write that the economy is dangerously unstable and unbalanced, and that risk models are unreliable, before the crash. This book represents a complete updating and recrafting of those ideas in the face of what we have learnt about the economy in the last couple of years.
 

Enough justification. Economics, as already stated, is a mathematical model of human behaviour. The next chapter offers a brief tour through the history of such models, and asks whether there is any such thing as an economic law.
 
  



CHAPTER 1
 

THE ANARCHIC ECONOMY
 

Above, far above the prejudices and passions of men soar the laws of nature. Eternal and immutable, they are the expression of the creative power; they represent what is, what must be, what otherwise could not be. Man can come to understand them: he is incapable of changing them.


Vilfredo Pareto (1897)
 

 


Spread the truth - the laws of economics are like the laws of engineering. One set of laws works everywhere.


Lawrence Summers (1991)
 

 

 

 

Economics gains its credibility from its association with hard sciences like physics and mathematics. But is it really possible to describe the economy in terms of mathematical laws, as economists including President Obama’s economic advisor Lawrence Summers claim? Isaac Newton didn’t think so. As he noted in 1721, after losing most of his fortune in the collapse of the South Sea bubble: “I can calculate the motions of heavenly bodies, but not the madness of people.”
 

 

To see whether the economy is law-bound or anarchic, bear with me first for a little ancient history. It turns out that many of the ideas that form the basis of modern economics have roots that stretch back to the beginning of recorded time. That’s one reason why they are proving so hard to dislodge.
 

The first economic forecaster, in the Western tradition, was probably the oracle at Delphi in ancient Greece. The most successful forecasting operation of all time, it lasted for almost a thousand years, beginning in the 8th century BC. The predictions were made by a woman, known as the Pythia, who was chosen from the local population as a channel for the god Apollo. Her predictions were often vague or even two-sided and therefore hard to falsify, which perhaps explains how the oracle managed to persist for such a long time (rather like Alan Greenspan).
 

Our tradition of numerical prediction can be said to have begun with Pythagoras. He was named after the Pythia, who in one of her more famous moments of insight had predicted his birth. (She told a gem-engraver, who was actually looking for business advice, that his wife would give birth to a boy “unsurpassed in beauty and wisdom.” This was a surprise, especially because no one, including the wife, knew she was pregnant.)
 

As a young man, Pythagoras travelled the world, learning from sages and mystics, before settling in Crotona, southern Italy, where he set up what amounted to a pseudo-religious cult that worshipped number. His followers believed that he was a demi-god descended directly from Apollo, with superhuman powers such as the ability to dart into the future. Joining his inner circle required great commitment: candidates had to give up all material possessions, become vegetarian ascetics, and study under a vow of silence for five years.
 

The Pythagoreans believed that number was the basis for the structure of the universe, and gave each number a special, almost magical significance. They are credited with a number of mathematical discoveries, including the famous theorem about right-angled triangles and the square of the hypotenuse, which we are all exposed to at school. However, their major insight, which backed up their idea that number underlay the structure of the universe, was actually about music.
 

If you pluck the string of a guitar, then fret it exactly halfway up and pluck it again, the two notes will differ by an octave. The Pythagoreans discovered that the notes that harmonise well together are all related by the same kind of simple mathematical ratio. This was an astonishing insight, because if music, which was considered the most expressive and mysterious of art forms, was governed by simple mathematical laws, then it followed that all kinds of other things were also governed by number. As John Burnet wrote in Early Greek Philosophy: “It is not too much to say that Greek philosophy was henceforward to be dominated by the notion of the perfectly tuned string.”1
 

The Pythagoreans believed that the entire cosmos (a word coined by Pythagoras) produced a kind of tune, the music of the spheres, which could be heard by Pythagoras but not by ordinary mortals. And their interest in number was not purely theoretical or spiritual. They developed techniques for numerical prediction, which remained secret to the uninitiated, and it is also believed that Pythagoras was involved with the design and production of the first coins to appear in his area. Money is a way of assigning numbers to things, so it obviously fit with the Pythagorean philosophy that “number is all.”
 





Rational mechanics

 

If the cosmos was based on number, then it could be predicted using mathematics. The ancient Greeks developed highly complex models that could simulate quite accurately the motion of the stars, moon, and planets across the sky. They assumed that the heavenly bodies moved in circles, which were considered to be the most perfect and symmetrical of forms; and also that the circles were centred on the earth. Making this work required some fancy mathematics - it led to the invention of trigonometry - and a lot of circles. The Aristotelian version, for example, incorporated some 55 nested spheres. The final model by Ptolemy used epicycles, so that planets would go around a small circle that in turn was circling the earth.
 

The main application of these models was astrology. For centuries astronomy and astrology were seen as two branches of the same science. In order for astrologers to make predictions, they needed to know the positions of the celestial bodies at different times, which could be determined by consulting the model. The Ptolemaic model was so successful in this respect that it was adopted by the church, and remained almost unquestioned until the Renaissance.
 

Classical astronomy was finally overturned when Isaac Newton combined Kepler’s theory of planetary motion with Galileo’s study of the motion of falling objects, to derive his three laws of motion and the law of gravity. Newton’s insight that the force that made an apple fall to the ground, and the force that propelled the moon around the earth, were one and the same thing, was as remarkable as the Pythagorean insight that music is governed by number. In fact Newton was a great Pythagorean, and believed Pythagoras knew the law of gravity but had kept it secret.
 

Newton held that matter was made up of “solid, massy, hard, impenetrable, movable particles,” and his laws of motion described what he called a “rational mechanics” that governed their behaviour. It followed, then, that the motion of anything, from a cannonball to a ray of light, could be predicted using mechanics. His work therefore served as a blueprint for numerical prediction - reduce a system to its fundamental components, discover the physical laws that rule them, express as mathematical equations, and solve. Scientists from all fields, from electromagnetism to chemistry to geology, immediately adopted the Newtonian approach, to enormously powerful effect. You can hear the whisper coming from the Pythagoreans: “Spread the truth - one set of laws works everywhere.”
 





Rational economics

 

Among those to hear the whisper, if somewhat belatedly, were the new group of people calling themselves economists in the late 19th century. If Newtonian mechanics was proving so successful in other areas like physics and engineering, maybe it could also be applied to the flow of money.
 

The theory they developed is known as neoclassical economics. Today it still forms the basis of orthodox theory, and makes up the core curriculum taught to future economists and business leaders in universities and business schools around the world.2 As a set of ideas, it might be the most powerful in modern history.
 

Neoclassical economics is based on an explicit comparison with Newtonian physics. Just as Newton believed that matter is made up of minute particles that bump off one another but are otherwise unchanged, so neoclassical theory assumes that the economy is made up of unconnected individuals who interact by exchanging goods and services and money but are otherwise unchanged. Their behaviour can be predicted using economic laws, which are as omnipresent as the laws that govern the cosmos.
 

To calculate the motions of the economy, one must determine the forces that make it move around. The neoclassical economists based their mechanics on the idea of utility, which the philosopher Jeremy Bentham described in his “hedonic calculus” as the sum of pleasure minus pain. For example, if an apple gives you three units of pleasure, and paying for it gives you only two units of pain, then purchasing the apple will leave you one utility unit (sometimes called a util) in profit.
 

Leaving aside for a moment what units of measurement a util is expressed in, an obvious problem is that different people will assign different utility values to objects such as apples. The neoclassical economists got around this by arguing that all that counted was the average utility. It was then possible to use utility theory to derive economic laws. As William Stanley Jevons put it in his 1871 book Theory of Political Economy, these laws were to be considered “as sure and demonstrative as that of kinematics or statics, nay, almost as self-evident as are the elements of Euclid, when the real meaning of the formulae is fully seized.”
 





Imaginary lines

 

If economics has an equivalent of Newton’s law of gravity, it is the law of supply and demand. The law is illustrated in Figure 1, which is a version of a graph first published in an 1870 essay by Fleeming Jenkin. It has since become the most famous figure in economics, and is taught at every undergraduate economics class.
 

Figure 1. The law of supply and demand. The solid line shows supply, which increases with price. The dashed line shows demand, which decreases with price. The intersection of the two lines represents the point where supply and demand are in balance.
 

[image: 002]

The figure shows two curving lines, which describe how price is related to supply and demand. When price is low, supply is low as well, because producers have little incentive to enter the market; but when price is high, supply also increases (solid line). Conversely, demand is lower at high prices because fewer consumers are willing to pay that much (dashed line).
 

The point where the two lines cross gives the unique price at which supply and demand are in perfect balance. Neoclassical economists claimed that in a competitive market prices would be driven to this point, which is optimal in the sense that there is no under- or oversupply, so resources are optimally allocated. Furthermore, the price would represent a stable equilibrium. The market was therefore a machine for optimising utility.
 

For example, suppose that the average price for a house is 100,000 (currency units of your choice) when the market is at equilibrium. If sellers grew greedy and the price lifted temporarily to 110,000, then suppliers would respond by building more homes, and consumers by buying fewer. The net effect would be to pull prices down to their resting place, as sure as the force of gravity. Conversely, if prices fell too low, then supply would drop, demand would increase, and prices would bob back up again.
 

However, if demand were to increase for some structural reason, such as population growth, then the entire demand curve in Figure 1 would shift up, so the equilibrium price would be higher. If supply permanently increased, say because new land opened for development, then the equilibrium price would shift down along with the supply curve.
 

This is for just one good, and the situation becomes considerably more complicated when multiple goods and services are included, now and in the future, since consumers then have a choice on where and when to spend their money. One of the supposed triumphs of neoclassical economics in the 1960s was to mathematically prove that the entire economy will still be driven to a stable and optimal equilibrium, again subject to certain assumptions. This was seen as mathematical proof of Adam Smith’s “invisible hand,” which maintains prices at their “natural” level, and formed the basis of General Equilibrium Models that are used to simulate the economy today.
 





The visibly shaking hand

 

We are all familiar and comfortable with the law of supply and demand, and it is often used to explain why prices are what they are. A strange thing, though: historical data for assets like housing just doesn’t look that stable or optimal. In fact it seems the invisible hand has a bad case of the shakes.
 

As an illustration, the top panel in Figure 2 shows a plot of UK house prices over about three decades. The numbers have been corrected for inflation. It shows the large ramp up in house prices from 1996 until 2009. Similar behaviour was seen in other G8 economies.
 

It appears from this figure that houses were much more affordable before 1985 than after 2000. However, the figure is a little misleading because affordability is a function not just of real house prices but also of mortgage rates, which were about twice as high in 1985 as they were in 2000. To correct for this, the lower panel shows the estimated typical mortgage payment, based on the prevailing interest rates. This reveals a distinct boom/bust pattern.
 

Figure 2. Top panel shows the real growth in UK house prices from 1975 to 2009. Prices are in 1975 currency, adjusted for inflation.3 Lower panel is the estimated relative mortgage payment. The scaling is relative only.
 

[image: 003]

In 2008, at the peak of the recent housing boom, when prices appear to have been grossly inflated, it was frequently argued that prices were high because of the balance between supply and demand: the UK is a “small, crowded island” so the supply of housing is constrained. But the UK was also a small, crowded island in 1995, when homes were relatively affordable. So were prices really optimal in 2008, as the law of supply and demand would dictate? Or was something else going on?
 





The lines and the unicorn

 

In one sense, the law of supply and demand captures an obvious truth - if something is in demand, then it will usually attract a higher price (unless it’s something like digital music, which is easily copied and distributed for free). The problem arises when you decide to go Newtonian, express the principle in mathematical terms, and use it to prove optimality or make predictions.
 

In order to translate the relationship between supply and demand into a mathematical law, neoclassical economists had to make a number of assumptions. In particular, the curves for supply and demand needed to be fixed and independent of one another. This was justified by the idea that the utility for producers and consumers should not change with time.
 

But here we come to one of the differences between economics and physics. The particles described in physics are stable and invariant, so an atom of, say, carbon on earth is indistinguishable from one in the sun, and has the same gravitational pull. The law of gravity therefore applies the same here on earth as it does elsewhere in the cosmos, which is why it is such a powerful tool. However, people are not atoms; they vary from place to place, and they also change their opinions and behaviour over time. The housing market is also linked to the rest of the global economy, which itself is in a state of ceaseless flux.
 

The law of supply and demand implies that if prices increase above their “equilibrium” value then demand should decrease. This works reasonably well for most goods and services (if you omit things like luxury goods whose cachet increases as they become less affordable). If a baker overcharges for bread, he will come under pressure from competitors (unless he can distinguish his services); charge too much for your labour and you’ll find it hard to get a job (unless, as seen in Chapter 7, you’re a CEO or movie star). However, the relationship breaks down completely when you consider assets, such as real estate or gold bars, which are desired in part for their investment value. Both supply and demand are a function not just of price, but of the rate and direction at which prices are changing (this is explored further in Chapter 3). The perceived utility of owning a home is much greater when house prices are seen to be rising than when they are falling off a cliff. Matters become even more tenuous in today’s networked economy, where what is being supplied or demanded is often not a physical object at all, but something less tangible or constrained like information, a brand, or access to a network, which are shared rather than exchanged.
 

Supply and demand also depend in intricate ways on the exact context and history, even for basic goods. Suppose for example that the price of bread is everywhere uniformly raised by 5 per cent. According to theory, we should then be able to compute both supply and demand at this new price. Let’s consider three cases. In the first case, the government announces that the price rise is due to a new bread tax being applied. People will likely react by buying less bread. In the second case, a rumour goes out that the price change is because of a drought that has affected wheat prices. Whether the rumour is true or not, demand may increase because some people will buy extra loaves and store them in the freezer before prices increase further. In a third, hypothetical case, suppose that shoppers are given a drug so that any memory or preconception they have about the price of bread is rather hazy, so they respond only to big price changes (a lot of people are like this anyway). Then they would probably not notice the difference and just go ahead and buy the bread as usual. There is also a dynamic, time-sensitive element, because it is hard to know whether a change in demand will be long-lasting or short-lived.
 

In fact the idea that supply or demand can be expressed in terms of neat lines at all, as in Figure 1, is a fiction. As econophysicist Joe McCauley observed, there is no empirical evidence for the existence of such curves. Despite that, “intersecting neo-classical supply-demand curves remain the foundation of nearly every standard economics textbook.”4 Like unicorns, the plot of supply and demand is a mythological beast that is often drawn, but never actually seen.
 

This helps explain why large economic models, which are based on the same laws, fail to make accurate predictions (traditionally the test of reductionist theories). As an example from something even slip-pier than house prices, Figure 3 shows the price of crude oil over a quarter-century, along with predictions from the Energy Information Administration (EIA), which is part of the US Department of Energy. The computations are performed by estimating the global levels of supply and demand, using their World Oil Refining, Logistics, and Demand (WORLD) model. In the 1980s, the predictions called for prices to increase, probably because the models incorporated memory of the 1970s oil price shock. Prices instead fell and remained low for the next couple of decades. The forecasts eventually learned that prices were not going to return to previous levels, and flattened out; but as soon as they did, prices spiked up to $147 per barrel. Then plummeted to $33. Then doubled again.
 

This oil price spike played a large part in exacerbating the credit crunch, but went completely unpredicted by the experts. The reason is that it had absolutely nothing to do with supply or demand. According to the EIA, world oil supply actually rose, and demand dropped, in the six-month period preceding the spike.5 So why did prices go up? Well, the demand for actual oil - the black, gooey stuff they get out of the ground - wasn’t getting stronger. But as discussed in Chapter 8, oil futures - contracts giving the right to buy oil at a set price and future date - were all the rage in 2008. The spike in oil was a classic speculative bubble, with the same dynamics as a real estate bubble, except that it was played out in months instead of years.
 

Figure 3. Price of crude oil (solid line), along with predictions (dashed lines). Source: Energy Information Administration.
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The economic weather

 

Our poor record of foresight might still seem counter-intuitive: how can it be that specialists can’t predict the future of the economy given their immense expertise, huge amounts of data, and access to high-speed computers? Surely we know more than the Delphic oracle? One reason is that the economy is made up of people, rather than inanimate objects. But it’s interesting to note that the same problem is seen in other areas that appear more amenable to a Newtonian approach. Much can be learnt from a comparison with weather forecasting.
 

In a 2009 speech, the Federal Reserve chairman Ben Bernanke, today’s version of the oracle, discussed his institution’s long-standing involvement in economic forecasting as follows: “With so much at stake, you will not be surprised to know that, over the years, many very smart people have applied the most sophisticated statistical and modelling tools available to try to better divine the economic future. But the results, unfortunately, have more often than not been underwhelming. Like weather forecasters, economic forecasters must deal with a system that is extraordinarily complex, that is subject to random shocks, and about which our data and understanding will always be imperfect.”6
 

Of course this uncertainty doesn’t stop the Federal Reserve from regularly cranking out predictions, which everyone takes at face value. But as an illustration of Bernanke’s point, the top panel of Figure 4 is a plot of sea-surface temperature in a zone of the Atlantic ocean, which indicates the presence of El Niño events. I have chosen a timespan such that the fluctuations match quite closely the plot of housing price affordability from Figure 2, shown rescaled in the lower panel (unfortunately the timescale is different, so, no, we can’t use El Niño to predict UK housing prices). El Niño drives global weather patterns that have a huge economic impact on everything from agriculture to insurance, so there is even more incentive to predict it than there is to predict house prices. And yet our most sophisticated weather models still do a poor job of predicting El Niño.7 As with housing prices, it is possible to discern a distinct pattern, but it is almost impossible to call the exact timing of the next peak or trough. The reason is that both El Niño and housing markets are part of complex, global systems that elude reduction to simple rules or laws.
 

Indeed the whole idea of a fundamental law, given by a simple equation, is applicable only to certain specialised cases, such as gravity. In weather forecasting, one of the main challenges is to predict the formation and dissipation of clouds, which drive much of the weather and determine precipitation. However, there is no law or equation for clouds, which are formed in a complex process whereby droplets of water congregate around minute particles such as salt, dust, or pollen in the air. In fact, clouds are best described as emergent properties of the atmospheric dynamics.
 

Figure 4. Top panel is a plot of sea-surface temperature anomalies.8 Above 0.5 indicates an El Niño event, below -0.5 La Niña. Lower panel is a rescaled plot of estimated mortgage payments from Figure 2.
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The definition of an emergent property is somewhat hazy, and depends on the context; but in general it refers to some feature of a complex system that cannot be predicted in advance from knowledge of the system components alone. Scientists know a lot about the parts of a cloud - air, water, particles - but they still can’t produce a realistic one on the computer, let alone predict the behaviour of real clouds. Engineers know a lot about fluid flow, but they still find it hard to model the effects of turbulence, which is why Formula 1 racing teams are among the largest users of wind tunnels. Some scientists even believe that so-called fundamental physical laws - including the law of gravity - are just the emergent result of a more complex dynamics. As we’ll discuss further in later chapters, economic forces such as supply and demand are also best seen as emerging from a mix of social, economic, and psychological factors.
 





Emerging economy

 

So if the traditional reductionist approach doesn’t work, what is the alternative? Emergent phenomena have been widely studied by complexity scientists, through the use of techniques such as cellular automata or agent-based models. Cellular automata are computer programs that typically divide the screen into a grid of cells. The evolution of the system is governed by simple rules that describe how one cell affects its neighbours. While the laws are simple at the local level, the emergent behaviour at the global level can be extremely complex, and can’t be modelled directly using equations. Cellular automata have been used to study a wide range of phenomena, including turbulent fluid flow, avalanches, the spread of forest fires, and urban development.
 

Agent-based models consist of multiple software “agents” that could represent, say, investors in the stockmarket. The agents are allowed to influence each other’s behaviour, just as in reality investors communicate with those around them. They make decisions based not on uniform laws, but on fuzzy heuristics or rules of thumb. Agents can also learn and adapt their behaviour, in the same way that investors become more conservative after being burned by a market fall. It is therefore impossible to assign them a fixed and independent demand curve of the sort required by the “law of supply and demand.”
 

The collective effect of the agents is again to produce emergent behaviour that is often quite surprising, and that can lead to useful insights about how the system works. Agent-based models have been used to reproduce the boom/bust behaviour of markets, and have found many other applications in areas from transportation to cancer therapy.9 Programmes in complexity are starting to appear at business schools and institutions like the London School of Economics. The first way to revive economics, then, is to encourage this trend, and in the process rid the field of its quasi-Newtonian pseudo-laws.
 

One drawback of this type of research is that it has none of the icy glamour and prestige of great Newtonian mathematical laws. It is unlikely that anyone will ever win a Nobel Prize for an agent-based model. Nor does complexity theory offer a single unified approach. Models are seen more as patches, each of which captures an aspect of the complex reality.
 

Also, while the complex systems approach is useful for simulating many aspects of the economy, it is unlikely that it will prove to be much better than orthodox theory at predicting the course of something like the housing markets. The reason is that the exact behaviour of a system depends on all the exact details, and the only way to predict a system would be to reproduce it on the computer. That’s the point of emergent properties: they can’t be predicted by a simple equation. Instead, complexity scientists search for pockets of predictability - aspects of the system that are amenable to prediction.10
 

Complexity research has many implications for economics (most of the conclusions of this book are based on a complexity viewpoint), but its most devastating consequence is that it throws a wrench in the entire mechanistic approach for modelling complex systems like the economy. Newton’s blueprint for numerical prediction, again, was to reduce a system to its fundamental components, discover the physical laws that rule them, express as mathematical equations, and solve. But this reductionist method doesn’t work for emergent properties. There are no fixed laws - only general fuzzy principles that can be roughly captured by rules of thumb but rarely conform to neat mathematical equations. The message of the Pythagoreans - that all can be reduced to number - turns out not to be true.
 

In the next chapter, we consider the behaviour of groups of people as they engage in the economy - and ask whether they behave as independent individuals, as theory tells us, or more like the components of a cloud.
 
  



CHAPTER 2
 

THE CONNECTED ECONOMY
 

The pernicious love of gambling diffused itself through society, and bore all public and nearly all private virtue before it.


Charles Mackay, Memoirs of Extraordinary Popular
Delusions and the Madness of Crowds (1848)
 

 


There is no such thing as society.


Margaret Thatcher (1987)
 

 

 

 

Economists are taught that the economy is the net result of the actions of individual investors, who act independently of one another to maximise their own utility. This view of the economy - similar to the atomic theory of physics - sees the individual as all-important, and downplays the role of society (which according to one of Margaret Thatcher’s more famous statements doesn’t even exist). The reality, however, is that we influence one another all the time. We buy houses not just for a roof over our head, but also because everyone else is buying one and we are afraid to be left off the “housing ladder” - now known as the housing bungee. This chapter shows how economists ignore or downplay the herd behaviour of markets, and therefore fail to predict or properly prepare for economic crises.
 

 

One of Pythagoras’ most famous disciples - though he was born after the master’s death - was the philosopher Democritus. His biographer Laertius wrote that he derived all his doctrines from Pythagoras, to the point that “one would have thought that he had been his pupil, if the difference of time did not prevent it.” Today, Democritus is best known for his theory that matter is made up of atoms, named after the Greek word atomos for indivisible.
 

The idea that a system can be broken down into its smallest components is a key plank of our reductionist scientific tradition. Today, scientists are still following this quest at facilities like the Large Hadron Collider near Geneva, by flinging small pieces of matter together at nearly the speed of light and analysing the debris. The atomic theory has also had enormous influence in other areas, including economics.
 

Democritus arrived at his idea by imagining that you could take an object - say a page from this book - and cut it into two pieces, then cut it again, and again, and so on. At some point, he argued, you would have to come to a smallest possible piece, because otherwise you could continue forever and that would make no sense (the Greeks didn’t cope well with the notion of infinity). That smallest unit is an atom. Substances had different properties because of the shape of their atoms - the atoms of oil, for example, had to be very smooth so that they would slide over one another easily.
 

The atomic theory never really caught on at the time, in part because Aristotle didn’t like it, and it came into favour only much later when scientists such as Galileo and Newton lent their support. When Newton said that matter was made up of “solid, massy, hard, impenetrable, movable particles,” he was describing atoms.
 

Because no one could actually see atoms, they remained a mostly theoretical construct until 1905, when Albert Einstein convincingly demonstrated their existence and even managed to estimate their size and velocity. It had long been known that, when viewed under a microscope, particles such as dust or pollen in a suspension tended to jostle around in a random fashion almost as if they were alive. This Brownian motion - named after the Scottish botanist Robert Brown, who was the first to investigate it - was something of a mystery, but Einstein showed that it could best be explained by assuming that the particles were constantly buffeted by individual atoms in the suspension. Atoms were small, but sometimes they could make themselves felt.
 






Particle theory

 

While physical atoms may have been just a theory in the late 19th century, the concept was eagerly adopted by neoclassical economists such as William Stanley Jevons, with the difference that the atoms of the economy were individual people (or firms). An advantage was that people were larger than atoms so you could see what they were doing; a disadvantage was that they showed considerable variability. But as Jevons argued in his Theory of Political Economy (1871), it was necessary only to model “the single average individual, the unit of which population is made up.”
 

One of Newton’s key insights was that, to compute the gravitational pull of a spherical body like the earth, it wasn’t necessary to compute the effect of each individual part of the earth - each atom in a lump of rock or blade of grass. Instead it sufficed to assume that a single point mass, equal to the mass of the earth, was located at its centre. In the 19th century, physicists working in the new field of statistical mechanics had also shown that states such as temperature were governed not by what was happening with individual atoms, but by the statistical average. Jevons believed in the same way that it was possible to ignore the fact that people are different, and take into account only the population average. Indeed, this is exactly what modern economic models do to estimate the demand for a commodity like oil: it is impossible to take into account each person or company, so they make guesses for aggregate demand over a country or sector.
 

By equating the aggregate supply with the aggregate demand, the economists could in principle predict the equilibrium level of the economy, where supply and demand were in perfect agreement. But what explained the apparent day-to-day fluctuations in prices, of the sort seen, for example, on financial markets for stocks and bonds?
 

In 1900, even before Einstein’s explanation of Brownian motion, the French economist Louis Bachelier came up with a similar theory for the economy. In his Ph.D. thesis, he proposed that financial markets are always close to equilibrium, but are buffeted around by the actions of individual investors as they respond in different ways to news or just the market’s current state. Any change in price is therefore essentially random. As with a piece of pollen undergoing Brownian motion, the market might look like it’s alive and has a sense of purpose, but that’s just an illusion.
 

Bachelier’s work initially made little impact, perhaps because it appeared to say that forecasting was impossible (never popular with forecasters). However, Bachelier had also pointed out that it should still be possible to evaluate the probability of the market changing by a certain amount over any given period. Price movements could be modelled using the normal distribution, or bell curve, which had long been used by astronomers and other scientists to account for the effect of random errors in their observations. In the 1950s and ’60s, this aspect of his thesis was picked up on by economists, who used it to develop an elaborate theory of risk using the same mathematics as that used to describe Brownian motion.
 





Atomic markets

 

The atomic theory of the economy reached its point of highest glory in 1965 with the efficient market hypothesis, which was proposed, in another Ph.D. thesis, by Eugene Fama of the University of Chicago. He described the market as made up of “large numbers of rational profitmaximizers” who had access to all relevant information and were in active competition with each other. Given these assumptions, Fama argued, prices of any security would automatically adjust to reflect its “intrinsic value.” Any deviations from that level would be small and random.
 

While Bachelier’s work never gained popularity until after his death, Fama became something of a celebrity among economists. The reason was that he had taken the same idea - that market movements were random - and created a new story around it. Instead of the market being as dumb and lifeless as a piece of dust, it was granted a semi-divine status: a deity with a tagging gun that can stick the correct price on anything.1 The reason we can’t predict it is that no forecaster can possibly outwit this god.
 

The efficient market hypothesis also granted we ordinary mortals various special properties, such as rationality, an obsession with reading the news, and an intense focus on making money. However, the most striking thing about it is that, like inert atoms, its people never interact except by bouncing off one another in the marketplace. No one ever gets together to talk about the price of houses or oil or the stockmarket; they all have to make their own mind up. They are truly independent.
 

As a mathematical model of how people make economic decisions, this theory is extremely strange. I still find it bizarre that it is taught at universities and colleges where other departments that teach social sciences like sociology, or humanities like drama or literature, presumably take the opposite stance that people do actually affect each other’s lives. And yet, as author and investment strategist George Cooper wrote in 2008, the hypothesis “remains the bedrock of how conventional wisdom views the financial system, the key premise upon which we conduct monetary policy and the framework on which we construct our financial risk systems.”2 The Economist notes that the hypothesis “has been hugely influential in the world of finance, becoming a building block for other theories on subjects from portfolio selection to option pricing.”3 George Soros describes it as “The prevailing interpretation of financial markets.”4
 

It’s interesting to ask whether the influence could extend even further. Western society has been slowly atomising itself and breaking down into smaller units for many centuries - our sense of individuality has flourished at the same time as our sense of community has shrunk - and if anything that process has accelerated since the 1960s.5 A recent survey showed that most Americans saw others (but not apparently themselves) as “increasingly atomized, selfish, and irresponsible.”6 An economic worldview that puts those qualities at its centre - and that ties in with our deepest scientific traditions - is bound to have an influence on the society that it purports to resemble. Perversely, we seem intent on conforming ourselves to fit the model. More on this in Chapter 9. 
 





Random motion

 

One reason for the enduring popularity of the efficient market hypothesis is that it does make one correct prediction, namely that the markets are unpredictable. Even big institutions such as the International Monetary Fund (IMF) or the Organisation for Economic Cooperation and Development (OECD), which have access to large computer models and enormous quantities of data, turn out to be no more prescient in their predictions than the forecasters from Bloomberg cited in the introduction.
 

The heavy line in Figure 5 shows changes in US gross domestic product (GDP) over a two-decade timespan. The narrow lines are predictions from the US Energy Information Administration. The model is tuned in such a way that it favours moderation: whether the economy is surging or depressed, the model always points to a growth of around 3 per cent. It is actually just as good (and a lot less expensive) to simply make this prediction and not bother with the model at all.
 

Figure 5. Predictions for GDP growth in the US. Source: Energy Information Administration.
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The track record of models at other institutions like the OECD or IMF is no better.7 In April 2007, for example, the IMF said that: “Notwithstanding the recent bout of financial volatility, the world economy still looks well set for continued robust growth in 2007 and 2008.” A year later, after the collapse of Lehman’s, they had adjusted this down only slightly, and were predicting a “mild recession” in the US to be followed by a “modest recovery” in 2009.8
 

The efficient market hypothesis would explain this lack of foresight by pointing out that, if a forecaster could correctly predict that the economy would go up or down, that would imply that he or she knew more than the market. Price changes would therefore not be random, which according to the theory is forbidden.
 

It’s possible to convince yourself that the plot of GDP is a meaningless and unpredictable squiggle that just reflects the actions of independent investors reacting randomly to random news. However, while the efficient market hypothesis agrees that markets are unpredictable, one can’t take this as confirmation of the theory (snow storms are unpredictable, but no one claims they are efficient). Rather than postulate that the economy is some kind of god-like entity with a miraculous eye for prices, it is simpler and more realistic to assume that forecasts go wrong because they are based on a faulty reductionist premise. Our economic models are the modern equivalent of the circle-based Greek models of the cosmos: they are large and complicated and can be made to fit past data, but that doesn’t mean they are an accurate reproduction of the real thing.
 

Indeed, as discussed later, efficient market theory is proved wrong by the fact that it does not correctly predict the existence of sudden changes. In the economy described by the efficient market hypothesis, there can be no interesting weather patterns, no storms or droughts, because the only changes are small and random. Things are never too cold, never too hot, always just right. The economy would therefore also be almost entirely without risk, or for that matter any interesting features. And yet, as experience shows, the economy is as varied and changeable as the real weather.
 





Changeable, with a risk of crashes

 

One reason for this variability is that people do not behave like Newtonian atoms, but interact and affect each other’s behaviour. Markets are largely driven by things like rumours and trends. These in turn affect the larger economy, and ultimately measures of activity like the gross domestic product.
 

Consider again the case of the UK housing market (Figure 2). The UK has a high rate of home-ownership, and houses are traditionally valued not just for their ability to provide shelter, but also as an investment. As house prices appreciated in the late 1990s, many people bought second homes, viewing the rental income as their pension. Banks began to offer special buy-to-let mortgages at attractive interest rates. Some amateur investors built up substantial portfolios with dozens of properties, using one home as collateral to buy the next. House prices continued to climb, and people were getting seriously rich. Anyone with a decent house in a major city was making more money from that, at least on paper, than they probably were in their job. Property-related industries such as construction and real estate were also booming.
 

All of this did not go unnoticed by those who didn’t yet own a home - particularly young people who were desperate to get on the housing ladder before it was too late. They therefore stretched their finances to the limit to buy whatever studio basement apartment next to a railyard was available. If they couldn’t afford anything in Britain, they looked for vacation rental properties further afield, like in France, or even Estonia. Their anxiety was stirred up further by a constant barrage of TV shows about property: buying it, fixing it up, and above all, making money out of it. Anyone who didn’t own a home was under constant social and psychological pressure to get one, fast - and banks were bending over backwards to help make it happen.
 

Behavioural psychologists describe this kind of thing as herd behaviour. Everyone senses which way the wind is blowing, and thunders off in the same direction. This process - well documented in 1848 by Charles Mackay in his Memoirs of Extraordinary Popular Delusions and the Madness of Crowds - does not look very rational, and indeed there is plenty of evidence to show that emotion plays a large role in decision-making. However, the question here is a little different, because in many ways first-time buyers were just responding to the best information from their peers and from the media, which was that prices were going to keep going up.
 

Efficient market theory is sometimes justified by the idea that groups of people can make better judgements than individuals. Experiments have shown that in certain situations, such as guessing how many pennies there are in a jar, the average of a number of independent guesses from different people is surprisingly accurate.9 But when group dynamics take over, this “wisdom of crowds” can quickly break down.
 

One might think that the banks supplying the mortgages would be more sophisticated and immune to such pressures, yet they were also caught up in the process. Just as people competed with each other to buy the best properties, which usually attracted multiple offers, so the banks competed with each other by offering cut-price deals in their quest for a larger share of the rapidly growing mortgage market. Often they were willing to forgo the need for a significant deposit, or even proof of employment.
 

In September 2007 - a month after the employee at Lehman Brothers had complained of “once in 10,000 years” disturbances in the credit markets - the UK bank Northern Rock (aka “the Rock”) asked the Bank of England for some short-term support with a liquidity problem. With the share price dropping like a stone, the government immediately moved to reassure the Rock’s customers that there was no need to worry about their mortgages or bank accounts. The customers listened, and the next morning formed an orderly queue outside the bank branches to get their money out. It was the first run on a British bank in more than a century.
 

Suddenly the information being passed around at the morning coffee break, down the pub, or in the media, took on a different tone. Concern was fuelled by disturbing news about a serious US housing crash developing on the other side of the Atlantic. People grew nervous about making large investments, and house prices flattened. Banks began to withdraw some of their more extravagantly cheap mortgage deals. The winds were turning direction.
 

According to the atomic theory of economics, individual people or businesses are supposed to be independent of one another, so they are uninfluenced by each other’s decisions. In this picture, our desires and preferences therefore remain fixed. But in fact every decision we make is affected by what is going on around us - and not just during financial booms and busts. Our group behaviour can resemble that of a herd of animals, blindly following the same lead. But more generally it is as complex and ever-changing as the weather. Like El Niño, our actions reflect the fact that we are part of a global network - connected socially and financially to friends, community, the media, and even remote events on the other side of the world, in the farms or factories or booming business centres of China, India, or Brazil.
 

Economics might gain its credibility from its association with engineering and physics; however, it is the physics of the 19th century. Some properties of a material, such as its temperature, are a function of the average behaviour of atoms or molecules, but today we know that many others are the emergent feature of the interaction between these components. Even something as ubiquitous and apparently simple as water turns out to elude reductionist analysis: its state (for example, whether it is water, ice, or vapour) depends on the complex interactions between molecules, which are engaged in a constant dance with their neighbours. That is one reason why clouds, and large-scale effects like El Niño, remain so hard to model or predict; and it is also why we need to update our views of the economy.
 





Electrical storm

 

If we think of housing markets as similar to large-scale atmospheric phenomena like El Niño, then the banking system is more like the electricity grid. Most of the time it works fine and we don’t even think about it - but every now and then it lets us down. And when that happens, it can be a catastrophe.
 

One such event occurred during the electricity blackout of August 14, 2003. People waking up that morning in the north-east United States, or the province of Ontario, Canada, would have noticed nothing peculiar about their electricity supply. The shaver worked; the lights didn’t flicker; the coffee machine functioned as it was supposed to. No one would have supposed that they would be trying to make their way home that evening without the benefit of traffic lights.
 

The trigger for the event was actually weather-related. Temperatures in the region were high (as shown in Figure 4, 2003 was an El Niño year) and people were switching on the air conditioners. The high demand caused power cables to overheat, so they expanded in length and sagged lower than usual between towers.
 

According to an official report, it seems that the blackout started when a generating plant outside Cleveland, Ohio went offline around 1:30 p.m., due to a technical problem.10 High-voltage power lines in rural areas had to carry extra current to compensate. Sagging under the burden, one of them came into contact with trees, which had been inadequately trimmed. Power switched to another line, which also sagged and hit a tree. Further lines collapsed, putting the rest of the Ohio system under increased strain.
 

Finding itself suddenly short of power, Ohio drew two gigawatts from the neighbouring state of Michigan. In response, transmission lines in both states tripped out. The network was soon overwhelmed by huge fluctuations, caused by cuts in demand in some areas due to blackouts, and surges of power from other stations. Local grids separated from each other to try to control the damage, but to no avail. Failures cascaded through the system, and by the end 256 power plants were offline, and over 50 million people were without power.
 

Like the electricity grid, the banking system is a vital utility that we all rely on. It is also a huge connected network that controls the flow of money rather than electrons. When one bank or financial institution fails, it puts other nodes in the network under increased stress. Not only must they make up the financial slack, but they also come under increased scrutiny themselves. A run on one bank makes customers at other banks twitchy; and sagging lines of credit may cause a fire.
 

The credit crunch was like a power outage rolling around the world in slow motion. The first institutions to go offline were over-leveraged lenders like Northern Rock in the UK and Countrywide in the US. In March 2008 the investment bank Bear Stearns, on the verge of collapse, was taken over by JPMorgan Chase. During the course of the crisis, household names like Merrill Lynch, Fannie Mae, Freddie Mac, Lehman Brothers, and the giant insurer AIG all failed, were taken over under duress, or were rescued by the government.
 

The credit blackout did not respect national borders: entire countries, such as Iceland, found themselves in the dark, their bank supplies cut off. Some of the worst affected were Eastern European nations that relied on financing from Western banks, such as Hungary, Lithuania, and Latvia. The latter saw an annual house price decline of almost 60 per cent in the year following the crisis.11 In the Middle East, Dubai experienced a similar decline in real estate prices, causing the company Dubai World to freeze payments on its debt in late 2009, with indirect effects on international markets.12
 

So is there anything we can do to protect ourselves from such failures - or will we always be vulnerable to electrical storms?
 





The science of networks

 

The banking and electrical systems are two examples of technological networks. Others are the transportation network, the telecommunications network, and the world wide web. Similar networks are ubiquitous in nature: biological systems are characterised by complex networks of interacting genes and proteins, ecosystems by predator-prey relationships. And sociologists use social networks to investigate the transmission of ideas and trends through society.
 

Researchers in the field of network science view such systems in terms of nodes, which represent individuals or agents in the network, and links, which join the nodes and represent interactions of some kind. In a biological model the nodes could represent proteins or cells; in an ecosystem model they could represent species; in a social network they could represent people; in a model of the electrical grid they could represent power stations or consumers; in a model of the economy they could represent firms. For example, one paper published by Domenico Delli Gatti from the Catholic University of Milan and colleagues in June 2008 observed that: “The complex pattern of credit relationships is a natural research issue to be dealt with by means of network analysis. It is straightforward to think of agents as nodes and of debt contracts as links in a credit network … the default of one agent can bring about an avalanche of bankruptcies [their italics].”13 If the authors had delayed publication a few months, they could have used Lehman’s as an example.
 

Researchers have found that such networks - be they technological, biological, ecological, social, or economic - often have much in common, and can be divided into certain categories. One is the small-world network, where the connections between individual nodes are arranged in such a way that it takes only a small number of steps to link one node to another. The world wide web has this property, and search companies such as Google exploit it to derive their algorithms. Another category is scale-free networks. The term “scale-free” means that there is no typical or expected number of connections for any node: most nodes have few connections to other nodes, but a small number of hubs are highly connected. An example is the air traffic network: some airports such as Heathrow are global hubs, while smaller regional airports may fly to only a few destinations.
 

Artificial networks with these and other properties can easily be produced and studied on the computer. Network modelling of the economy has become an active research area, in academia and institutions including the Bank of England. One of the key questions that engineers and network scientists are concerned with is network robustness, which often depends strongly on the way in which the network is arranged. Much can be learned from natural systems, such as ecosystems or biological systems, simply because they have been around for a long time so have presumably learned a trick or two. Some “design principles” shared by robust networks - but not currently by our financial system - include modularity, redundancy, diversity, and a process for controlled shut-down.14 Together they provide clues on how we can reduce the chance of another disaster.
 

 

Modularity A network’s modularity refers to its degree of compartmentalisation. In, for example, a small-world network, each node is connected to any other node by a small number of connections. This is good if the aim is communication, but in other cases it can be a problem. Scientists have studied the spread of epidemics using detailed network models of artificial societies in which nodes represent individuals, and connections between nodes represent the potential spread of the disease from one person to another. It turns out that one of the main factors determining the rate of spread is the transportation network - the 2009 swine flu pandemic spread so quickly because of long-distance connections through air travel.
 

The banking system too has become increasingly integrated, and therefore vulnerable to contagion of a different sort. After the Great Depression, the Glass-Steagall Act was introduced in the US to separate commercial banks, responsible for day-to-day consumer banking, from investment banks, which were primarily involved in speculation. The repeal of this act in 1999 by the Gramm-Leach-Bliley Act dissolved the wall, and allowed banks like Citigroup to go nuts with derivatives, lose billions, and get rescued by the US government. (The same act also led to deregulation of electricity markets and the Enron saga.) On an international level, the degree of financial connectivity between major markets has increased dramatically in recent decades - meaning that if one catches a cold, they all get it.15 Complex living organisms, or natural systems such as food webs, tend to be built up of smaller, weakly connected sub-networks, which reduces the probability of contagion from one area to another.16
 

The overall topology or structure of the network architecture is also important. A common motif in biological and engineering networks is the “bow-tie” structure, in which multiple inputs (one side of the bow) feed into a central control unit (the knot) to produce multiple outputs (the other side of the bow). An example again is the internet, where a wide variety of material such as web pages, emails, video, and so on, is first compressed into a homogeneous, standardised computer language before expanding again as output on a user’s screen. According to control theorists, who study the control of dynamical systems in engineering, the bow-tie structure has evolved in both natural and man-made systems because it allows a balance between robustness and efficiency.17 The system is quite efficient, because it uses a standardised language to handle all the diverse inputs and outputs, but at the same time it is easy to monitor events and correct mistakes. In finance, the equivalent to a central control module would be a central clearing house for instruments such as derivatives. These are currently often sold over-the-counter, which makes it impossible to measure or control systemic risk.
 

 

Redundancy Another trick that nature employs to improve robustness is keeping something in place for backup. If one node or link in the network fails, another can take its place. That extra kidney might seem a waste to carry around until your other kidney fails (or you need to donate one). In financial terms, this supports the idea that banks should retain a higher minimum level of cash reserves, which could be adjusted up for large institutions or investment strategies that pose systemic risk.
 

Much of the appeal of the complex financial products developed in the last decade is that they enabled financial institutions to get around reserve requirements. Investment banks such as Lehman Brothers were leveraged at extremely high ratios (over 30 to 1), so they were essentially gambling with other people’s money. The danger, as chairman of the US Federal Deposit Insurance Corporation Sheila Bair told a conference in June 2007, is that “Without proper capital regulation, banks can operate in the marketplace with little or no capital. And governments and deposit insurers end up holding the bag, bearing much of the risk and cost of failure.…The final bill for inadequate capital regulation can be very heavy. In short, regulators can’t leave capital decisions totally to the banks. We wouldn’t be doing our jobs or serving the public interest if we did.”18 Canadian banks survived the credit crunch relatively unscathed, in large part because they have tougher lending requirements than their American counterparts.19
 

 

Diversity A degree of diversity in a system can help it adapt to change. In an ecosystem this equates to a range of species; in the financial system it equates to diversity of trading strategies. On the surface, our financial system would appear to be highly diverse. However, one surprise to come out of the crisis was that everyone appeared to be employing the same strategies. Even adventurous hedge funds, which are supposed to come up with innovative ways to make money, were susceptible to group-think. Intense competition between institutions meant they were afraid of under-performing their peers, so were actually more likely to adopt the same techniques. As one trader put it, they “talk to each other and have many of the same trades. These are people who say, ‘I see a pattern, and I’ve got to jump on.’”20
 

The trend was exacerbated by the fact that funds often use quantitative rule-based strategies, which are inherently easy to copy. Banks also adopted near-identical risk models, even though they were known to be flawed, exactly because they were widely accepted by the industry. Complexity scientists are starting to monitor these different strategies, and the relationships between them, in the same way that ecologists monitor species in an ecosystem.21
 

 

Controlled shut-down When cells in the human body are damaged beyond repair - say after exposure to toxins or radiation - they are usually targeted for a form of controlled death known as apoptosis. In this process, the constituents of the cell are taken apart and recycled for use elsewhere in the body. In cancer cells, the apoptotic machinery is disabled, and cells at the interior of the tumour become necrotic - they burst, disgorging their contents in a fashion that harms nearby cells.
 

When Lehman went bankrupt, its death was necrotic rather than apoptotic. In the US alone, it had over a million derivatives transactions outstanding with some 6,500 trading partners. Figuring out the mess will keep hundreds of lawyers employed for years. Banks also often structure themselves in a deliberately labyrinthine manner in order to avoid taxes, which makes them hard to wind up. Proposals for “living wills” for banks are being considered by institutions including the UK’s Financial Services Authority.22
 

To improve the robustness of our financial system it therefore follows that we should increase modularity, redundancy, and diversity, and provide a mechanism for controlled shut-down. This applies not just to banks, but to other industries such as agriculture or retail, which, as discussed later, exhibit many of the same problems. There’s only one problem: none of these measures would be seen as desirable according to orthodox dogma. The reason is again related to the idea of efficient markets.
 





Fixing the grid

 

According to theory, markets are made efficient if each atom (e.g. individual or company) pursues its own self-interest. Here self-interest refers usually to short-term interest, because if a company neglects the short term it will be taken over by competitors. And what happens after it dies is irrelevant. Economics likes to live only in the present.
 

Companies, including banks, therefore spend a lot of time worrying about their own short-term risk, but much less on systemic risk.23 Governments and regulatory institutions have also generally gone along with the idea that markets are self-regulating (though after the credit crunch, Alan Greenspan admitted that this idea was “a flaw in the model … that defines how the world works”).24 The financial network is therefore allowed to evolve towards a state that appears highly efficient in the short term, but is constantly accumulating systemic risk.
 

Introducing modularity, for example by separating speculative activities from ordinary commercial banking activities, or dividing large global banks into clearly defined national components, would probably reduce short-term efficiency, as would building extra slack and capacity into the system, e.g. by increasing the amount of money that banks need to keep on reserve.25 Such measures can therefore be taken only by a strong regulatory agency. Some progress is now being made - there is certainly a desire for reform in the air - but changes will occur only under protest by the banks, which appear to have learned few lessons from the crisis, except that they can rely on taxpayer bail-outs. Indeed with the collapse of many players, the banking industry is more concentrated than it was before the crisis.
 

It is interesting to ask whether the credit crunch would ever have happened if politicians and risk experts at banks had been trained or educationally shaped in fields like complexity and network theory rather than orthodox economics.26 When the US government took the decision to let Lehman fail in an uncontrolled manner, it seems that the administration was taken aback by the indirect effects. It was like an untrained apprentice engineer wandering into the control room and unplugging the thick cable with the “DO NOT DISCONNECT” sign above it.27 And the result was nearly lights out for the economy. Three days after Lehman’s bankruptcy, on September 18, the Federal Reserve had to intervene to stop an electronic bank run on US money market accounts. As Representative Paul Kanjorski of Pennsylvania explained, they feared that if it were allowed to continue, “$5.5 trillion would have been drawn out of the money market system of the US, which would have collapsed the entire economy of the US, and within 24 hours the world economy would have collapsed. It would have been the end of our economic system and our political system as we know it.”28
 

The next way to revive economics, then, is to educate our cadre of highly-paid “financial engineers” in the principles and codes of real engineering. This includes building in firebreaks and safeguards to help prevent systemic failure, and developing diagnostic tools for the collection and analysis of network data. “At present,” notes the Bank of England’s Andrew Haldane, “risk measurement in financial systems is atomistic. Risks are evaluated node by node. In a network, this approach gives little sense of risks to the nodes, much less to the overall system. It risks leaving policymakers navigating in dense fog when assessing the dynamics of the financial system.”29
 

Disasters and breakdowns will always occur, but the effects can be minimised and procedures put in place to get the system up and running as quickly as possible (the blackout in the US north-east was repaired in most places in under a day). New ideas and tools from mathematical areas like network theory and complexity can help to frame the problems, test and refine hypotheses, explore and communicate solutions, and motivate changes. As shown by the influence of neoclassical economics, models can have a large effect on the design of financial structures.
 

So far we have seen that economics derives its authority from its use of mathematical equations, and ideas such as atomism, that are core to our tradition of reductionist scientific thought. In the next chapter, we look at another topic beloved of the ancient Greeks and modern economists alike - the notion of stability.
 
  



CHAPTER 3
 

THE UNSTABLE ECONOMY
 

To understand what is going on we need a new paradigm. The currently prevailing paradigm, namely that financial markets tend towards equilibrium, is both false and misleading; our current troubles can be largely attributed to the fact that the international financial system has been developed on the basis of that paradigm.


George Soros (2008)
 

 


There is nothing in this world constant but inconstancy.


Jonathan Swift (1707)
 

 

 

 

Economists are taught that the economy is intrinsically stable - price changes are small and random, so perturbations are rapidly damped out by the “invisible hand” of market forces. This assumption would be fine, except that it is contradicted by all of financial history. Booms and busts aren’t exceptions, they are the standard course of things. This chapter shows how the assumption of stability has been a feature of scientific modelling of natural systems since the time of the ancient Greeks - and why we need to better account for the dynamic, unpredictable, and reflexive nature of the economy.
 

 

If there are three words that characterise the orthodox view of the economy, they are efficiency, stability, and rationality. Economists seem compelled to convince the rest of us that the market is some kind of magnificent technological machine that automatically allocates resources with mathematical precision and is immune to shakes, wobbles, or outbreaks of craziness or delirium.
 

In the 19th century, when neoclassical economics was invented, the assumption of stability was required because without it, it would have been impossible to solve the equations using the mathematics of the time. However, this excuse is no longer relevant, now that we have computers to do the work. It is therefore strange, as J.-P. Bouchaud noted, that “classical economics has no framework through which to understand ‘wild’ markets, even though their existence is so obvious to the layman.”1 This seems to be a grave omission - especially since the credit crunch put the Eek! back into economics. So why is it that economists cling to the notion of stability? To find the answer, we must again delve into the historical context.
 

The highest aim of mathematics has always been to find that which is timeless and unchanging in a world that appears to be in a constant state of flux. The beauty of the Pythagorean theorem about right-angled triangles is that it applies not just to some right-angled triangles, or most right-angled triangles, but to all right-angled triangles, now and at any time in the future. Of course, if you actually draw a right-angled triangle, and measure the sides, and compare the sum of squares of the two sides with that of the hypotenuse, then you will not get a perfect match, but that is because the triangle you drew is slightly flawed, and the measurements have a small error. The law applies only to perfect triangles, which like numbers themselves are mathematical abstractions.
 

Plato generalised this idea with his theory of forms. According to Plato, every object, such as a table or a chair, is an imperfect version of the Table form or the Chair form, which exist in some higher plane of reality. Everyday objects are subject to change, but their forms live forever. We perceive the world using our senses, but forms can be known only through the intellect - and only they can lead to genuine knowledge.
 

As discussed in Chapter 1, the quest for unchanging laws still drives much of science. Even if the cosmos is in a constant state of flux, the laws that govern it are considered permanent and immutable.2 Mathematics is a way of fixing nature, a kind of photography device to capture the eternal.
 

In Arthur Koestler’s classic history The Sleepwalkers, he criticised Plato for what amounted to a fear of change: “When reality becomes unbearable, the mind must withdraw from it and create a world of artificial perfection. Plato’s world of pure Ideas and Forms, which alone is to be considered as real, whereas the world of nature which we perceive is merely its cheap Woolworth copy, is a flight into delusion.” (Woolworths lent poignancy to this quote by itself disappearing into bankruptcy as an early victim of the credit crunch in the UK.)
 





Efficiency, stability, and rationality

 

Like the ancient Greeks, neoclassical economists saw the economy as a “world of artificial perfection” that was governed by order and stability. Three of the key figures who built the foundations of neoclassical theory were William Stanley Jevons (1835-82), Léon Walras (1834-1910), and Vilfredo Pareto (1848-1923). Although they all pursued an abstract vision of placid stability in their work, it is ironic that they were all strong characters who led interesting and not particularly stable lives. My impression is that they would have collectively run screaming from most present-day university economics departments.
 

We have already met William Stanley Jevons, who first translated utility theory into mathematical form. Jevons was a true polymath, with interests in chemistry, physics (he published two papers on Brownian motion), botany, meteorology (a paper on cloud formation), economics, social policy, and music.
 

Born in Liverpool in 1835, Jevons attended University College London for two years, but after the collapse of his father’s iron business he was forced for financial reasons to look for work. Offered a position at the new mint in Australia, he moved to Sydney, where he spent five years, continuing his scientific investigations on the side. He then returned to the UK to complete his university degree. While supporting himself as a tutor and lecturer at Owens College, Manchester, he wrote several papers on logic, then in 1865 won a degree of fame with his treatise The Coal Question, which compellingly argued that the country was on the verge of running out of coal. Promoted to professor, he at first spent most of his time working on logic. He was spurred to return to economics after Fleeming Jenkin sent him a copy of a paper including a geometric interpretation of supply and demand (Figure 1) that resembled Jevons’ own theories.
 

His 1871 book Theory of Political Economy drew explicit comparisons between utility theory and physics. Like a physicist working on abstract problems where effects like friction or turbulence are ignored, Jevons analysed only idealised markets, in which each individual makes decisions based on “a pure regard to his own requirements or private interests,” the “intentions of exchanging are known to all,” and there is “perfectly free competition” between participants. He compared the price mechanism to the motion of a pendulum, which comes to rest at the ideal balance between supply and demand.
 

In 1876 Jevons moved back to University College London, but he found his professional duties too stressful and time-consuming and resigned after four years. He was plagued throughout his life by poor health, insomnia, and depression (mental health problems ran in his family, and his older brother and closest sister went insane). He died in a swimming accident near Hastings at the age of 46, leaving behind several thousand books, a huge stock of blank writing paper (he was anticipating a shortage), and an enduring reputation as one of the most influential economists in history.3
 





Fixed point

 

Next came Léon Walras. Born in France in 1834 to an economist father, he enrolled at the Paris School of Mines. However, he didn’t enjoy engineering, so he tried a number of other careers including romance novelist, journalist, clerk at a railway company, and bank manager. Influenced by his father, he wrote some papers on economics, and in 1870 he was offered a chair in political economy at the Academy of Lausanne in Switzerland. He later said that economics had provided him with “pleasures and joys like those that religion provides to the faithful.”4
 

Walras is best known for his Elements of Pure Economics, which is considered the founding text of equilibrium theory, a major plank of orthodox economics. While Jevons had considered only simplified examples, Walras simulated the workings of markets for multiple goods, where the price of one good (say wheat) could have indirect effects on other goods (e.g. bread). He realised that the economy had to be modelled as an interconnected whole, like a solar system in which each body exerts a gravitational force on the others. To do this, he wrote out a set of equations that modelled the interactions between sellers and buyers for a range of products. Drawing on the mathematician Louis Poinsot’s book Éléments de Statique (Static Elements), a copy of which he is said to have kept nearby at all times, Walras argued that because the number of unknowns equalled the number of equations, it was possible to solve the equations. He couldn’t actually solve them himself, but in principle a solution should exist.
 

Walras’ ideas made rather little impact during his lifetime, but his reputation has increased steadily ever since. In 1954 the economist J.A. Schumpeter wrote that “Walras is in my opinion the greatest of all economists. His system of economic equilibrium, uniting, as it does, the quality of a ‘revolutionary’ creativeness with the quality of classic synthesis, is the only work by an economist that will stand comparison with the achievements of theoretical physics.”5
 

When Walras retired, he was succeeded by his disciple, the Italian economist and sociologist Vilfredo Pareto. Pareto’s father was an exiled Italian aristocrat and civil engineer. Pareto studied engineering in Turin, and came top of his class with his thesis on The Fundamental Principles of Equilibrium in Solid Bodies. On graduation he became director first of an Italian railway company, then a steel company in Florence. He was also involved in politics, railing in favour of liberalism and against government regulation.6
 

After the death of his parents in 1889, the 41-year-old quit his job, married a young Russian girl, and moved to a villa in the country, where he began writing and giving public lectures on economics. The government reacted to his provocative speeches by having him tailed and closing down his lectures when they could. Pareto was unintimidated (he was an expert marksman and swordsman, which probably helped). His work eventually got the notice of Léon Walras - with whom he shared a background in engineering - and through him the position at Lausanne.
 

In 1906 Pareto published his Manual of Political Economy, which elaborated on Walrasian equilibrium and extended its mathematical base. It also introduced the idea of Pareto optimality, defined as a state in which any change that makes a person better off will reduce the wealth of someone else. Pareto is more famous today, though, for his empirical discovery of the so-called 80-20 rule. He observed that in Italy and other countries, 20 per cent of the people held about 80 per cent of the wealth. Furthermore, wealth followed a scale-free distribution, which as mentioned earlier means that there is no typical degree of wealth: most people have little money, but a few are fabulously rich.
 

Along with other neoclassical economists, Jevons, Walras, and Pareto laid the stable base on which modern economics could erect its impressive and imposing structures. In the 1960s, the economists Kenneth Arrow and Gérard Debreu rigorously demonstrated the first welfare theorem, which states that under certain conditions, free markets lead to a Pareto optimal outcome. Any change such as government regulation will only detract from this ideal equilibrium. Of course, the theorem makes many assumptions, including perfect competition, perfect knowledge for market participants, negligible transaction costs, and so on. During the Cold War, the welfare theorem was promoted as mathematical proof that capitalism, and not communism, was the final fixed point of human development.
 





The market pendulum

 

Neoclassical equilibrium theory did not actually assume that the economy is completely stable. The market is constantly perturbed, for example, by political events, which it quickly adjusts to. There are also effects due to technological growth, and the so-called business cycle. However, their contributions were assumed to be relatively small and slow-acting, so that for practical purposes they could be ignored when everyday prices were being considered.
 

Jevons was actually very aware of the business cycle - members of his family had been bankrupted by the “railway boom” crisis of 1847 - and he was one of the first economists to study it in detail. Inspired by his meteorological research, he believed that it was a periodic phenomenon driven by sunspots. Sunspots affect the weather, which affects agriculture, which affects the rest of the economy. Or as he put it: “If the planets govern the sun, and the sun governs the vintages and harvests, and thus the prices of food and raw materials and the state of the money market, it follows that the configurations of the planets may prove to be the remote causes of the greatest commercial disasters.”7 The fact that the average business cycle, which he put at 10.5 years, didn’t match perfectly with the sunspot cycle led him into a long argument with astronomers over the quality of their solar observations. (An enduring feature of neoclassical economics is that if the data doesn’t fit the theory, then the data must be wrong.)
 

While Jevons et al. imported the concept of stability from physics and engineering to the new subject of economics, they couldn’t actually prove that the solutions to their equations would be stable. It was taken as a given that free markets would adjust prices to a particular level, which once attained would remain unchanged, apart from small perturbations. In a sense they were forced to make this assumption, because the mathematical tools available to them were suited only for studying static systems, or at best, systems that varied in a periodic fashion. And as Jevons wrote, it is “much more easy to determine the point at which a pendulum will come to rest” than to compute its general motion.
 

However, it doesn’t necessarily hold that, even if a system has a theoretical equilibrium, it will actually be attained in practice; or if it is attained, that it will remain stable. For example, a pen balanced vertically on a table might be at equilibrium, but the equilibrium isn’t very stable since the slightest nudge will cause the pen to topple over. Such questions are the subject of nonlinear dynamics, and the related engineering field of control theory, which also have roots that go back to the 19th century.
 





The governor

 

At the same time that economists were painstakingly constructing their theory of a stable economy, physicists were trying to discover what exactly it was that made a system stable in the first place. A leader in this area was the Scottish theoretical physicist and mathematician James Clerk Maxwell (1831-79).
 

Maxwell was Jevons’ elder by four years, and like Jevons died quite young at the age of 48 (of cancer). His greatest achievement was his mathematical formulation of the laws of electromagnetism, known as Maxwell’s equations, which showed that electromagnetic waves propagated through space at the speed of light. He concluded that electricity, magnetism, and light were just different aspects of the same underlying phenomenon-a discovery that Einstein described as the “most profound and the most fruitful that physics has experienced since the time of Newton.”
 

During his short but amazingly productive academic career, Maxwell also made important contributions to statistical mechanics, astronomy, and engineering, and found time to produce the first colour photograph (of a tartan ribbon, not his holidays). But the aspect of his work that concerns us here is his classic 1876 paper, “On Governors,” which is still taught in introductory classes on control theory.
 

The title referred to mechanical devices bolted onto steam engines to regulate their speed. The invention of these governors played a vital role in the industrial revolution, because they made it possible for an engine to keep running smoothly, even under different mechanical loads. An example of a governor from the period is shown in Figure 6. If the engine is running too fast, then the two metal balls, which spin around with the motor, are spread apart by centrifugal force. This actuates a lever that slows the speed. Conversely, when the speed is too low, the balls descend, and the speed picks up.
 

Figure 6. A centrifugal governor.8
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If the governor is correctly designed, with the weight of the balls and the length of the arms and so on adjusted correctly, then the system keeps the engine at a speed that is roughly constant; any small disturbance is quickly damped out. However, this wasn’t the only possibility. Maxwell classified the different responses as follows:1. The disturbance increases.

2. The disturbance diminishes.

3. An oscillation of increasing amplitude.

4. An oscillation of decreasing amplitude.


 

In the first case, any slight increase in the speed would cause the engine to run out of control. In the second, speed would adjust itself to a stable level, as desired. In the third, the speed would wildly oscillate between slow and fast, until the machine fell apart. In the fourth, the speed would oscillate but eventually stabilise.
 

Stability was therefore just one of the available options, and the system had to be carefully designed in order to achieve it - making the balls too heavy, for example, could actually make things worse. Engineers who assumed stability, without doing the necessary calculations, could end up with costly repair bills.
 

But if a system as simple as two metal balls attached to a steam engine could show such a range of behaviour, how could economists assume that the economy would instantly achieve a state of perfect equilibrium? Wasn’t it possible that it too would run out of control, or oscillate violently until it was shaken apart, like an unregulated steam engine?
 





Harmony of tensions

 

The reason that steam engines with governors show such complex behaviour, Maxwell found, is because of the presence of feedback loops. A positive feedback loop is one in which a small disturbance is amplified. The classic example is a microphone pointed at a speaker; any sound picked up by the microphone gets sent to the speaker, which sends it back to the microphone, which sends the amplified signal back to the speaker, and so on. A negative feedback is one, like the governor, that tends to resist change.
 

In Maxwell’s analysis of the governor/steam engine system, cases (2) and (4) represent situations in which negative feedback has the upper hand: a change from the set speed is either diminished directly, or the speed oscillates around the set point but the size of the swing shrinks in magnitude. In cases (1) and (3), positive feedback has the upper hand: any disturbance either just grows in size, or it swings between fast and slow in a highly unstable fashion.
 

Feedback is a concept that came out of control theory and engineering, but feedback loops are ubiquitous in any kind of organic complex system. In the climate system, for example, clouds have a particularly important and sensitive effect on temperature. If the temperature goes up during the day, then water vapour increases due to evaporation, which increases cloud cover, which cools the atmosphere (negative feedback on temperature). But at night, the cloud cover warms the atmosphere (positive feedback). The dual role of clouds makes them extremely hard to simulate, because a small change in the model can lead to a very different balance between these opposing effects.
 

Biological systems too are characterised by positive feedback loops that allow a rapid response, coupled with negative feedback that provides control. For example, if you cut your finger, a positive feedback loop triggers the rapid production of proteins to create a blood clot and stop the bleeding. These same reactions are normally tightly controlled, because otherwise they would lead to thrombosis. In fact any living system seems to contain this kind of internal tension, a balance between opposing forces. The Greek philosopher Heraclitus, who was a contemporary of Pythagoras, said it best: “What is at variance comes to terms with itself-a harmony of opposite tensions, as in the bow or the lyre.”
 

Now, if we assert, as the neoclassicists did, that the economy is constantly at equilibrium, then that is the same as saying that the dynamics are completely dominated by negative feedback. In fact, according to efficient market theory, any perturbation isn’t just damped out over a period of time - it is removed instantaneously. The main source of negative feedback is assumed to be the law of supply and demand (Chapter 1). If the price of a good rises too high, then supply will increase and the price will return to equilibrium. If the price falls, then supply will decrease and stability will again be restored.
 

Another example of negative feedback in the economy is the “law of diminishing returns.” If a factory increases its workforce by 20 per cent, it probably won’t get 20 per cent more product out the other end, because the factory will become overcrowded. Similarly, if you have a job, then getting another one will not double your productivity because you won’t be able to work as hard. This can be seen as a kind of stabilising force on the economy, because it limits the amount that any single person or company can do or acquire.
 

Since academic economists are still teaching undergraduate students that the economy is inherently stable; and since the current economic paradigm assumes, as George Soros points out, that “financial systems are self-correcting and tend towards equilibrium”; and since, as seen later, the risk models used by banks also implicitly assume that markets are stable and self-correcting; then one might assume that any positive feedback loops must be either extremely weak or very hard to find.9 So let’s go for a careful search and see if that’s the case.
 





The reflexive economy

 

One source of positive feedback was discussed in Chapter 1. When prices of an asset like housing or a particular stock are going up, they attract a class of investors known as momentum buyers, who see people making money and decide to jump on the bandwagon. That acts as positive feedback by bidding prices up even further. If prices are instead decreasing, then momentum investors will sell the asset, thus again amplifying the change in price. A market dominated by momentum investors would be like Maxwell’s class (3), in which the system is subject to increasingly large swings until it loses control altogether.
 

Another kind of positive feedback is due to the network effects seen in Chapter 2. Investors are not independent, but are in constant communication with one another. When people started making money from UK house price rises in the late 1990s, those who were benefiting didn’t keep it as a closely guarded secret. Word got out, and fast. The media amplified the effect by increasing their coverage the more that prices rose. There were far more property shows on TV in 2007 than there were in 1995. So people who might not have considered themselves momentum buyers in 1995 ended up changing their positions.
 

Of course house prices couldn’t have increased unless banks were willing to lend the necessary funds. The amount of money a bank is prepared to lend will depend on its balance sheet. Since the loans are backed by home equity, if house prices go up then their balance sheets improve, so they put even more money to work by lending it out. This in turn drives house prices further. In the same way, borrowers with large mortgages find that their own balance sheets - i.e. their personal net worth - has increased accordingly, so they can borrow even more money to get a bigger house or improve their lifestyle.
 

Again, these feedbacks also work on the way down. Downward movements in house prices are quickly magnified by momentum sellers, media reports, and tightening of credit as banks try to withdraw from the mortgage market. According to the comparison site Moneysupermarket.com, the number of mortgage deals available from UK banks reduced from 27,962 in 2007 at the boom’s peak, to only 2,282 in July 2009.10
 

Another source of positive feedback is risk management tools such as Value at Risk (VaR). Banks are required by regulators to use VaR to compute their maximum expected losses, based on the volatility of the relevant assets over the past year or so. The number determines how much capital they are required to hold in reserve. If markets are calm and operating smoothly, then the computed risk is low, and banks are free to leverage up; but if markets are stormy, then computed risk goes up and banks have to sell assets to bring their VaR back within an acceptable limit.
 

Because banks all use the same formula, with only minor adjustments, a consequence is that when volatility increases they are all required to sell assets at the same time. This creates further volatility, which again increases VaR, which means that more assets need to be sold to meet the regulatory requirement, and so on. The well-intended risk formula can then end up making the markets more risky. This type of synchronised deleveraging was one of the causes of market turbulence in 2007.11 As discussed in the next chapter, the VaR method has many other problems; but the point here is that any such numerical formula that computes risk based only on past price fluctuations will destabilise the markets, so long as it is uniformly adopted.
 

Bank runs such as the one that hit Northern Rock are the ultimate example of destructive feedback. Banks can function only if they have the trust and confidence of their customers, and of other banks. If a rumour gets out that a bank is in trouble, for whatever reason, then two things will happen: its customers will start trying to get their money out, and other banks will suddenly stop answering their calls. Even if the bank wasn’t in real trouble, it soon will be. Its shares don’t decline in an orderly fashion - the market for them just suddenly disappears. One of the main roles of central banks is to step in and act as the lender of last resort in such situations.
 

Positive feedback is also apparent in the wild swings of the currency markets. A favourite occupation of currency traders is the so-called carry trade. This involves borrowing in a low-yield currency, such as the Japanese yen, or (at the time of writing) the American dollar, and investing the funds in a high-yield currency. The trader pockets the difference in interest rates. The only risk is that the high-yield currency will depreciate relative to the loan currency, thus making the loan harder to pay off. If, for example, one of the governments involved adjusts its interest rates, then what can happen is that traders rush to unwind their positions, the high-yield currency depreciates in response, the trade becomes even less attractive, and the currencies suddenly jump to a new level.
 

Positive feedback is therefore an intrinsic and pervasive feature of the economy that appears in many different forms. It has been the driving force in asset price bubbles and crashes throughout financial history, with only the theme changing. The Dutch tulip mania of 1637 saw the newly introduced bulb become one of the hottest commodities of all time, as prices grew to insane heights before suddenly wilting. In 1720, the South Sea bubble was driven by speculation in shares of the South Sea Company, which had a monopoly to trade in Spain’s South American colonies. Not much trading was going on, but rumours of access to unlimited supplies of South American gold meant that the stock rose from £175 to over £1,000 in a few months. It then collapsed to £135. In the 1840s, it was the railway crisis; at the end of the 20th century, we had the dot-com bubble.
 

Such manias and their accompanying crashes are dramatic; however, the presence of positive and negative feedback loops means that even in more apparently stable times the market is constantly reacting to itself. In part this is because markets are composed of people who reflect on current conditions and respond to them, but it’s interesting to note that this reflexivity, to use George Soros’ term, is a property of complex organic systems in general. Biological systems like our own bodies, or ecosystems, or indeed the biosphere as a whole, are also constantly evolving and adapting. In fact, a characteristic of such systems is that they operate at a condition far from equilibrium, in the sense that their components are constantly being churned around rather than relaxing to a state of stasis. The only systems that achieve stability are inert objects, but the economy is very much alive.
 





Having a Minsky moment

 

In comparing the achievements of Jevons et al. with those of Maxwell, it is easy to see why economics is often accused of suffering from “physics envy.”12 It is a bit of a stretch to compare, as Schumpeter did, the “classic synthesis” of Walras with the synthesis of the laws of electromagnetism. At the same time, though, I have a good deal of admiration for the founders of neoclassical economics. They were smart, energetic, politically engaged, interested in different disciplines. They wanted to use techniques from science and engineering to understand the economy and make a better world. The tragedy is that mainstream economics did not develop much beyond their initial vision of a stable economy governed by simple mechanical laws.
 

Perhaps the best-known proponent of the idea that markets are unstable was the American economist Hyman Minsky. Before he died in 1996, Minsky was one of the few economists to speak out against deregulation and the risk of expanding credit. According to his Financial Instability Hypothesis, there are three types of borrowers: hedge, speculative, and Ponzi. Hedge borrowers can make payments on both the interest and the capital. A person with a traditional mortgage is a hedge borrower. Speculative borrowers can only service the interest payments, like a homeowner with an interest-only mortgage. Ponzi borrowers (named for the famous swindler Charles Ponzi) can’t service interest payments but rely on the asset increasing in value. They are like a subprime mortgage-holder with no income, no job, but plenty of hope.
 

According to Minsky, in prosperous times debt tends to accumulate, first among hedge and speculative borrowers, and finally with Ponzi borrowers, as a result of positive feedback: “Success breeds a disregard of the possibility of failure.”13 However, debt becomes increasingly unsustainable, until finally the economy reaches a crisis point, now known as the Minsky Moment. The first to crash are the Ponzi borrowers, then the speculative borrowers, and finally even the hedge borrowers may be brought down. In the language of nonlinear dynamics, the Minsky Moment is the point where feedback changes direction to drive the markets down.
 

Minsky was considered an outsider and a maverick in the economics profession. In 1996, one reviewer wrote that his “work has not had a major influence in the macroeconomic discussions of the last thirty years.”14 Until 2008, most economists probably thought that Minsky Moment was a synth pop group from the ’80s.
 

Control theory and nonlinear dynamics are becoming better known in economics circles - there is now a Society for Nonlinear Dynamics and Econometrics, with its own journal - but they have perhaps had their greatest impact in the area of business forecasting.15 As mentioned in Chapter 1, one reason why the economy is so hard to predict is because of emergent properties that defy reductionist analysis. An equally important problem for forecasters is the interplay between positive and negative feedback loops. For every trend, it seems, a counter-trend soon develops; for every driver of a new technology, there is a blocker.
 

Consider a business like Facebook. This type of social networking site is an excellent real-world example of an emergent property. When fast computers first appeared, people predicted that they would lead to all kinds of amazing things like shorter working hours, but few predicted that one of their main applications would be social networking. Facebook was founded in 2004, and its initial growth was extraordinary. Every new user made the network larger and more attractive to others, in a self-reinforcing positive feedback loop. In 2009 it had around a quarter of a billion users. However, its popularity is now probably peaking (I know this because I was recently talked into joining, which is a sure sign that it has become passé). Competitors appear and steal market-share, or fashion changes.
 

The difficulty for business forecasters is trying to guess how this balance between positive and negative feedback will play out - and what will be the next big thing. Precise forecasts are impossible; but studies and model simulations can still be useful to explore possible future scenarios and find ways to improve performance.16
 





Out of control

 

It might seem strange that control theory has not had wider influence on neoclassical theory, given that they were both founded at the same time; and that market economies are famed for their creativity and dynamism, which often seems the opposite of stability. It makes sense only when you think of economics, not as a true scientific theory, but as an encoding of a particular story or ideology about money and society. Viewed this way, equilibrium theory is attractive for three reasons. Firstly, it implies that the current economic arrangement is in some sense optimal (if the economy were in flux, then at some times it must be more optimal than at others). This is a nice thing for professors at, say, Harvard Business School to teach their students before they head out into the upper echelons of the business world.
 

Secondly, it keeps everyone else in the game. As discussed further in Chapter 7, the benefits of increased productivity in the last few decades have flowed not to workers, but to managers and investors. If academics and the government were to let out the fact that the economy is unstable and non-optimal, then the workers might start to question their role in keeping it going.
 

Thirdly, it allows economists to retain some of their oracular authority. If the market were highly dynamic and changeable, then the carefully constructed tools of orthodox economics would be of little practical use. Efficient market theory, for example, makes no sense unless equilibrium is assumed. “Tests of market efficiency are tests of some model of market equilibrium and vice versa,” according to Eugene Fama. “The two are joined at the hip.”17
 

The belief in stability leads to a kind of myopia about markets. During the 1990s and the early 2000s, the world economy appeared to be growing in a smooth, steady, and sustainable way. Markets, it seemed, could regulate themselves. In the UK, chancellor (and future prime minister) Gordon Brown announced “the end of boom and bust.” In the United States, there was talk of the “Great Moderation.” The triumvirate of Federal Reserve chairman Alan Greenspan, and successive treasury secretaries Robert Rubin and Larry Summers, successfully opposed the regulation of financial derivatives on the grounds that “this would cause chaos,” according to one insider.18 But as shown by Maxwell’s less famous set of equations, chaos is a feature of many dynamical systems. The economy was running fast and free, like a steam engine with the governor removed, careering out of control towards its date with the Minsky Moment.
 

As systems biologist Hiroaki Kitano notes: “Robustness can only be controlled with a good understanding and thorough analysis of system dynamics.”19 He was speaking of cancer biology, but the statement applies to that larger biological system known as the economy. Regulatory feedback loops are necessary for control, and without them the result can be dangerous instability.20 One lesson from the recent crisis is that central banks need to pay as much attention to the destabilising effects of excess credit and asset price growth as they do to things like inflation. Available instruments include margin requirements and minimum capital requirements on banks, which can be dynamically controlled in response to market conditions and feedback. When markets are euphoric, both can be tightened; when markets are depressed, they can be loosened (note that this is the exact opposite of what happens with VaR).21 Use of the controls should be flexible, instead of rule-based, to avoid being gamed for commercial advantage. Of course financial institutions will resent having such regulatory constraints imposed upon them, which is a problem because they have an incredible amount of political influence.
 

The main message for investors is to remember that trust and risk are coupled together in an inherently unstable way. When trust is high, firms take on more leverage, and investors get drawn into the market. The economy appears strong, but risk is growing. After a disaster, trust evaporates, but risk may actually be at its lowest. It’s impossible to time the markets, but one can avoid over-leveraging during the good times, or becoming overly cautious during the bad times.
 

A property of complex systems like the economy is that they can often appear relatively stable for long periods of time. However, the apparent stability is actually a truce between strong opposing forces - those positive and negative feedback loops. When change happens, it often happens suddenly - as in earthquakes, or financial crashes. As seen next, it is when considering risk that the assumption of equilibrium can be particularly misleading and dangerous.
 
  



CHAPTER 4
 

THE EXTREME ECONOMY
 

The same flaw found in risk models that helped cause the financial meltdown is present in economic models invoked by “experts.” Anyone relying on these models for conclusions is deluded.


Nassim Nicholas Taleb and Mark Spitznagel (2009)
 

 


There is no more common error than to assume that, because prolonged and accurate mathematical calculations have been made, the application of the result to some fact of nature is absolutely certain.


A.N. Whitehead (1911)
 

 

 

 

Economists are taught that risk in the economy can be managed using well-established scientific techniques, unless of course something really unusual happens. The problem is, such so-called extreme events aren’t quite as unusual as theory would suggest: in the last quarter-century we’ve had Black Monday, the Asian financial crisis, the Russian financial crisis, the dot-com bust, and the recent credit crunch. This chapter looks under the hood of the risk models used by banks and other financial institutions, and finds that they rely on dangerous assumptions - stability, independent investors, and so on - that put our savings, pensions, and businesses in danger.
 

 

In October 2008, investors stared into the abyss. For a while it appeared that the entire financial system was on the verge of collapse. It was as if the whole world had gone to the cash machine, typed in the PIN, hit withdraw, and seen a blinking sign - INSUFFICIENT FUNDS.
 

Were we going to lose our jobs? Our houses? Our retirement nest-eggs? Would there be a complete breakdown, a return to the stone age? Would all social order come to an end? Would we end up scavenging for food in the forest and living off worms and grubs?
 

Of course, the situation soon improved, at least for most. Those who had scavenged for food prematurely had to return to their homes, looking sheepish. But the near-death episode was enough to shake anyone’s faith in the financial system. And people soon started to ask how it was that the economy, which for years had been doing so well, could have been building up such unseen risks. Pensions and homes that had appeared to be safe and boring investments actually turned out to be quite exciting gambles. Who knew? Could it happen again? And didn’t something like that happen before, come to think of it?
 

To answer those questions, and see what the future might hold, we’ll again need to look back into the past, and in particular the history of risk. Most risk models are based on a 350-year-old mathematical object, first developed for gamblers. Unfortunately it gives the wrong answers, but we’ll show how that can be fixed.
 





Games of chance

 

Our desire to predict the future is mirrored by a desire to control it. The reason we want to foresee events is so that we can position ourselves correctly, and even influence the future.
 

Pythagoras is said to have taught predictive techniques based on divination through number. His student Empedocles earned the name Alexanamos, or “Averter of Winds,” for his ability to predict and control the weather. However, in general the Greeks maintained a dichotomy between the abstract world of mathematics, which was governed by stability and symmetry, and the everyday world, which was governed by a bunch of squabbling gods. Mathematics was about beauty and precision and eternal forms, not messy, provisional reality. To get insights into the future you consulted the oracle, who had a hot-line to Apollo, the god of prediction.
 

This separation is strange, because in many respects mathematics and risk appear to be made for each other, at least when it comes to games of chance. Just as astronomy needed to await Renaissance figures like Copernicus to shake off the static hold of Greek philosophy, so mathematics had to await the arrival of those same free-thinkers to get a grip on risk. The first person to write a text on probability was an Italian mathematician, physician, astrologer, and dedicated gambler named Girolamo Cardano (1501-76).
 

Cardano sounds like the sort of person for whom “risk management” would have been a useful concept. He was born the illegitimate son of a mathematically talented lawyer, whom Leonardo da Vinci had consulted on mathematical problems. Trained in medicine, Cardano was refused entry into the College of Physicians in Milan. The official reason was his illegitimate birth, but more likely it was because of his argumentative nature. To pay his way he turned to full-time gambling. That didn’t go well - he pawned his wife’s belongings and ended up broke - but once out of the poorhouse he started treating patients privately and soon grew famous for some astonishing cures. Eventually the College accepted him, and around the same time he started publishing his books on mathematics.
 

Cardano is best known today for his books on algebra, and for inventing the universal joint, but he also wrote a text, Liber de Ludo Aleae (Book on Games of Chance), which showed how to calculate the chances of obtaining different combinations at dice, such as rolling two sixes. As an addicted gambler who always carried a knife and once slashed the face of a cheat during a game of cards, he knew a thing or two about calculating the odds. He was perhaps the first person to fully realise that mathematical laws, which until then had been reserved for pristine subjects like celestial mechanics, could also apply to something as down-to-earth as the toss of dice.
 

Of course, as Cardano surely realised, not all of life’s risks can be quantified in equations. He grew famous for his medical and mathematical achievements, but in 1560 his eldest son was found guilty of poisoning his wife, and was tortured and executed. His other son was a gambler and was repeatedly jailed for robbery. These events ruined Cardano emotionally and nearly destroyed his career. In 1570 he was imprisoned by the Inquisition for six months for publishing a horoscope of Jesus Christ.
 

His book on chance was found among his manuscripts, and was not published until nearly a century after his death. Perhaps for that reason, probability theory did not take another major lurch forward until 1654, when the Chevalier de Méré posed an urgent question to the greatest mathematical minds of France: how do you divide up the pot when a game of balla is interrupted by lunch?
 





Pascal’s wager

 

Blaise Pascal is better known today for Pascal’s wager - his statement that, even though God’s existence cannot be rationally proved, the wisest course of action is to behave as if God does exist. The upside of this gamble is very good (salvation), the downside small. If instead you behave as if there is no God, then there’s a potentially huge downside (damnation) and not much upside.
 

The stakes in the problem posed by de Méré were less critical, but people had been puzzling over it for a long time. The winner at balla was the first to six rounds (the rest of the rules have been lost to history). In 1494 the Franciscan monk Luca Paccioli had argued that, if one person was ahead 5 to 3 when the game was cut short, then the pot should be divided in the same proportion. In collaboration with the great French mathematician Pierre de Fermat, Pascal used (actually, invented) probability theory to show that this answer wasn’t quite right.
 

To illustrate this, Figure 7 lists the different possible outcomes, were the game to be continued starting from 5:3. The outcome of the next game, denoted G1 in the left column, can either be 6:3, in which case the first player wins, or 5:4, in which case the game continues for another round. The only way for the second player to win is by winning three games in a row (shown in bold). If the chances of winning a game are exactly even, then the chance of winning three games in a row is 1/2 × 1/2 × 1/2 = 1/8.
 

Figure 7. The different possible outcomes for a game of balla, starting from the case at the top where one player is ahead 5 to 3. The left column lists the games. The second player can win the match only by winning three consecutive games.
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Since the probabilities must add up to 1, the chance of the first player winning is 1 minus 1/8, or 7/8, which is 7 times the probability that the second player can win. The stakes should therefore be divided in a ratio 7:1, which is far greater than the 5:3 proposed by Paccioli.
 

A novel feature of Pascal’s method was that it was based not just on what has already happened, but on future events that have yet to happen. It therefore established the basic principles of risk management that are still in use today: consider all the possible different future outcomes, estimate the likelihood of each, then use the most likely outcomes as a basis for decision-making.
 

Pascal generalised his method to obtain what is now known as Pascal’s triangle, shown in Figure 8 (the same figure was studied by the Chinese mathematician Yanghui some 500 years earlier, so there it is known as the Yanghui triangle). It is constructed in a very simple way: the numbers at the start and end of each row are 1, and the other numbers in the row are equal to the sum of the two nearest numbers in the row above. As we’ll see, this figure is extremely instructive about financial risk.
 

The rows of the triangle correspond to separate coin tosses. In game G1, the possible results are one head (the 1 in the column labelled 1H) or one tail (the 1 in the column labelled 1T). An arrow points to each of these outcomes, which have equal probability.
 

Now suppose that we play another game, and keep track of the total score. If the result of game G1 was a tail, then game G2 will produce either another tail, so the score is two tails; or a head, so the score is a draw. If, on the other hand, game G1 gave a head, then after game G2 the total score will be either a draw or two heads. There are therefore two ways of producing a draw, which means that this result is twice as likely as that of two tails or two heads. This is indicated by the number 2 in the central column, with the two arrows pointing in to it from above. The total probabilities must sum to 1, so we need to divide each number in the row by the sum of the row. Here the sum is 4, so the probability of two tails is 1/4; the probability of a head and a tail is 2/4; and the probability of two heads is 1/4.
 

Figure 8. Pascal’s triangle. The rows represent different games: G1, G2, etc. The columns represent a tally of heads or tails, so for example 2H corresponds to the case where heads are winning by 2. The central column represents a tied result. The scheme for determining the entries is shown for the first four games. In each row, the number is the sum of the two nearest numbers in the row above. The summing process is indicated graphically by the arrows, so each number is equal to the number of arrows flowing into it from above. This triangle can be used to calculate the probability of any outcome from a sequence of coin tosses (or any other game in which the odds are even).
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After the third round, the possible scores are three tails (which has one arrow pointing to it), a head and two tails (three arrows), two heads and a tail (three arrows), or three heads (one arrow). The arrows can be thought of as counting the number of possible paths to a result. Since each path is equally likely, the total number of arrows reflects the likelihood of the result. We again divide by the row total to get the probabilities. The chances of getting a mixed result are now 3/8, which is three times greater than the 1/8 chance of all heads or all tails.
 

Continuing in this way, we can read off the relative likelihood of any combination of heads and tails after any number of games, and convert into probabilities by dividing by the total for that row. For example, after six games, the row total is 1+6+15+20+15+6+1 = 64. The chance of tossing six consecutive heads is therefore 1 (the number in column 6H) divided by 64, or about 0.016 (i.e. 1.6 per cent). This is much smaller than the chance that the result will be tied, which is 20 (the number in the central column) divided by 64, or about 0.31 (i.e. 31 per cent).
 

If we calculate these probabilities for the result of a large number of games, we get a bar graph like the one shown in Figure 9, which shows the result after 40 games. The height of each bar gives the probability of that score, which ranges on the bottom scale from -40, indicating 40 tails, to +40, indicating 40 heads. The shape of the graph is symmetrical, because the probability of winning a certain number of heads is always the same as winning a certain number of tails (we’re assuming that the coin is fairly balanced). The graph is also bell-shaped, which means that the chances of a moderate result (a draw or a win by a small margin) are far greater than the chances of a lopsided outcome in favour of heads or tails. Note that after 40 games, the chances of tossing either all heads or all tails are nearly zero.
 

Figure 9. Bar graph of the probabilities calculated by Pascal’s triangle, for 40 games. Also shown is the corresponding normal distribution (solid line). The standard deviation is approximately 6.3.
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For whom the bell tolls

 

In 1733, the mathematician Abraham de Moivre showed that after an infinitely large number of games, the results would converge on the so-called bell curve (otherwise known as the normal or Gaussian distribution). This is shown by the solid line in Figure 9. The curve is specified by two numbers: the mean or average, which here is zero, and the standard deviation, which is a measure of the curve’s width. In a normal distribution, about 68 per cent of the data fall within one standard deviation from the mean; about 95 per cent of the data are within two standard deviations; and about 99 per cent of the data are within three standard deviations. In Figure 9 the standard deviation is about 6.3, so after 40 games there is a 99 per cent probability that the score will be in the range of -19 to +19. The odds are therefore only about 1 in 100 that someone will win by twenty games or more.
 

De Moivre was a respected mathematician and a friend of Isaac Newton, but he didn’t have an academic position and supported himself by tutoring mathematics, playing chess for money, and occasional mathematical consulting to gamblers or the insurance industry. One of the first applications of the normal distribution was to the problem of estimating the revenue from annuities, because it turned out that human life spans also followed the bell curve. De Moivre’s method for estimating his own life span was a little different. In later life, when his health was failing, he noticed that he was sleeping fifteen minutes longer every night. Doing the math, he figured that by November 27, 1754, he would be sleeping for 24 hours. His prediction proved correct, and he died that day. (Girolamo Cardano also correctly predicted the day of his death, but it is believed that he cheated by committing suicide.)
 

The normal distribution also found many other applications in science and engineering (which is why it became known as normal). Scientists including Pierre-Simon Laplace, and particularly Carl Friedrich Gauss, used the method to analyse the errors in astronomical data (which is why its other name is the Gaussian distribution). They found that if many separate and independent measurements were taken of, say, a star’s position in the sky, then the distribution of errors tended to follow the normal curve (yet another name at the time was the error law). The standard deviation of the errors therefore gave a measure of the accuracy.
 

The bell curve was adopted even more enthusiastically by social scientists, who found that it could be used to fit pretty much anything. For example, measurements of the height of English males were found to follow a near-perfect bell curve. One of the technique’s greatest advertisers was the Victorian polymath Francis Galton, who wrote: “I know of scarcely anything so apt to impress the imagination as the wonderful form of cosmic order expressed by the ‘law of error.’ A savage, if he could understand it, would worship it as a god. It reigns with severity in complete self-effacement amidst the wildest confusion. The huger the mob and the greater the anarchy, the more perfect is its sway. It is the supreme law of Unreason.”1
 

Mathematical justification for the ubiquity of the normal distribution came with the so-called Central Limit Theorem. This proved that the normal distribution could be used to model the sum of any random processes, provided that a number of conditions were met. In particular, the separate processes had to be independent, and identically distributed.
 

In his 1900 thesis The Theory of Speculation, Louis Bachelier used the normal distribution to model the variation of prices in the Paris bourse (Chapter 2). But it was only in the 1960s, with Eugene Fama’s efficient market hypothesis, that the bell curve would really take its place as the “supreme law of Unreason.”
 





The supreme law of unreason

 

According to the efficient market hypothesis, the market is always in a state of near-perfect balance between buyers and sellers. Any change in an asset’s price is the result of small, independent, random perturbations as individuals buy or sell. The net result of many such changes will be like the final tally of a sequence of coin tosses, which de Moivre showed is governed by the bell curve. It follows that, even if the price change on a given day is unpredictable, one can still calculate the probability of a particular price change - just as insurance analysts can calculate the probability of a healthy male living to the age of 80, without knowing the exact day of death. It is therefore possible to derive a measurement of risk.
 

For example, suppose that we wish to calculate the risk in holding a particular asset such as stock in a particular company. According to the efficient market hypothesis, if we neglect longer-term effects such as growth and just concentrate on day-to-day price fluctuations, then the price changes are purely random. One day they will be up, the next they will be down, but there is no underlying pattern. We can therefore model them statistically with the normal distribution. A plot of the price changes should follow a bell curve, rather like Figure 9. The standard deviation is then one measure of the risk in holding that stock, because the larger it is, the higher the potential price swings. If another asset, such as a safer company, or a government bond, has a smaller standard deviation, then it appears to be less risky. (Of course, this assumes that volatility is a good measure of risk, a topic we will return to.) Since most people are willing to pay to avoid risk, it follows that the standard deviation should influence the asset’s price. An optimal portfolio will maximise growth but minimise risk.
 

Economists of the 1960s and ’70s began devising complex formulae to measure and control risk. William F. Sharpe’s Capital Asset Pricing Model computed the value of any financial asset, taking into account its risk. It was based on Harry Markowitz’s Modern Portfolio Theory, which presented a technique for minimising risk by choosing asset classes that are uncorrelated with one another. Fischer Black and Myron Scholes came up with a clever method for calculating the prices of options - financial derivatives that give one the right to buy or sell a security for a fixed price at some time in the future.2 The field of financial engineering was born. Several of its founders, including Sharpe, Markowitz, and Black, were later awarded the economics version of the Nobel Prize.
 

These techniques all assumed the key economic myths: that investors are rational and independent; that markets are free and fair; that markets are stable and correctly reflect value and risk; and that, as a result of all this, price changes are random and follow a normal distribution. The techniques were therefore all based on formulae developed for 18th-century astronomy; which in turn were based on Pascal’s triangle.
 

Even today, the normal distribution is the gold standard for risk calculation.3 It has been enshrined in the Basel II regulatory framework as a method for banks to calculate their risk. As we will see in Chapter 6, the assumption of normality also played an important role in valuing the complex financial instruments that brought about the credit crunch. The main attraction of the normal distribution is its convenience: it allows traders to estimate risk in a single parameter, the standard deviation. There is no need to make a complex judgement based on a detailed understanding of the asset or the market as a whole - just plug in a number and you’re done.
 

The normal distribution has therefore played a key role in our financial system for the last half-century. That’s enough time to compile a fair amount of data. So how’s it doing so far?
 

The answer to this question would appear to be: not so well. The first big test came on October 19, 1987 (aka Black Monday), when the Dow Jones Industrial Index took everyone by surprise and dropped 29.2 per cent. According to theory, the chances of that happening were about 1 in 10 followed by 45 zeros - i.e. impossible.
 

In 1998, the firm Long-Term Capital Management used efficient market theory to make highly leveraged bets, by basically selling insurance against the possibility of extreme events. When such events materialised, courtesy of the Russian government defaulting on their bonds, the firm nearly self-destructed and had to be rescued in a $3.6 billion bail-out before it brought down the rest of the economy. According to theory, the chances of that happening were again incredibly small. At least they should have been, since the fund had a number of economic superstars on its payroll, including Myron Scholes. A memo from Merrill Lynch concluded that the models used “may provide a greater sense of security than warranted; therefore reliance on these models should be limited.”4
 

In fact, orthodox risk-assessment techniques have failed to realistically assess the risk of every financial crisis of the past few decades, including the 1997 Asian crisis, the 2000 dot-com crisis, and of course the 2007-08 credit crunch. As a theory, it appears to have no backing from observational data. The reason is that, despite its obvious attractiveness and ease-of-use, the theory suffers from one major, overarching problem, which is that price changes don’t actually follow a normal distribution. They’re not normal.
 





Shaky grounds

 

While financial mathematics has its roots in games of chance, the truth is that real life does not follow the neat patterns of cards or dice. As author and former trader Nassim Taleb notes: “The casino is the only human venture I know where the probabilities are known, Gaussian (i.e., bell-curve), and almost computable.”5 The financial markets are not a kind of giant coin-tossing experiment - they are something far more complex, intractable, and extreme.
 

This is true even for everyday price changes. Panel A of Figure 10 shows daily price fluctuations in the S&P 500 index (a value-weighted index of the top 500 public companies in the United States) from 1950. The record downward spike on Black Monday is clearly visible, as is the more recent turbulence from the credit crisis.
 

As a comparison, panel B shows what the price changes would have looked like if they had followed the normal distribution, with the standard deviation that would be calculated for the real price changes. You don’t need to be an expert in statistics to see that these data have a very different appearance. The S&P 500 data has periods of calm followed by bursts of intense activity, while the normal data always fluctuates within a constant band. The real data also has much greater extremes than the normal data.
 

The lower panels of Figure 10 are histograms that express the probability distribution as in Figure 9. Panel D, for the normal distribution, reproduces the familiar bell curve as expected. The largest price swing in any one day is about 4.5 per cent. The real data, panel C, might not look that different; however, closer inspection reveals that it has what are known as fat tails: the extremes of the distribution extend to much higher and smaller values. As seen more easily in the upper panel, the price swing exceeded 4.5 per cent on 54 different days over the 60-year period - so an event that according to theory should almost never happen, actually happened about once per year on average.
 

Now, it has often been argued that the markets are normal most of the time, with only the occasional lapse into abnormal behaviour. Perhaps Black Monday and the credit crunch are inherently unpredictable events that come out of nowhere. If so, then there isn’t much we can do about these “Black Swans,” to use Taleb’s term. But if we look a little closer at the financial data, we see that it does have, not regularity, but a kind of character.
 

Figure 10. Panel A shows daily percentage price changes in the S&P 500 index over a period of nearly 60 years. Panel B is what the price changes would look like if they followed a normal distribution with the same standard deviation. Panel C is a histogram of price changes. Panel D is a histogram of the corresponding normal distribution.
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For example, financial crashes are often compared to earthquakes. This is no loose metaphor: in a very real sense, financial crashes feel like an earthquake happening in slow motion. The top panel of Figure 11 is a zoomed view of the S&P 500 data for the period of the recent credit crunch. The lower panel shows 50 minutes of seismographic data recording during the earthquake of January 17, 1995, in Kobe, Japan. There is a strikingly similar appearance to the data. So when one of the traders at Lehman Brothers told a BBC reporter in September 2008 that “It is terrible … like a massive earthquake,” she was being accurate.6
 

But the correspondence goes even deeper than that, for it turns out that the frequency of both phenomena is described by the same kind of mathematical law. If you double the size of an earthquake, it becomes about four times rarer. This is called a power law, because the probability depends on the size to the power 2. (A number raised to the power 2 is the number squared; a number raised to the power 3 is the number cubed; and so on.) Financial crashes are similar. Numerous studies have demonstrated that the distribution of price changes for major international indices follow a power-law distribution with a power of approximately 3.7
 

Power-law distributions are scale-free, in the sense that there is no “typical” or “normal” representative. There is only the rule that the larger an event is, the less likely it becomes. In many respects, power-law distributions are therefore the opposite of the normal distribution. The bell curve is concentrated about the mean, with a well-defined standard deviation. The power law, in contrast, is scale-free, but biased towards smaller events. (If economists were to do the job of a geophysicist, they would say that earthquakes don’t exist - there is just a constant low level of vibration in the earth.)
 

Given that we can’t predict earthquakes any better than we can predict financial crashes, it is again tempting to see crashes as isolated events. However, the scale-free nature of financial data implies that this is not the case. There is no clear boundary between normal and extreme: only the knowledge that, the bigger the change, the smaller the chance of it happening. To understand this more clearly, it may help to take another look at Pascal’s triangle, which also has a power law hidden within it.
 

Figure 11. Top panel is a zoomed view of the S&P 500 data from the preceding figure, showing the time period of the 2008 credit crunch. Lower panel shows seismological data from the 1995 earthquake in Kobe, Japan.8
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Fractal markets

 

Figure 12 shows a modified version of Pascal’s triangle in which the odd numbers are covered with triangles, leaving only the even numbers. Now imagine this extending to larger versions of the triangle (corresponding to more coin tosses). The result then converges towards a peculiar geometric object known as the Sierpinski gasket, discovered by the Polish mathematician Vaclav Sierpinski in 1916. This figure is shown in the lower panel.
 

The usual way to construct this figure is to start with a triangle; divide into four smaller triangles; and remove the central triangle. This process is then repeated for the three remaining triangles, and so on, ad infinitum.
 

The Sierpinski gasket is an early example of what mathematician Benoît Mandelbrot called fractals. These are geometric objects that have the property of self-similarity - no matter how far you zoom in, the object continues to reveal finer detail and structure, and different scales have a similar appearance. There is no preferred or “normal” size for one of the white triangles.
 

As Mandelbrot noted, financial data is also self-similar - if you look at data taken over years, months, weeks, days, or even seconds, it is hard to know from the shape of the plot what the timescale is.9 And it turns out that the gasket is close to being a visual history of stock-market crashes.
 

To see this, suppose that each of the white triangles corresponds to a price change, with the size of the top edges equal to the size of the percentage change in a single day. The figure is dominated by a few large events, but as you zoom in further and further you can see that there are innumerable smaller triangles that correspond to much smaller fluctuations.
 

In real markets, the largest price changes tend to be crashes, which happen in times of panic. If the overall figure has sides of length 100, then the triangle at the centre has size 50. Let’s say that corresponds to a fall of 50 per cent in one day - the worst imaginable crash, I hope, and the one we haven’t had yet in a major index. Then there are three crashes of half the size (25 per cent); nine crashes of a quarter the size (12.5 per cent); and 27 crashes of an eighth the size (6.25 per cent). In general, every time we halve the size of the price change, there are three times as many that occur.
 

Figure 12. Top panel shows Pascal’s triangle with the odd numbers covered. If you extend this pattern to larger versions of the figure, the result begins to resemble the Sierpinski gasket (lower panel). Market price fluctuations follow a similar pattern to the size of the triangles.
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This relationship is equivalent to a power law, similar to that for earthquakes except that the power used is slightly different. It also captures the behaviour of the financial markets. Figure 13 shows the 100 largest price changes in the S&P 500, ranked in descending order (solid line). The dotted line is the result you would get by assuming that price changes follow the same distribution as the Sierpinski gasket. It is obviously not a perfect fit (this can be improved by adjusting the power). However, it is much better than the results calculated using the normal distribution, shown by the dashed line, which are clearly far too small. We therefore see that the presence of extreme market crashes is no more bizarre or inexplicable than the presence of the large triangles in the gasket: they all belong to the picture, and are created by the same processes.
 

Figure 13. Plot comparing the 100 largest price changes in the S&P 500, ranked in descending order (solid line), with the 100 largest price changes from the normal distribution (dashed line), and the result you would get by assuming that price changes follow the same distribution as the Sierpinski gasket (dotted line). A largest crash of 50 per cent is assumed (not shown). The laddering effect is because the triangles in the gasket come in groups of the same size - for example there is one of the largest size, three of the next largest size, and so on.
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It isn’t just financial crashes and earthquakes that have these fractal patterns; the lengths of coastlines, the size of craters on the moon, the diameters of blood vessels, the populations of cities, the arrangements of species in ecosystems, and many other natural and man-made systems show fractal statistics. As we will see in Chapter 7, the sizes of businesses follow a fractal pattern - there are many smaller ones, and just a few big multinationals at the top. Pareto’s 80-20 law was an observation that wealth scales fractally. Indeed, fractals are a kind of signature of complex organic systems operating far from equilibrium, which tend to evolve towards a state known as self-organised criticality.10
 





Going critical

 

The classic example of self-organised criticality is the humble sandpile. Imagine a conical sandpile with sides of a certain slope. If the slope is too steep, then the pile will be unstable and adding just a single grain could cause it to collapse. This is the chaotic state, which shows sensitivity to initial conditions. On the other hand, if the slope is very shallow, then adding a few extra grains to the top of the pile won’t cause much of a disturbance. In this state the system is stable. If you now continue to add grains of sand, then the sandpile will eventually converge, or self-organise, to a critical state. In a sense, this state is maximally efficient, because it has the steepest sides and reaches as high as possible without becoming fully unstable. However, it is not very robust. Adding further grains of sand will create avalanches that range in size from extremely small to very large, and that follow a power-law, scale-free distribution. The system is not chaotic or stable, but on the border between the two.
 

One can therefore hypothesise that markets, like the earth’s crust or species in ecosystems, self-organise to a critical state, and so exhibit fractal statistics. This is an interesting insight, and one that links financial markets to the natural world. Unfortunately, it isn’t much help in making precise predictions, or even calculating the odds of a crash in the future.11 One reason is that we can know the exact distribution only by making a statistical sample of existing data. If you know that the data is normally distributed, then it is possible to quickly estimate the mean and standard deviation using standard techniques. But if the data is scale-free, then the largest and most important events occur extremely rarely. Even several decades of S&P 500 data gives us only a few major crashes. This makes it much more difficult to come up with accurate statistical estimates for the probability of similar events.12
 

Also, fractal statistics tell you only about the distribution of price changes, not the timing or the degree of clustering. We know that earthquakes follow a power-law distribution, but we still have no idea when the next one will strike.13 (One useful tip, though, is that volatility does show clustering - if the markets are stormy, it’s not safe to expect them to calm down soon.) Finally, a model that was valid in the 1960s or 1980s won’t be valid in the 2010s, because the entire economy will be different - the mix of companies, investors, regulators, and so on will have changed.
 

Traders and investors like to have simple formulae that they can understand. The great appeal of the normal distribution is that it boils risk down to a single number, the standard deviation. It is possible to come up with more elaborate versions of the bell curve that include fat tails (extreme events), asymmetry, or temporal clustering, but this introduces extra complications and parameters, and the sampling problem means that the resulting estimates for extreme events are little better than guesses. Some hedge funds do use sophisticated statistical algorithms, but they tend to be focused on specialised trades that exploit isolated pockets of predictability. A dirty secret of quantitative finance is that the tools used are usually quite simple - those math and physics Ph.D.s are largely for show. So in practice, the broader field of risk modelling hasn’t moved on all that much since Pascal and his triangle.
 

A good example is the most widely used risk-modelling technique, Value at Risk or VaR, seen earlier. As the name suggests, it is used to estimate the worst-case loss that an institution could face on a given financial position. The method has been adopted and sanctioned by banks, regulators, and credit rating institutions, and is important for investors and analysts. Risk is estimated by taking historical data over a time window ranging from a few months to several years, depending on the case, and applying standard statistical techniques to give a likelihood for a particular loss. This is usually expressed in terms either of standard deviation or percentage confidence level. A 3-standard deviation event is one that has a 99.9 per cent probability of not happening, so this defines a kind of maximum limit on the expected loss. A 1.65-standard deviation event has a 95 per cent probability of not happening.
 

Despite its popularity, the model fails on a regular basis. As mentioned in the introduction, Goldman Sachs complained of 25-standard deviation events during 2007. On February 29, 2008, Bear Stearns reported a VaR of $62 million at 95 per cent confidence. By mid-March, its share price had dropped from $70 to $2, representing a loss of $8 billion. Bear Stearns were of course aware of the drawbacks of VaR, but as they stated in their final report to the Security and Exchange Commission, “the company believes VaR models are an established methodology for the quantification of risk in the financial services industry despite these limitations.”14 Indeed, it often seems that VaR is used as a device to sanction risk-taking behaviour and provide an excuse when things go wrong.
 

Even before the crisis, there have been many attempts to make VaR more robust by introducing extra variables (aka fudge factors) into the model to account for unseen risks. However, because the risks are unseen and therefore unobservable, there is no reliable way to forecast their future values.15 The calculated risk will also depend on the exact values of these variables, making the techniques difficult to share on an industry-wide basis. Which is why risk still tends to be expressed in terms of standard deviations, even though the concept has little meaning for non-normal distributions.
 

The danger, as hedge fund manager David Einhorn put it, is that quantitative risk management give users “a false sense of security … like an air bag that works all the time, except when you have a car accident.”16 And by downplaying the possibility of extreme events, it increases risky behaviour, thus making disaster more likely. The next way to improve economics, then, is to use the findings of complexity and fractal statistics, not to predict the timing or magnitude of the next crash, but to model the financial system and find ways to reduce the likelihood and impact of extreme events. We may not be able to build a perfect air bag, but we can make the roads safer in the first place.
 





Getting to normal

 

One useful observation from complexity theory is that, in complex organic systems, there is a trade-off between efficiency and robustness.17 In the chaotic regime, the system fluctuates uncontrollably. In the stable regime, changes are small and follow the normal distribution. If left to their own devices, the systems will often evolve towards the critical state on the boundary between chaos and order. Here the fluctuations follow a power-law, scale-free distribution: the system is highly efficient, in the sense that it is being pushed to the maximum, but it is not robust because it is susceptible to extreme fluctuations.
 

In the same way, our financial system is very efficient, in the narrow sense that it generates big profits for banks and investors over the short term (this has nothing to do with the efficient market hypothesis, which is about normally distributed price changes). However, its fluctuations follow a power-law distribution, and it is susceptible to crashes that have a severe impact on the rest of society. Like a giant sandpile, investors are piling more and more money on to the top, in the hope that they can make a quick profit before the whole thing comes crashing down. In this state, extreme events aren’t aberrations - they’re part of the landscape.
 

An interesting question, then, is whether it is possible to improve the balance between stability and efficiency: to create a financial system that is less profitable in the short term, but also less prone to harmful collapses. After all, the financial system is not a natural system, but is something that we have created ourselves, so we should be able to engineer it in such a way that it behaves in a more stable fashion. Unlike a sandpile, we have at least some influence over our destiny.
 

Four steps immediately suggest themselves. The first is to better regulate the introduction of new financial products. The finance industry has become increasingly deregulated in the last few decades, based on the dogma that markets are stable and self-regulating. Whenever governments propose new rules, the banks complain that this will stifle innovation in the field of financial engineering. But in other kinds of engineering or technology, regulations are strictly applied because they save money and lives - they keep our systems operating in the stable regime, instead of veering off into chaos. This reduces efficiency by some measures because it means that new products take longer to get to market, but the benefits outweigh the costs.
 

As discussed further in Chapter 6, a major contributing factor to the credit crunch was the proliferation of new financial products (i.e. schemes) that allowed risk to be sliced and diced and sold off to third parties. The risk calculations were performed using standard techniques, which unsurprisingly weren’t up to the job. In fact these new products, such as credit default swaps and collateralised mortgage obligations, turned out to have the same effect on risk as a sausage factory has on a diseased animal - instead of controlling risk, they disguised it and helped it propagate. Furthermore, they were not properly regulated by the financial authorities, which was a large part of their attraction. Their adoption was rather like the pharmaceutical industry introducing a new drug and claiming that there was no need to perform the necessary trials before bringing it to market.
 

Actually, some healthcare companies (or quacks) try to do this all the time, which is why regulatory bodies have to be on their toes. During the 2009 swine flu pandemic, the US Food and Drug Administration was forced to take action against 120 products that claimed to be able to cure or prevent the disease. These included a $2,995 “photon genie” to stimulate the immune system, and a bottle of “Silver Shampoo” that would kill the airborne swine flu virus if it settled on your hair.18 The FDA said that these claims were “a potentially significant threat to public health because they may create a false sense of security and possibly prevent people from seeking proper medical help.”19 Rather like risk models then.
 

It might seem that financial markets are so complex that they are impossible to regulate. However, this impression is largely due to the carefully maintained myths that markets are efficient and optimal, so any attempt to interfere with their function will be counterproductive. As Adair Turner, chair of the UK’s Financial Services Authority, observes, “the whole efficient market theory, Washington consensus, free market deregulation system” has resulted in “regulatory capture through the intellectual zeitgeist.” The abandonment of this framework puts regulators “in a much more worrying space, because you don’t have an intellectual system to refer each of your decisions.”20
 

Effective regulation doesn’t mean that regulators have to be smarter than hedge fund managers. The first step is to change their position, from allowing new financial products unless and until they are proven faulty, to (the default in other critical industries like medicine or nuclear energy) not allowing them unless they can be shown to provide a measurable improvement over other alternatives, with no dangerous side-effects. It costs about a billion dollars to bring a new cancer drug to market, and one reason is that it has to jump over many regulatory hurdles before it can be adopted as a therapy. People don’t automatically assume that drug regulators are more clever or cunning than drug developers, but they seem quite effective at their jobs.
 





Living on the edge

 

The next method to move the economy to a less risky regime is to reduce the incentives for bankers to make bets that have a high probability of paying off in the short term, thus generating fabulous bonuses, but are guaranteed to eventually blow up. The asymmetry in these bets is like that of Pascal’s wager: they have a great upside (the bonuses) and a minimal downside (eventually the bet will go wrong, but there are no negative bonuses, and by that time the person will probably be on the beach anyway). After the credit crunch there was great public demand for measures such as pay caps, and withholding a portion of bonuses for a few years to limit short-termism. However, at the time of writing, regulators have made only limited progress. As Mervyn King put it, paraphrasing Winston Churchill: “Never in the field of financial endeavour has so much money been owed by so few to so many. And, one might add, with so little real reform.”21
 

The third suggestion, mentioned also in Chapter 3, is that credit creation and leverage should be controlled. The total amount of debt in the economic system in 2008, relative to gross domestic product, was approximately three times what it was in the 1980s.22 That’s fine when markets are rising, but any unexpected events quickly become amplified and create indirect effects. Regulations shouldn’t apply just to banks, but to any institution that creates credit, including derivative markets.
 

Leverage is of course linked to perceived risk: if you can convince a lending institution that a proposed investment has low risk, they will lend you more money. Finally, then, the risk models used by banks and financial institutions should be modernised to better reflect the fractal nature of the markets and the possibility of extreme events. Techniques from areas of mathematics such as fractal analysis can help, for example by generating realistic stress tests for financial products or institutions; however, it is equally important to acknowledge the limitations of mathematical models of any type.23 The main implications are that banks need to hold larger reserves - i.e. keep some money under the mattress, even when risk seems low - and develop scepticism about their ability to predict the future. Just because a formula says it’s safe, that doesn’t mean it really is. Time-tested risk management techniques such as experience-honed intuition, common sense, and conservatism might even come back into vogue.
 

Perhaps the most important thing to realise with complex systems is that models can actually be counterproductive if they are taken too literally. Risk assessment based on faulty models may give a comforting illusion of control, but can turn out to be highly dangerous. Overconfidence in models makes us blind to the dangers that lurk below the surface. Just as engineers and biological systems exploit redundancy to provide a margin of safety, and boat-builders over-design their ships rather than build them to withstand only the “normal” wave, so we need to buffer the economic system against unexpected shocks.
 

To summarise, the trade-off between efficiency and robustness in complex systems suggests that we can lower the risk level of the economy, if we are prepared to accept lower levels of short-term efficiency. Along with structural changes of the sort discussed in Chapter 2, this will also require a high degree of regulation. This shouldn’t be surprising - all forms of life, from bacteria to an ecosystem, are closely regulated. Economists talk about the invisible hand, but if you look at your own hand, everything about it - the temperature, the blood pressure, the salinity of the cells, and so on - is subject to a fierce degree of regulation that would put any financial regulator to shame. Of course, it is possible to go too far in the other direction - we want to steady the economy, not stop it. A first step towards finding this balance is to change the “intellectual zeitgeist” by absorbing new ideas from science.
 

It often feels that our financial system is living on the edge. Insights from complexity, network theory, nonlinear dynamics, and fractal statistics may help us find our way back to a more stable and less nail-biting regime. Of course, finance is inherently risky, and when it comes to calculating the danger mathematical models are only one piece of the puzzle. Risk is ultimately a product of human behaviour, which has a way of eluding neat mathematical equations.
 
  



CHAPTER 5
 

THE EMOTIONAL ECONOMY
 

In an insane world, the person who is rational has the problem.
Money is as addictive as cocaine.


Andrew Lo, professor of financial engineering (2009)
 

 


If everything on Earth were rational, nothing would happen.


Fyodor Dostoevsky (1880)
 

 

 

 

Mainstream economists see the economy as rational and efficient. This is based on the idea that individual investors make decisions rationally. It has clearly been a while since these economists visited a mall. While we do sometimes apply reason and logic to financial decisions, we are also highly influenced by the opinions of other people, advertisers, and random compulsions that drift into our head for no particular reason. Indeed, markets rely for their existence on emotions such as trust and confidence: without trust there is no credit, and without confidence there is no risk-taking. This chapter shows that the emphasis on rationality in economic theory says more about economists and their training than it does about the real world; and discusses new approaches that take into account the fact that money is emotional stuff.
 

 

Market crashes often seem to happen in the autumn. The worst days of the 1929 Wall Street crash were October 24 (known as Black Thursday) and October 29 (Black Tuesday). The crash of October 19, 1987, gave us Black Monday. During the credit crunch, there was an entire so-called Black Week: five days of trading that began on October 6, 2008, and that set records for volume and weekly decline. Historically, by far the worst month for US investors is actually September: the S&P 500 falls on average by 1.3 per cent during that month.1 There is clearly something about the end of summer and the onset of winter that makes investors see black.
 

This pattern will be familiar to people who live in northern climates (I grew up in Edmonton, so I know what I’m talking about here). It’s the time of year when the days are shortening at their fastest rate. I found it strangely comforting to realise this fact during the peak of the credit crunch. Of course, I thought: the markets are suffering from Seasonal Affective Disorder (SAD). They’ll cheer up in the spring, when the sun starts to shine again.
 

Now, this might not be a very logical interpretation of stock market history. But the idea that markets have a life of their own, which includes patches of depression and elation, is hardly new. Even Alan Greenspan referred to the “irrational exuberance” that preceded the dot-com bust.
 

Indeed, when you stand back and take a cool, hard look at the economy, it doesn’t look like the most rational thing on earth. Those traders, for example, who stand around in pits wearing brightly coloured shirts and shouting instructions over the phone to buy or sell shares or futures contracts - they seem a little, shall we say, over-excited. I suppose their actions could be driving prices back to equilibrium in an impartial, Newtonian sort of way, but I wouldn’t want to bet on it.
 

Much trading these days is carried out by computerised trading algorithms, which are presumably immune to mood swings or psychological ailments. But it remains true that money brings out intense emotional reactions. A neurological study at University College London showed that the physical response of our brain when we experience financial loss is the same as that caused by fear or pain.2 When the stock index spikes down, people the world over take it on the chin; when it spikes up, it’s like a shot in the arm.
 

It is therefore strange that orthodox economic theory sees individuals as entirely cold, rational, and emotionless. This is the myth of Homo economicus: aka rational economic man.
 





Irrational numbers

 

Before going on to plumb the depths, or shallows, of rational economic man, a short mathematical detour may be in order. In mathematics, the word “rational” has a rather different and specialised meaning: it is used to describe numbers that can be expressed as a ratio of two integers - for example 1/2, or 2/3, or 237/12. The Pythagoreans believed that everything in the world was created from the whole numbers - specifically the positive integers - and so it followed that any number should be expressible as a fraction, i.e. was rational. It therefore caused something of a stir when a member of the Pythagorean sect discovered the existence of irrational numbers.
 

As the theorem of Pythagoras tells us, a right-angled triangle that has two equal sides of length 1 will have a hypotenuse of length equal to the square root of 2. Hippasus tried to express this number as a fraction, but found that it couldn’t be done. Instead he provided a mathematical proof that the square root of 2 was an irrational number. This was bad enough, but he then made the mistake of leaking the result to people outside the secretive cult. A short time later he died at sea under suspicious circumstances.
 

Over 2,000 years later, while the first neoclassical economists were busy putting the economy on a logical footing, the story of irrational numbers took another turn. In 1874 the mathematician Georg Cantor showed that irrational numbers actually outnumber the rational numbers. In fact, if there were a way to arbitrarily select a number in the range of 0 to 1, purely by chance, then the probability of choosing a rational number would be zero. Rational numbers are like needles in a haystack - the only way to find one is if someone tells you exactly where it is.
 

To Cantor’s contemporaries his claim seemed absurd, because there are obviously infinitely many rational numbers. But Cantor proved that there are different kinds of infinity. The rational numbers are countable, in the sense that you can construct a long list of them that, if you had the inclination and an infinite amount of time, you could read. However, the irrational numbers are uncountable - no such list can be created, even in theory.
 

The reaction to these revelations was that Cantor became about as popular as Hippasus. Henri Poincaré condemned his work as a “grave disease” on mathematics; others called him a “scientific charlatan” and even a “corrupter of youth.”3 Cantor suffered from depression anyway, but the hostile response to his work worsened his condition and his last years were spent in a sanatorium. Rational numbers helped drive him crazy.
 

Now, it might seem that rational numbers have little to do with rational human beings or economic theories. However, when Hippasus showed that root 2 is irrational, he was proving that the Pythagorean theory of numbers hid an internal contradiction. The structure could not stand - not everything could be expressed in terms of whole numbers, as their dogma dictated. When Cantor showed that there are different kinds of infinity, with more irrationals than rationals, his result again revealed contradictions and inconsistencies in the supposedly stable edifice of mathematics that are still not completely resolved.
 

Neoclassical economic theory is based on a body of work with a different kind of rationality at its core. By assuming that people behave in a logical or rational way, actions and motivations can be reduced to mathematical equations, just as rational numbers can be reduced to ratios of whole numbers. And once again, evidence of irrationality is showing that these apparently solid foundations are built on sand.
 





The Logic Piano

 

Before he got into economics, the first love of William Stanley Jevons was the study of logic. He wrote a number of books and papers on the subject, including the bestselling textbook Elementary Lessons on Logic. In 1870 he even produced and exhibited at the Royal Society his “Logic Piano,” a kind of mechanical computer resembling a keyboard that could perform elementary logical tasks and show how conclusions are derived from a set of premises.
 

The aim of Jevons, and the other neoclassical economists, was to ground the study of money on a set of logical principles. The two main ingredients were the concept of the “average man” and the utility theory of Jeremy Bentham (1748-1832).
 

According to Bentham, mankind was ruled by “two sovereign masters - pain and pleasure … The principle of utility recognises this subjection, and assumes it for the foundation of that system, the object of which is to rear the fabric of felicity by the hands of reason and of law.”4 The pursuit of pleasure was therefore a rational enterprise that could be explained in terms of logic. To question this was to “deal in sounds instead of sense, in caprice instead of reason, in darkness instead of light”. (John Stuart Mill described Bentham as curiously naive about the complexities of the real world: “Knowing so little of human feelings, he knew still less of the influences by which those feelings are formed: all the more subtle workings both of the mind upon itself, and of external things upon the mind, escaped him.”5)
 

Of course, one person’s pleasure is often another person’s pain, but what counted was the response of the “average man.” This hypothetical person was first proposed by the French scientist Adolphe Quetelet in his book A Treatise on Man (published in English in 1842). Quetelet found that many human statistics - such as mortality, height and weight, criminality, insanity, and so on - could be modelled using the bell curve, with a well-defined mean - the average man - and a certain spread, due to deviations from the average. He argued that the average man therefore captured the true essence of society. “The greater the number of individuals observed, the more do peculiarities, whether physical or moral, become effaced, and allow the general facts to predominate, by which society exists and is preserved.” His book even turned the idea of the average man into a kind of moral ideal - something to aspire to. As he put it: “If an individual at any epoch of society possessed all the qualities of the average man, he would represent all that is great, good, or beautiful.”6
 

Armed with these ideas of utility and the average man, the neoclassical economists argued that, on average, investors would act rationally to maximise their own utility. Even if a few individuals had only a fragile grasp of logic, what counted was the average man, who could always be counted on to do the right and reasonable thing. It was therefore possible to build up a detailed mathematical model of the economy based on equations. Individual irrationality was seen only as a kind of random noise that could safely be ignored.
 





The model economy

 

The culmination of this effort was what many consider to be the jewel in the crown of neoclassical economics: the Arrow-Debreu model, created by Kenneth Arrow (the uncle of economist Larry Summers) and Gérard Debreu in the 1950s.7 It finally proved, in a mathematically rigorous fashion, the conjecture of Léon Walras that idealised market economies would have an equilibrium.
 

The model consists of a number of ingredients:• An inventory of available goods, with prices in a single currency. Goods at different times or places are handled by treating them as different things: when a banana arrives in London from Puerto Rico, it gets assigned a new inventory number, and will have a different price.

• A list of firms, each of which has a set of production processes that describes how the firm produces or consumes goods.

• A list of households, each of which has a specified consumption plan, which describes how it intends to consume goods; an endowment, which includes things like goods and services (including labour) that it can sell; and other assets such as shares in companies.


 

The consumption plan for each household is determined by a unique utility function that reflects their preferences for the available goods (in fact it is necessary only for each household to rank the available goods in terms of preference). Preferences are assumed to remain fixed with time. For firms, the utility function is simply their profits. Given a particular set of prices, it is possible to compute the optimal consumption plan for households, and the optimal production process for firms. From those one can calculate the total demand for the available products at the specified price, and also the total supply from firms.
 

The model therefore describes, in very general terms, a basic market economy. Its description may seem very dry and abstract and mathematical, but this is precisely the point. Just as the Pythagorean theorem works for any right-angled triangle, independent of the exact dimension, so the Arrow-Debreu model doesn’t care what goods the economy produces or the exact preferences of the households - it can work for any goods and any preferences.
 

The achievement of Arrow and Debreu was to mathematically prove that, given certain conditions, there exists an equilibrium set of prices for which supply and demand are perfectly balanced. The model didn’t say whether the equilibrium was stable, or unique, or explain how or if the market would attain it; but it did say that, in theory at least, one such point existed. Furthermore, according to the first fundamental theorem of welfare economics, any such equilibrium will be Pareto-efficient, meaning that it is impossible to reallocate the goods without making at least one household worse off.
 

To accomplish this level of generality, the model had to make a number of assumptions. One of them was the assumption of perfect competition, which states that no individuals or firms can influence prices except through the price mechanism - i.e. there are no monopolies or unions. As discussed further in Chapter 7, this ignores the power discrepancies in the real economy. But perhaps the biggest catch was that, to make the proof work, it required that all participants in the market act rationally to maximise their utility, now and in the future.
 

Since the future is unknown, the model assumed that households and firms could create a list of all possible future states, and draw up a consumption plan for each one. For example, a household’s optimal consumption would depend on the price of food, which in turn would depend on the weather. So it would need a separate plan for each of the different weather states (flood, drought, cloudy with some rain, hurricane, etc.), now and forever. The same would have to be done for other events, including the arrival of new technologies, changes in availability of commodities such as oil, and so on. The utility function of the household would be extended to cover all of these different contingencies.
 

Just to be clear, the claim here isn’t that individuals do their best to make the right decisions based on the information that is immediately available to them. The claim is that, first of all, they can create a list of all the possible future states of the world. Then, they make the best decisions taking into account each of these separate future worlds. These people aren’t just rational, they’re hyper-rational.
 

Now, if you look back on your own life - and I don’t think I’m going out on a limb here - there have probably been times when, if you’d known how things were going to turn out, you might have made a different decision. There may have been a purchase, for example, that was less than optimal, because the product in question fell apart a day after the warranty expired. Or perhaps a better option was available, which you would have gone for if only you’d known about it. Maybe it was on sale at another store, and you missed the advertisement. Or maybe you just screwed up and picked up the wrong thing by mistake.
 

If an economist were to show up at the door and ask you to produce a consumption plan for the rest of your life, you might also have a bit of a problem. Especially if she magnified her request by producing an infinite list of contingencies: what will happen if you get that job you applied for, or if you’re injured, or you have a new baby, or war breaks out, or you win the lottery, etc.?
 

In fact, making a list of every future contingency is impossible, the same way that making a list of irrational numbers is impossible. In 1968, the American economist Roy Radner managed to weaken some of these conditions, but he still concluded that for the model to work, every participant in the economy needed to be endowed with infinite computational capacity.8 The Arrow-Debreu model didn’t represent an economy of human beings - it was an economy of gods.
 





Truth and beauty

 

While the Arrow-Debreu model obviously made some unreasonable assumptions - economist Mark Blaug described it as “clearly and even scandalously unrepresentative of any recognizable economic system” - it wasn’t easy to modify any of these too much without the whole thing falling apart.9 Economists could adapt or extend it slightly to take into account factors such as asymmetric information (for example, buyers knowing less than sellers about the goods), or imperfect competition, or real currencies with fluctuating exchange rates. But these added complications, and it was easier and more elegant to treat the model as a perfect market economy to which real economies aspire. As such, the model soon became the core reference for neoclassical economic theory.
 

So how much does this matter? An interesting defence of neoclassical economics was supplied by Milton Friedman, who said that the assumptions of a theory aren’t important, so long as it makes accurate predictions.10 Friedman was probably the most influential economist of the latter half of the 20th century. His interest in mathematics was inspired by a high-school geometry teacher who connected John Keats’ poem “Ode on a Grecian Urn” - “Beauty is truth, truth beauty” - with the Pythagorean theorem.11 He went on to become a leader of the Chicago School of Economics, based at the University of Chicago, which was famous for its free-market ideology, opposition to regulation - Friedman even opposed regulation of drugs - and general railing against taxes and big government. As Friedman said in a 1975 interview, “thank God for government waste. If government is doing bad things, it’s only the waste that prevents the harm from being greater.”12 (Somewhat ironic, considering that Friedman and neoclassical economists in general were supported in large part by government grants.)
 

Friedman’s main contribution to economic thought - and his most famous prediction - relates to his work on monetarism. The basic idea of monetarism is that markets are inherently stable, and the government’s role in controlling the economy should be limited to making sure that the supply of money equals the increase in GDP. This contrasted with the views of John Maynard Keynes (probably the most influential economist of the first half of the 20th century), who believed that fiscal policy was essential to moderate the business cycle - for example by raising interest rates during a boom, and lowering them in a recession.
 

According to Keynes, the economy was strongly affected by psychological factors. He believed that many of our decisions “can only be taken as the result of animal spirits - a spontaneous urge to action rather than inaction, and not as the outcome of a weighted average of quantitative benefits multiplied by quantitative probabilities.”13 Government policy could therefore act as a stabilising influence. Friedman, however, argued that governments couldn’t understand the economy well enough to make such judgements. Instead, he predicted that people would learn to anticipate the government’s actions, thus rendering them useless.
 

For example, if the government attempted to boost the economy by printing extra money during a recession, then this would cause prices to rise and stimulate supply. However, if price inflation persisted too long, then workers, being rational people, would build the expectation of future inflation into wage demands, and firms into planned price increases. This in turn would lead to loss of jobs and higher unemployment. The government cure was therefore worse than the disease.
 

Friedman’s position appeared to be vindicated in the 1970s by the appearance in industrialised countries of stagflation - an unprecedented combination of high unemployment and high inflation - which defied Keynesian analysis or treatment. In the US, the so-called misery index - the sum of unemployment and inflation rates - reached 21 per cent. In the UK, the 1978-79 “winter of discontent” featured widespread strikes, with union leaders demanding higher pay agreements. Friedman and others blamed this disaster on Keynesian policies.
 

One result of stagflation was that President Carter in the US and Britain’s prime minister, James Callaghan, were thrown out of power and replaced by Friedman’s future friends and admirers, Ronald Reagan and Margaret Thatcher. Another was that economics came to be dominated by the paradigm of “rational expectations” - the idea that participants in the economy act to maximise their long-term utility, based on their expectations for the future. As Naomi Klein documents in her book The Shock Doctrine, this Chicago School model was rolled out to countries around the world from Chile to South Africa.14 Together with the Pareto optimality of the Arrow-Debreu model, and the efficient market hypothesis, it formed a compelling picture of the economy as intrinsically rational and efficient. One could argue that individual investors weren’t completely rational all the time; but to all effective purposes, the economy behaved as if they were.
 





The prediction test

 

Inspired by all this rationality, institutions such as the US Federal Reserve set about building elaborate Computable General Equilibrium (CGE) models to simulate the economy. These models are similar in principle to the Arrow-Debreu model, but are simplified versions in that they aggregate over large groups of consumers and other sectors of the economy. They assume that the financial system works perfectly, so no need to worry about middlemen such as banks or hedge funds. The purpose of the models is to predict how the economy’s equilibrium will react to changes in government policy, commodity prices, and so on.
 

Such models are still widely used by policy-makers and regulators. 15 More recent versions take dynamic and stochastic factors such as random shocks into account, but still assume the existence of an underlying equilibrium. The models crystallise economic theories into a single consistent framework that can be used to go out and make predictions about the real world. They have been around for long enough to have established a track record, so how do they match up with Friedman’s test of making accurate predictions?
 

The answer, as we’ve already seen, is not so well. As discussed in Chapter 1, and illustrated in Figures 3 and 5, the ability of economic models to predict things like GDP growth or oil prices is not much better than random. Nor have they proved successful at predicting the effects of major policy changes.16 As the economist Alan Kirman noted: “almost no one contests the poor predictive performance of economic theory. The justifications given are many, but the conclusion is not even the subject of debate.”17
 

The problem is not just that the models fail to predict, but that, like the faulty risk models used by banks, they give a false illusion of control. In a 2009 lecture, the economist Paul Krugman stated that much of the past three decades of macroeconomics was “spectacularly useless at best, and positively harmful at worst.” Robert Solow observed in 2008 that macroeconomics has been “notable for paying very little rigorous attention to data … there is nothing in the empirical performance of these models that could come close to overcoming a modest scepticism. And more certainly, there is nothing to justify reliance on them for serious policy analysis.”18 Willem Buiter, who was a member of the Bank of England’s Monetary Policy Committee (MPC) from 1997 to 2000, stated on his blog that a training in modern macroeconomics was a “severe handicap” when it came to handling the credit crunch.19
 

The main effect of the models, in all their neat perfection, has been to desensitise policy-makers to the messy realities and lurking risks of the economy. Another former MPC member, David Blanchflower, wrote that although empirical data were signalling a downturn in the UK economy in mid-2007, the Committee “ignored these data, and as late as August 2008 the majority were arguing that there was not going to be a recession.”20 Let alone the longest recession on record. One problem is that the models do not properly account for the role of the financial sector (which in a perfect economy isn’t necessary). The Bank of England’s general equilibrium model, for example, omits banks.21
 

While Friedman was one of the first to see stagflation as a possibility, not all of his predictions were so prescient. His theory that inflation could be controlled through the money supply alone, for example, turned out to be a huge mistake when it led to extreme inflation in the US and UK.22 The claim that neoclassical economics can be defended on the basis of its ability to make predictions is the kind of extraordinarily counter-intuitive thing that people can say only when they are led by an unshakeable, almost religious belief that they are on the right path. Indeed, Friedman’s mentor at the University of Chicago, Frank Knight, believed that professors should teach economic theories as if they were “a sacred feature of the system” as opposed to mere hypotheses.23
 

Friedman’s claim of predictive accuracy makes more sense if we see it as throwing down a gauntlet to other theories. Science traditionally evolves when a theory is replaced by one that makes better predictions. If no new and better theory comes along, but there are obviously problems with the existing one, then there is no clear rule on how to proceed. Whatever is in vogue, or has the strongest and most institutionalised support, tends to dominate.24 “To say something has failed,” says Myron Scholes, “you have to have something to replace it, and so far we don’t have a new paradigm to replace efficient markets.”25
 

So is there really no alternative economic model that can make better predictions than the neoclassical one? The answer is not yet clear, but there is at least a new approach, and at its heart is the very idea of what it means to be human.
 





Irrational humans

 

One psychological quirk of human beings is that we like to find specific rational explanations for things. In the early 1970s, one of the most commonly cited causes for stagflation was the failure of the Peruvian anchovy fishery in 1972, which was due in large part to a severe El Niño event. Anchovies were a major source of livestock feed, so the effect was to push up food prices. Another contributor was the success of the Organisation of Petroleum Exporting Countries (OPEC) at constraining oil supplies, which also boosted prices. To the monetarists, the cause of stagflation was the inept government printing too much money.
 

While the exact causes are debated, though, one thing was for sure: the effect of stagflation was to make people unhappy. There’s nothing like rising prices, and a risk of losing your job, to upset the electorate - which is why politicians keep a close eye on the misery index. They know that money is an emotional business. It may also turn out that the cause of inflation has less to do with things like oil, anchovies, or money supply, than with basic human emotions. In 1971, the Israeli psychologists Daniel Kahneman and Amos Tversky published a paper that explored the difference between intuition, which they called System 1 thinking, and reasoning, or System 2. System 1, according to Kahneman, is “fast, effortless, associative, and often emotionally charged.”26 It is also governed by habit, which makes it hard to change or control. System 2, in contrast, is “conscious, it’s deliberate; it’s slower, serial, effortful, and deliberately controlled, but it can follow rules.”
 

The paper, entitled “Belief in the Law of Small Numbers,” presented empirical results showing that their experimental subjects, when acting in System 1 mode, could not make accurate estimates of probability. They made extremely basic mistakes, and appeared to have no grasp of the rules of chance. This might not be surprising, except that the people they were studying were experienced statisticians.
 

The Law of Small Numbers in the title was a reference to the Law of Large Numbers. This is the name of a theorem, stated without proof by Girolamo Cardano and finally proved by the mathematician Jacob Bernoulli in 1713, which says that the accuracy of a statistical sample improves with the number of samples - or as Quetelet said: “The number of individuals observed.” For example, the quality of an opinion poll will be much better if it is done for a thousand people, than if it is done for ten people.
 

Statisticians know this very well - or at least the System 2 side of their brain knows it very well. But Kahneman and Tversky found that, in practice, they didn’t need large numbers of samples to jump to a conclusion - instead they “view a sample randomly drawn from a population as highly representative, that is, similar to the population in all essential characteristics.” System 1 was leaping in with the answer before System 2 had even fired up its pocket calculator. As a result, people could be easily fooled.
 

During their long collaboration, Kahneman and Tversky found a number of results that directly question the neoclassical assumption that we make decisions rationally. If there is such a thing as the average man (or woman), then it turns out he has some distinct psychological quirks. For example, he has an asymmetric attitude towards loss and gain - he is roughly twice as sensitive to losses - so tends to avoid taking risks. He is biased by recent events, so if the market has been going up recently, then he expects that trend to continue. He dislikes change, prefers to keep what he has than trade it for something similar, and hates to give up a long-held belief. He underestimates the likelihood of extreme events, and overestimates his own ability to deal with them.
 

One might think that a group of people would make better decisions, and in some ways they do. But as Kahneman explains, “when everybody in a group is susceptible to similar biases, groups are inferior to individuals, because groups tend to be more extreme … In many situations you have a risk-taking phenomenon called the risky shift. That is, groups tend to take on more risk than individuals.”27 Groups also tend to be more optimistic, suppress doubts, and exhibit group-think. In larger informal groups such as markets, this can translate into herd behaviour, in which investors all rush into the market, or out of it, at the same time.
 

The work of Kahneman and Tversky helped create the field of behavioural finance. The area has recently been supplemented by the even newer field of neuroeconomics, which uses techniques like brain scans to find out how our brains handle economic decisions. For example, scans have shown that the offer of a reward affects different parts of the brain depending on whether the reward is immediate or delayed. The former triggers a stronger response, which may explain why many people don’t set enough aside for retirement.28 In fact, studies of patients who for neurological reasons are unable to process emotional information show that it is extremely hard to make decisions without some emotional input.29 If we really did have infinite computational capacity but no emotion, as the neoclassical model demands, we would be incapable of buying a pair of socks.
 





Don’t mention the bubble

 

The findings of behavioural economics and neuroeconomics change the way we see the financial system. According to the monetarist argument, inflation becomes established, and is resistant to government control, because the rational expectation of workers is that inflation will continue, so they insist on pay hikes. But another way to look at it is as a System 1 phenomenon. Once inflation has been around for a few years, we tend to see it as an established trend rather than a random event (this is a typical example of the Law of Small Numbers, in which we create patterns based on insufficient data). At the same time our perception of rising prices is driven by anchoring - we compare the prices with those we have grown used to, and are sensitive to any change. Our asymmetric attitude towards loss means that our decrease in purchasing power outweighs any wage gains. The sight of other workers negotiating pay increases makes us afraid we are falling behind. The result is a positive feedback loop in which inflation breeds inflation. Other factors such as money supply and the overall state of the economy clearly play a role, but the problem on the human side isn’t just rational expectations - it’s also irrational expectations.
 

Similarly, asset price bubbles are driven as much by “irrational exuberance” as by technical factors. General Equilibrium models assume that the economy reacts passively to external shocks, like an inert machine, but the reality is that the economy is capable of generating manic surges and despondent plunges all on its own. One study of the 100 largest daily price changes in the S&P index over four decades found that, rather than being driven by news, most of the large changes happened on days when there was little to report.30
 

While Kahneman was eventually awarded the economics version of the Nobel Prize for his work (Tversky had died), the findings of behavioural economics have long been viewed suspiciously by the mainstream. To efficient market purists, things like bubbles, or irrational behaviour, are inventions of people who don’t understand the wisdom of the market. As Eugene Fama said in 2007, at the height of the US housing bubble, “economists are arrogant people. And because they can’t explain something, it becomes irrational … The word ‘bubble’ drives me nuts.”31 Indeed, according to behavioural economist Robert Shiller, “you won’t find the word ‘bubble’ in most economics treatises or textbooks. Likewise, a search of working papers produced by central banks and economics departments in recent years yields few instances of ‘bubbles’ even being mentioned … the idea that bubbles exist has become so disreputable in much of the economics and finance profession that bringing them up in an economics seminar is like bringing up astrology to a group of astronomers.”32 Steve Keen wrote: “As any non-orthodox economist knows, it is almost impossible to have an article accepted into one of the mainstream academic journals unless it has the full panoply of economic assumptions: rational behaviour (according to the economic definition of rational!), markets that are always in equilibrium … and so on.”33
 

After the credit crunch, this scepticism may finally change. Shiller was one of the few economists to have warned of the housing bubble. Another proponent is Richard Thaler, whose book Nudge has been influential in the Obama administration. As he told the Financial Times in 2009, “conventional economics assumes that people are highly rational - super-rational - and unemotional. They can calculate like a computer, and they have no self-control problems. They never overeat, they never over-drink, they save for retirement, just the right amount - first by calculating how much they need to save, and then religiously putting the money aside. Real people are not like that.”34 Governments should therefore consider “nudging” citizens into making healthy financial decisions. For example, enrolment in retirement programmes could be made the default option, so workers would have to choose to opt out if they didn’t want to take part.
 

Of course, to some this all smacks of Keynesianism and the idea that government knows best. Indeed, I suspect that part of the reason why behavioural economics has won a grudging degree of acceptance among our rational-thinking economists and government planners is because it tends to concentrate on the negative aspect of intuitive System 1 behaviour - of the sort frequently demonstrated by human beings - while downplaying the drawbacks of logical System 2 behaviour - of the sort frequently demonstrated by risk models, or government plans gone wrong (as we will see later, feminist economists and others who have assigned a more positive role to things like human feelings have found the going harder). Logic is not always superior to intuition, and behaviour that appears narrowly rational can turn out to be highly destructive and unreasonable, if divorced from an understanding of the larger context. That’s one reason why nudging may be better than forcing.
 

The most eager adopters of behavioural psychology, it seems, are marketers and advertisers. As neuropsychologist David Lewis noted, purchase decisions are “more emotional than logical and generated in the oldest part of the brain,” though we may rationalise them after the fact.35 Retailers and advertising companies are well ahead of economists at understanding this, because they have been nudging us into buying things since shopping was invented. Credit card firms have found, for example, that they get a better response rate to their mailings if they pay a marketing company to phone up a week or so in advance, and innocently ask the prospective customer if they are planning to make any large purchases in the near future.36
 





The imperfect economy

 

The next step to make economics more realistic, then, is to discard forever the notion of rational economic man, and replace him with something that reflects empirical observations of how people actually behave. Economic agents should make decisions based on the information available to them, instead of a global bird’s-eye view; should employ simple rules of thumb more than abstract reasoning; should be rational at times, but not always; and should be influenced by the context and by other agents. None of this comes easily in the framework of the neoclassical model, which is concerned with elegant mathematical representations of perfect markets; but it is the natural outcome in agent-based models.
 

The basic ingredients of a typical agent-based model are an inventory of available goods, which can be moved, changed, or traded; and a list of economic agents. These are people or firms who own, exchange, or transform goods, and provide or consume services. Their decisions are guided by a fuzzy and changeable set of needs and preferences that can be influenced by other agents or the passing of time (so no fixed utility function). Rather than being blessed with an Apollonian ability to look into the future and maximise utility, agents can make mistakes, and they can learn from them. Trades incur costs, and involve financial intermediaries such as banks (which can go bust). There are also external drivers and constraints such as inputs of energy and outputs of waste. The model parameters are tuned to agree with the wealth of empirical data that is now available for economic transactions of all kinds.
 

The behaviour of the economy is determined by computer simulations that track the interactions between economic agents as they buy, sell, and trade goods and services. The model economy therefore emerges from the actions of the individual agents, just as it does in real life. The aim is not to make abstract mathematical proofs of stability or other properties, as with the Arrow-Debreu model, but instead to use the model as a kind of experimental laboratory for trying out ideas.
 

Because agent-based models make no assumption of equilibrium, they are particularly useful at modelling highly dynamic phenomena such as price fluctuations. For example, models have been developed in which hundreds of agents buy and sell stocks in artificial markets. Each agent has an individual strategy that can change as the agent responds to changing markets and the psychological influence of other agents. As with real markets, the prices don’t settle on a stable equilibrium, but are in a constant state of flux, with the ever-present possibility of extreme changes when investors flock in to or out of the market in unison. The models also replicate statistical features such as volatility clustering and power-law distributions.37
 

Agent-based models have also provided a new framework for studying everything from inflation to the growth and death of companies. 38 Again, the models can reproduce statistical features of the real economy that are simply unavailable to equilibrium models, such as the power-law distribution of company size. Perhaps the most ambitious model under development is that led by Silvano Cincotti at the University of Genoa, which attempts to simulate the economy of the entire European Union. The model includes about 10 million households, 100,000 companies and 100 banks, as well as government and regulatory agencies. The aim, according to Cincotti, is to “have an outstanding impact on the economic-policy capabilities of the European Union, and help design the best policies on an empirical basis.”39
 





Why predict?

 

The question still remains of whether agent-based models will answer Friedman’s critique, and make better predictions. It is one thing to be able to reproduce economic behaviour and statistics; another to correctly predict how the economy will react to a change in policy or regulation.
 

Another point made by Friedman, with which I agree, is that if models are to be predictive, they should remain as simple as possible: otherwise the result is an overly complicated structure that can fit past data but fail to predict the future. There is plenty of empirical evidence to show that simple models make better predictions than complicated models.40 This is why hedge funds never use the CGE models beloved of economists, and prefer to rely instead on relatively simple but robust trading strategies.
 

Agent-based models are clearly not immune to this problem, and are best seen as incomplete pictures that capture aspects of the real economy. However, while they often contain a large number of individual agents, that doesn’t mean they are necessarily more complicated than traditional models, because the agents are usually described by a fairly short set of instructions. A property of complex systems is that the rules describing the system at the local level can be extremely simple, but the emergent behaviour can be rich and frequently surprising. Agent-based models can also help identify pockets of predictability, i.e. features that remain robust to changes in the parameters. One useful approach is to begin with a detailed model, and then use it to derive simpler models that capture aspects of the emergent behaviour.41
 

The main problem with economic prediction, though, has less to do with the simplicity or otherwise of the models, than with the fact that many of the features of the economy, such as stockmarket crashes, are inherently unpredictable. The aim of models should be not to predict the unpredictable, but to help design the financial system so that it is more robust. Orthodox models ignore effects such as investor irrationality, herding behaviour, destructive feedback loops, and so on, with the result that each failure of the financial system seems to come as a complete surprise. With their insistence on stability, normality, and rationality, the models prevent us from learning from our mistakes, and therefore create their own form of risk.
 

No model will ever be able to realistically simulate the behaviour of real people with a few lines of code. The human brain is the most complex object in the known universe (at least that’s what our brains say). But despite their drawbacks, even coarse models that account for phenomena such as trend-following and incomplete information may be good enough to yield substantial improvements over present methods. Agent-based models can usefully simulate emergent behaviour like the flow of traffic in a city, without simulating what is going on in the head of each driver; and in the same way, they can model some aspects of the flow of money, and help to improve the design of financial markets, without knowing the basis for each individual’s decisions.
 





Prove it

 

In mathematics, the highest kind of prediction is a mathematical proof. It doesn’t just say that something will happen tomorrow, or next week, or in most situations - it says that it will always happen. There is also a kind of entropy law that ranks proofs according to the generality of their results, divided by their complexity. It is the mathematical version of “Beauty is truth, truth beauty.” The aim is to explain as much as possible in the shortest and most elegant way. Pythagoras proved that in all right-angled triangles, the sum of the squares of the sides equals the square of the hypotenuse. Cantor showed that no mathematician will ever be able to produce a list of the irrational numbers. The proofs in either case use simple, elegant, but extremely powerful arguments.
 

The Arrow-Debreu model was motivated by a desire to bring the same kind of beauty and clarity and permanence to economics. Gérard Debreu believed that the “acid test” for economic theories should be that of “removing all their economic interpretations and letting their mathematical infrastructure stand on its own.”42 To accomplish this, though, their model had to grant the same kind of rational and prophetic powers to the economy.
 

Agent-based models have none of this abstract appeal. An agent-based test of the Pythagorean theorem would be to run lots of simulations of different triangles and note that they all happen to satisfy the rule. Like an experimentalist, all the modeller can do is show that the result holds at the time, and in the manner, in which it is tested. Pythagorean harmony of the spheres, this is not. E=mc2, it is not. If there is an advantage, it is that the modeller is less likely to become enraptured with the model, or confuse it with reality.
 

Such models do, however, provide a kind of negative proof. Because their behaviour is completely different from traditional equilibrium models - for one thing, they don’t have an equilibrium - they prove that the neoclassical picture of rational utility optimisation cannot be right.
 

Agent-based models are also a useful way to leverage the huge quantities of economic data that are now available. “Existing economics,” says Nobel winner Ronald Coase, “is a theoretical system which floats in the air and which bears little relation to what actually happens in the real world.”43 According to economist Fischer Black, “a theory is accepted not because it is confirmed by conventional empirical tests but because researchers persuade one another that the theory is correct and relevant.”44 Many papers don’t even mention actual economic data, preferring to indulge in abstract arguments that economist Roger Bootle calls “a modern form of medieval scholasticism - of no use or interest to man or beast.”45 But because agent-based models are less fixed or idealistic in their assumptions, they can easily incorporate empirical insights. Their use will help turn economics into a more empirical discipline, based on observations rather than just abstract theorising.
 

What seems strange is that mainstream economics has held on to its picture of rational economic man for so long, despite all the evidence that people don’t behave like that. Just as there are more ways for numbers to be irrational than rational, and more ways to draw a crooked line than a straight line, so there are more ways to behave in an irrational fashion than a rational one (and we often seem to be bent on exploring them). This tenacity on the part of economists can be explained in part by behavioural psychology, and effects such as ownership bias, loss aversion, and fear of change - we hold on to ideologies as tightly as we hold on to the most treasured possessions. Economists who have been educated to believe that people behave rationally find it hard to accept that, actually, the idea was pretty dumb all along.
 

As shown in the next chapter, though, the idea of Homo economicus runs even deeper than that. It is again part of a 2,500-year tradition with its roots in ancient Greece - so letting go of it may be the hardest thing in the world. At least for half of the population.
 
  



CHAPTER 6
 

THE GENDERED ECONOMY
 

My voice was not popular. The financial markets had been expanding, innovation was thriving, and the country was prosperous. The financial services industry argued that markets had proven themselves to be self-regulating and that the role of government in market oversight and regulation should be reduced or eliminated. All of us have now paid a large price for that fallacious argument.


Brooksley Born, former chair of the Commodity Futures Trading Commission (2009)
 

 


They [Alan Greenspan, Robert Rubin, and Larry Summers] felt, I think, that they understood finance better than she did.


Jim Leach, co-author of the 1999 Gramm-Leach-Bliley Act (2009)
 

 

 

 

Independent investors who know their minds and aren’t influenced by the opinions of others; an emphasis on logic and reason over feelings and emotion; a belief in stability rather than flux and change: could it be that orthodox economic theory incorporates a gender bias? Could this be why the field is dominated at the upper levels of academia, business, and government by men? What implications does this have, not just for economic theory, but for the economy itself? How would an economy designed by women differ from the present one? Can we move away from what some call the yang economy? This chapter shows how feminist economists and business leaders are changing the way we think about money.
 

 

In August 1984, the economist Milton Friedman travelled to Reykjavik to give a lecture on Chicago School economics at the University of Iceland. While there, he also took part in a television debate with three serious-looking socialists. The moderator began by asking him to define his idea of a utopian society. He replied: “My personal utopia is one which takes the individual - or the family, if you will - as the key element in society. I would like to see a society in which individuals have the maximum freedom to pursue their own objectives in whichever direction they wish, so long as they don’t interfere with the rights of others to do the same thing.” The role of government should be minimal, and restricted to areas such as defence, justice, and legislating basic rules.
 

The debate was three against one, but Friedman - an excellent debater - more than held his own. One of the subjects that came up was the fact that people were being charged to attend, when normally such events were free. Friedman replied that all lectures have costs, so it was only fair that they should be covered by attendees, instead of being subsidised by other people. In a healthy economy individuals look after themselves, and buy their own tickets.
 

This argument must have rung a bell with some of those watching, because Friedman’s positions were soon endorsed by young intellectuals in the aptly named Independence Party. One of them, Davíð Oddsson, went on to become Iceland’s longest-serving prime minister (1991 to 2004) and later the governor of the central bank (2005 until April 2009). His radical reforms over that period turned Iceland from one of the world’s most heavily regulated economies into a cold, volcanic version of Friedman’s utopia.
 

State companies and banks were privatised, taxes were slashed, capital markets were liberalised, industrial subsidies were cut. In Iceland, if you wanted to see the show, then you had to buy your own ticket, just as Friedman said. This got a big thumbs-up from neoclassical economists, including those at the Fraser Institute, a Canadian free-market think-tank. In 1980 they had ranked Iceland 67 (of 105 in the survey) in a list of the world’s freest economies - just one above Sierra Leone.1 By 2006 that had improved to 12 (out of 141).
 

Many of the reforms were indeed very successful, at first. Inflation was tamed through strict monetary control. The over-subsidised fishing industry was reined in. Businessmen like the flamboyant Jón Asgeir Jóhannesson, CEO of Baugur, led an Icelandic invasion of the British high street, buying stakes in retailers including French Connection, Debenhams, House of Fraser, and the toy store Hamleys. The lobby of Baugur’s office in London featured a sculpture of a Viking carrying, for some reason, a guitar and a massive fishtank.
 

Icelandic banks were even more adventurous. Adopting free-market reforms and the latest ideas in financial engineering, they expanded into foreign markets and became a major lender to savers in the UK, the Netherlands, and elsewhere. Not bad for a tiny country of only 320,000 people, most of whom are related by blood.
 

That was when Iceland experienced a different kind of volcano.
 





Financial terror

 

One of the great but little advertised advantages of internet banking is that if you want to partake in a run on the bank, you don’t need to physically line up like in the old days - you can do it all from the convenience of your own home. You might not get your money back, but at least you don’t waste as much time, or get rained on.
 

This is the thought that simultaneously occurred to a large fraction of the British population in October 2008. The online bank Icesave, run by Landsbanki, had attracted hundreds of thousands of savers with its slick marketing and generous interest rates - 6.3 per cent for instant access and higher for fixed-term accounts. And it wasn’t just individuals who were stashing away their savings. Kent County Council had deposited some £50 million in Icelandic banks, and other local authorities had followed suit. But then word got out that the Icelandic economy was in trouble. The krona was losing value, inflation was spiking, banks were looking fragile, and the stockmarket was melting into the ocean. Articles appeared in the UK media saying that Iceland was on the verge of collapse. Savers got spooked and rushed online to get their money out.
 

Unfortunately, the Icesave website quickly iced up, which shows that even in the internet age, you have to be fast. The last people to catch on were, apparently, the UK county councils, who were still depositing tens of millions of pounds right up until the last moment (this fact was determined by the UK Audit Commission, which had itself deposited £10 million in the banks).
 

Things got worse when Oddsson, who was then governor of the central bank, told an Icelandic TV interviewer that: “We have decided that we are not going to pay the foreign debts of reckless people … of the banks that have been a little heedless.”2 The UK treasury immediately invoked an anti-terror act to freeze billions of pounds’ worth of Icelandic assets. This sealed the fate of the Icelandic economy. Only ten days after the start of the crisis, not one of its three main banks was still standing, and the country’s brief reign as a financial power was over.
 

Foreign savers got their money back in the end, but in Iceland the consequences were devastating - the credit crunch bit harder there than in any other industrialised country. Interest rates, inflation, and unemployment all soared, and the krona collapsed against other currencies. The result was stagflation squared. Home construction and car sales came to an abrupt halt. Widespread anti-government protests forced Oddsson and the prime minister Geir Haarde to step down. And people started to ask what had gone wrong.
 

One obvious problem was that Iceland’s Financial Supervisory Authority had allowed the newly privatised banks to lend out too much money - about ten times the country’s GDP, or half a million dollars for every man, woman and child. The central bank could not therefore act as a plausible lender of last resort. When the banks got into trouble, they were on their own.
 

During the boom years, many people and companies had also taken out large loans in foreign currencies (an example of the carry trade discussed in Chapter 3). As the krona soared, the loans became easier to pay off; but when the economy turned, they found themselves saddled with unpayable debts.
 

The UK government also played a part with its decision to use anti-terror legislation. Banking depends on trust, and it is considered poor form to have your central bank and ministry of finance appear on the UK’s official list of terrorist organisations, right up there with al Qaeda and the Taliban.
 

In Iceland, though, many believed that the roots of the problem lay in a particular culture and a particular group of people who had held power for far too long. As Halla Tómasdóttir from Audur Capital told Der Spiegel: “The crisis is man-made. It’s always the same guys. Ninety-nine per cent went to the same school, they drive the same cars, they wear the same suits and they have the same attitudes.” She described their focus on short-term profits, without any concern for the wider consequences, as “typical male behavior” akin to a “penis competition.”3
 

In other words - and I may be reading between the lines here - the credit crunch was some kind of guy thing.
 





Emotional capital

 

Of course, Iceland isn’t the only country where women complain that men are responsible for all the problems; however, in this case, they actually went out and did something about it. The country has long been a world leader in measures of gender equality and female participation in the work force, and when they realised what had happened to their money the women swung into action. Geir Haarde was replaced as prime minister by the world’s first openly lesbian leader, Jóhanna Sigurðardóttir. Women took charge at two of the failed banks, and were given high-profile ministerial posts and positions in the Financial Supervisory Authority.
 

An example of the change in culture is the new investment fund set up by Audur Capital together with famous-Icelandic-singer Björk, to focus on green start-ups. According to Halla Tómasdóttir, the fund is guided by “core feminine values” that include risk awareness - “we will not invest in things we don’t understand”; profit with principles - “a positive social and environmental impact”; and emotional capital - “we look at the people, at whether the corporate culture is an asset or a liability.”4
 

To anyone used to the hard-driving, high-octane, dog-eat-dog world of finance, this might all seem a bit soft and fuzzy and feathery - like Björk in her famous swan costume, actually. It’s hard to imagine Halla or her colleagues being invited to appear anytime soon on Fast Money - the manic, and very male, financial talk show on American cable TV.
 

So can we really say that the economy needs to become more feminine, less testosterone-driven? And - related question - is economic theory inherently biased towards a male perspective? To answer that delicate question, it’s important that I first define some safe boundaries. I don’t want to make the same mistake that Larry Summers made, when as president of Harvard University he implied that women didn’t do as well at science and engineering because of innate biological differences.
 

So allow me to be perfectly clear: in the following discussion, I am not in any way implying that we men are incapable of doing economics, or should not be trusted with money, or suffer from some kind of innate biological flaw.
 

In fact, to be even safer, I will frame the problem as much as possible in terms of some very old concepts that predate our modern sexual politics: yin and yang. Or in numerical terms, even and odd.
 





Odd son

 

According to Greek mythology, the predictions at Delphi were originally due not to Apollo, but to the earth goddess Gaia. Her prophecies were sung out by a mythical figure referred to as Sybil. The site was guarded by Gaia’s daughter, the serpent Python. However, the young god Apollo killed Python and took over the temple as his own. (His spokeswoman, the Pythia, was named after Python; as by implication was Pythagoras.)
 

Archaeological excavations tell a similar story. From 1500 to 1100 BC, the area was occupied by Bronze Age Mycenean settlements that were devoted to Mother Earth. The new god Apollo arrived via invading societies, and began to dominate. Religious art was modified accordingly. As the mathematician Ralph Abraham put it: “the goddess submerged into the collective unconscious, while her statues underwent gender-change operations.”5
 

Pythagoras, whose followers believed he was descended directly from Apollo, can be viewed as the human incarnation of this switch in power. The Pythagoreans compiled a list of ten opposing principles that divided phenomena into two groups:
 


 
	Limited	Unlimited
	Odd	Even
	One	Plurality
	Right	Left
	Male	Female
	At rest	In motion
	Straight	Crooked
	Light	Darkness
	Square	Oblong
	Good	Evil

 


 


Limited and Unlimited were the two founding principles of the universe, and came together to form number. The former represented order, and was associated with the odd numbers; the latter signified chaos and plurality, and was associated with even numbers. The even numbers contained the number 2, which represented the initial division of the universe and was the symbol of discord and dissent.
 

It isn’t known why the Pythagoreans chose this particular list of pairs, but there is an interesting correspondence between it and the Chinese concepts of yin and yang.6 According to the Chinese scheme, which is equally ancient, odd numbers are yang, even are yin. Light is yang, darkness yin. Male is yang, female yin. In fact, the sole striking difference between the Pythagorean list and the Chinese equivalent is that the Pythagoreans explicitly associated one column with good and the other with evil. They believed that by associating themselves with yang properties, they could move closer to the gods.
 

As we’ll see, the Pythagorean list permeates traditional economics in much the same way that yin and yang permeate traditional Chinese medicine. However, instead of seeing yin and yang as two aspects of a unified whole, as in Chinese culture, economics is fundamentally dualistic and emphasises always the yang. Gender bias isn’t some kind of accidental feature of economic theory; it’s built right into its DNA.
 





Dressing as Apollo

 

Ancient Greece in general wasn’t a high-point for the feminist movement. The Pythagoreans did admit women into their cult, but they still associated the female archetype with darkness and evil. Thinking about numbers, notes science writer Margaret Wertheim, was “an inherently masculine task. Mathematics was associated with the gods, and with transcendence from the material world; women, by their nature, were supposedly rooted in this latter, baser realm.”7 In Timaeus, Plato described women as originating from morally defective souls. Aristotle saw the male archetype as being active, female as passive, and wrote in Politics that: “the male is by nature superior, and the female inferior … the one rules, and the other is ruled.” Women were capable of rational and deliberative thought, but it is “without authority.”8 Unsurprisingly, they were barred from entering his Lyceum.
 

Scientific thought continued to be dominated by men and by a narrow kind of left-brained masculinity emphasising objectivity and detached analysis.9 Francis Bacon, who is credited with establishing the empirical scientific method in the early 17th century, described the role of science in The Masculine Birth of Time as being to “conquer and subdue Nature” and “storm and occupy her castles and strongholds” - an activity clearly suited for “a blessed race of Heroes and Supermen.”10 When the Royal Society was founded in 1660, Henry Oldenburg defined its aim as being to construct a “Masculine Philosophy” that would root out “the Woman in us.”11
 

Things hadn’t changed much in the late 19th century, when neoclassical economics was in its gestation phase. To the Victorians, science was as male an activity as moustache-waxing and bare-knuckle boxing. Theories abounded that women were less rational or intelligent than men, due to biological factors such as brain size or genetics. Many university departments did not admit women until the early 20th century. Even in 1959, when C.P. Snow gave his famous lecture on The Two Cultures and the Scientific Revolution, he ignored the role of women, adding in a footnote that: “whatever we say, we don’t in reality regard women as suitable for scientific careers.”12
 

While science in general still tilts towards the yang - in the numerical scheme of the Pythagoreans, it tosses more odds than evens - economics is something of an extreme case. For example, as feminist theologian and psychologist Catherine Keller notes, there is a strong correspondence between the theory of the Newtonian atom and the male sense of self: “It is separate, impenetrable, and only extrinsically and accidentally related to the others it bumps into in its void.”13 This view of atoms has long been abandoned in physics, but it lives on in orthodox economics with the concept of rational economic man.
 

As the economist Julie A. Nelson observes, mainstream economics remains characterised by an emphasis on “detachment, mathematical reasoning, formality, and abstraction,” which are culturally seen as masculine, as opposed to “methods associated with connectedness, verbal reasoning, informality, and concrete detail, which are culturally considered feminine - and inferior.”14 (When psychologist James Hillman defined the “archetypal premise in Apollo” as “detachment, dispassion, exclusive masculinity, clarity, formal beauty, farsighted aim and elitism,” he could have been analysing an economist.15) The yang-like culture of economics - rather than anything to do with mathematical skills - may explain why female economists are so poorly represented at the higher echelons of academia; and why it took until 2009 for the Nobel Prize in economics to be awarded to a woman, Elinor Ostrom, who is a political scientist and not an economist.16
 

Actually, strictly speaking, no economist has won the Nobel Prize, or should be called a Nobel laureate. The Sveriges Riksbank Prize in Economic Sciences in Memory of Alfred Nobel, to use its full title, was created in 1969, seven decades after Nobel’s death, by a bank - the Bank of Sweden. Peter Nobel told author Hazel Henderson in 2004 that the bank had “infringed on the trademarked name of Nobel. Two thirds of the Bank’s prizes in economics have gone to US economists of the Chicago School who create mathematical models to speculate in stock markets and options - the very opposite of the purposes of Alfred Nobel to improve the human condition.”17 At least the name is easy to pronounce, which is one reason it has caught on.
 

The story behind the word “laureate” is also interesting. In ancient Greece, the laurel tree was the symbol of Apollo. He is often depicted in artworks with laurels in his hair, and laurels were used as a wreath to honour heroes. Today the word has become associated with the Nobel Prize, and by extension the Bank of Sweden version. So when economists crown their champions as laureates, they are dressing them up as Apollo.
 

The main problem with this male tilt and heroic posturing is that economic theory does more than study the economy - it also helps shape it, by endorsing and legitimising the “typical male behavior” that, although great fun for those involved, has the unfortunate side-effect of destabilising the economy not just of Iceland, but the entire world. To illustrate this, we next present a detailed feminist critique of the 2007 subprime mortgage crisis.
 





Household misrule

 

The word “economics” was originally derived from the Greek words oikos (household) and nomos (law), and means something like household rule. It is ironic, therefore, that economic theory lay behind the household misrule of the subprime mess.
 

On November 22, 1999, the ever-cheerful Texan Republican senator Phil Gramm made a particularly happy announcement. He had obtained Senate approval for a gold medal honouring Milton Friedman “for his enduring contributions to individual freedom and opportunity and for his steadfast support and efforts to champion free markets and capitalism. While many Americans will never know his name, the power of Milton Friedman’s intellect has profoundly changed America and the world.”18
 

That turned out to be no overstatement. Just ten days earlier, Gramm had advanced Friedman’s (male) values in a different way - by pushing through a controversial piece of legislation known as the Gramm-Leach-Bliley Act (all males). One of the few dissenters was Brooksley Born, the female chair of the Commodity Futures Trading Commission.
 

The Act’s main function was to scrap Depression-era regulations that separated investment banks from ordinary commercial banks and that also prevented banks from operating as insurance companies. The reasons for signing this “deregulatory bill,” said Gramm, were that “government is not the answer … We have learned that we promote economic growth and we promote stability by having competition and freedom.”19 Bill Clinton’s treasury secretary at the time, the protean and ever-present Larry Summers, chimed in: “With this bill, the American financial system takes a major step forward towards the twenty-first century.”
 

Gramm’s next act, the following year, was the Commodity Futures Modernisation Act, which exempted futures and derivatives from any kind of regulation. “Taken together with the Gramm-Leach-Bliley Act,” said Gramm, “the work of this Congress will be seen as a watershed, where we turned away from the outmoded, Depression-era approach to financial regulation and adopted a framework that will position our financial services industries to be world leaders into the new century.”20 In fact the two bills just continued a trend towards greater deregulation that had existed since the post-war years. A clause on energy futures had helpfully been drafted by lawyers from the energy company Enron. Gramm’s wife was on the board, and the company also donated $97,000 to his campaign expenses.
 

America therefore went into the new century stripped of all its Depression-era baggage, and ready to do some cutting-edge, innovative financial engineering. Running ahead of the pack was Enron, which enjoyed itself making vast amounts of money off the deregulated energy futures markets for about another year, before straying a little too close to the wires and incinerating itself.
 

Undeterred by the sight of the smoking wreckage and billions of dollars in collateral damage, financial engineers pressed ahead with other new products, including the collateralised debt obligation (CDO), and the credit default swap (CDS). Together, these would change the way that Americans think about home-ownership.
 





Financial alchemy

 

In the old days, before the mortgage industry was modernised, and CDOs and CDSs were just a glimmer in a young geek’s eye, the whole process of buying a house was incredibly painful. First of all, you had to come up with a sizeable deposit, around 20 per cent. Then you would have to physically go into your bank branch, and ask one of the human beings there for a loan. And to show you could pay the loan back, and ensure a successful response, you would need to provide evidence of some source of income. Like a job.
 

Obviously this was highly inefficient and went against the whole idea of economic freedom. It was equally bad for the bank. They would have to check your credentials, perhaps treat you like a person instead of a number etc., and at the end, assuming it went through, they were stuck with a long-term, inflexible loan on their books. To them, your home wasn’t a symbol of security and stability and family evenings spent sitting around the fire - it was a festering risk and a liability, and furthermore the maximum interest rates chargeable were capped by regulations.
 

So to help with these problems, financial institutions went to work on the CDO, which had been around since the 1980s. A mortgage, like a bond, is a loan that is paid off through regular instalments, so it can be viewed as a financial instrument that gives a regular return in exchange for a certain risk of default. Banks can therefore trade mortgages the same way they trade other financial instruments. However, individual loans are relatively small and have a fixed payment schedule, and are therefore hard to trade, so the idea of the CDO was to bundle them all together into a large group; divide the group into tranches of varying quality; and then sell the tranches as separate instruments.
 

One advantage of this approach was that it got away from the whole messy problem of dealing with the details of people’s lives. If a bank took ownership of an individual mortgage, they would feel compelled to find out something about the homeowner and their ability to repay the loan. But with a CDO, they were dealing with the average homeowner. Some of the individual loans would default, but the average loan would be fine. This meant they could relax their lending standards, at least for the right price. As one former loan officer testified: “If someone appeared uneducated, inarticulate, was a minority or was particularly old or young, I would try to include all the [additional costs] CitiFinancial offered.”21
 

Furthermore, because the loans were divided into tranches, it was possible to achieve a kind of financial alchemy and turn even the most subprime of mortgages into a high-quality security. Suppose that a CDO bundles together a thousand mortgages. Even if, taken individually, the loans look a bit dodgy, the bank may estimate that, in all, under 10 per cent will default. No one knows at the start which will default and which won’t, but that doesn’t matter, because tranches are defined by pecking order. The upper-tranche investors get the first call on any income, and because the top 90 per cent of loans can be considered safe, their risk is low. Lower tranches are the first to suffer when loans go into default, but also pay a higher rate of interest as compensation, which appeals to investors such as hedge funds who are in search of yield. The same idea could be applied to any kind of loan, such as commercial property, or emerging market debt.
 

The CDOs therefore provided a way to take a bunch of individual loans and abstract from them new investment products with a tailored degree of risk. The process could be repeated: groups of CDOs were combined, sliced into tranches, and turned into CDO2s. Or even CDO3s. The upper tranches of lower-quality CDOs could thus be turned into financial gold. The mortgage industry became increasingly specialised, so a broker would sell mortgages, a mortgage bank would compile them together, an investment bank would transform them into an investment product, and another firm would be responsible for managing payment collection. This led to some cost efficiencies, but also had the effect of severing the connection - the bond - between mortgage supplier and homeowner, so their interests were no longer aligned.22
 





Give us some credit

 

While CDOs made it easy to transform even the most dubious of mortgages into an easily-traded and valuable product, there were still a number of problems. The first was that banks were limited in the number of mortgages they could bundle together in this way, because of tedious banking regulations that capped the amount they could lend out. This was where Gramm’s “deregulatory bill” came in. One of its effects was to permanently deregulate a then-obscure financial product known as a credit default swap (CDS).
 

The credit default swap was invented in the 1990s by a team at JPMorgan, and is basically a form of insurance. A bank or other institution that owns a product such as a CDO can buy a CDS as insurance from a third party. This procedure removes the CDO risk from their balance sheets, because it is insured. They are then free to go out and create more loans.
 

The credit default swap is therefore similar to the insurance policy you might take out on your own home. If the house burns down, you get paid. However, there are a few key differences. One is that insurance companies are again limited by regulations that control how many policies they can write - they have to back up their liabilities with cash. This doesn’t apply in the same way to credit default swaps, because they are not properly regulated. Also, you can take out insurance against your own home, but not against someone else’s home. Reasons are that (a) it’s weird, and (b) it might create a perverse incentive to burn the whole block down. With credit default swaps, on the other hand, multiple players can take out the same bets. This meant that the market was potentially unlimited.
 

While credit default swaps offered a way around balance-sheet regulations on CDOs, there still remained the problem of how to actually calculate what each of the tranches of the CDO was worth, so that it could get a credit rating and be sold at an appropriate price. To do that, the banks needed to come up with a number for the risk, i.e. the probability that many properties could go into default at the same time. And of course they needed to do it in a way that looked sufficiently technical and impressive, but was still workable.
 

Enter the mathematicians.
 





Heart-breaker

 

During the 1990s, I worked for a multi-billion-dollar particle accelerator project, known as the Superconducting Super Collider, near Dallas, Texas. In 1995, the project was inconsiderately cancelled by the US government, so I and about 2,000 other people had to look for new employment. Some of the more active recruiters picking over the bones of the project were Wall Street firms looking for analysts. At the time, most of us thought that sounded well-paid but dull, and we couldn’t quite see the connection with building particle accelerators (unless it had something to do with wasting billions of dollars).
 

Plenty of young physicists, engineers, and applied mathematicians did hear the siren call of cash, though, and went on to establish careers as quantitative analysts, or “quants,” and earn serious amounts of money. Their numbers roughly quadrupled between 1980 and 2005.23 But did they ever win true happiness? As one poor quant told the New York Times: “They sold their souls to the devil. I haven’t met many quants who said they were in finance because they were in love with finance.”24 The former trader Satyajit Das describes quants as “prisoners of Wall Street,” embroiled in a “Faustian bargain.” Most of the work involved routine tasks like computer programming, developing databases, and designing trading platforms, but a relatively small number of firms such as D.E. Shaw, Renaissance Technologies, and Citadel also put novel quantitative techniques at the heart of their trading strategies.
 

One fresh recruit to the cause was a young mathematician called David X. Li. In 2000, Li published a paper that included a novel formula for valuing CDOs.25 His method was based on actuarial science - specifically, something called the broken heart syndrome. Actuaries had long known that when couples have lived together a long time, if one dies, the other has a high chance of also dying within a short time. A study showed that a partner’s death increased a woman’s chance of dying in the following year by a factor of two, and a man’s chance of dying by a factor of six. In mathematical terms, their deaths are correlated. This had implications for the pricing of annuities.26
 

Li realised that company bonds and household mortgages also behave a bit like married couples, because if one dies, it increases the chances of others dying. If a large retailer goes bankrupt, for example, then many of its suppliers are also affected. If one house on the block goes into foreclosure, that slightly increases the chance that the rest of the neighbourhood will go into decline as well. Of course, the situation in the economy is more complex because the connections and correlations are far more complicated, but in principle the same kind of mathematics could be used. “Default is like the death of a company,” Li later told the Wall Street Journal, “so we should model this the same way we model human life.”27
 

Li’s technique, called the Gaussian copula, provided a simple and elegant way of calculating the correlations between separate bonds or mortgages, based on historical data. There isn’t much data on defaults available because it is a rare event. However, according to mainstream economic theory, the price of an instrument like a CDS is supposed to reflect the chance of a loan defaulting. By analysing how the market priced different securities, Li’s formula could tease out the correlations between them.
 

As with most risk models, the Gaussian copula technique incorporated all the usual economic assumptions. One, as indicated by the name, is that it relied on the Gaussian or normal distribution, which as seen in Chapter 4 works well for games of dice, less well for financial markets. Another is that it assumed that market prices correctly reflect correlations. This is related to the efficient market idea that prices are right, and account for all relevant information. The formula also assumed that markets are stable, so that correlations do not change with time, and that the past is a good guide to the future. In particular, the model was calibrated on US housing data for a period that had never seen a nationwide housing decline. Defaults were rare and random occurrences with a low degree of correlation, and it was never foreseen that the entire market could suffer not just a few random heart attacks, but a massive collective coronary.
 

Perhaps the biggest flaw in the model, though, was that it didn’t account for an extraordinarily powerful force.
 

Itself.
 





The house race

 

The whole point of objective, dualistic, “masculine” science is that you are supposed to assume a detached stance and distance yourself from the system under study. As Evelyn Fox Keller observes, this presupposes “an objective reality, split off from and having an existence totally independent of us as observers.”28 With the economy, though, that’s not easy, because you’re involved. Li’s formula didn’t just model the credit markets, it transformed them - and in doing so, guaranteed its own failure.
 

In August 2004, the world’s two main rating agencies, Moody’s and Standard & Poor’s, both adopted Li’s formula as a metric for valuing CDOs (previously they had insisted on antiquated concepts like loan diversity). This effectively gave the instruments a gold stamp of approval, and removed any lingering uncertainty about their worth. The market for CDOs and CDSs promptly exploded. By the end of 2007, the value of the credit default swap market, in terms of amount insured, had reached roughly $60 trillion - about the same as world GDP. Credit default swaps evolved from a form of insurance into a tool for hedge funds to make sophisticated bets on just about anything - for example, the probability that another hedge fund or investment bank would go bust (say Bear Stearns or Lehman Brothers). Banks from all over the world joined in the game.
 

The net effect of all this insurance activity was to move risk off the banks’ balance sheets, thus allowing them to lend even more money. This meant that credit became cheap, further fuelling the housing boom. Mortgage brokers enticed customers with cheap teaser rates that would later reset to a higher level. Because risk computations were based on historical data, the longer house prices kept rising in tandem, the lower seemed the risk. A positive feedback loop was therefore set up, in which rising prices lowered the calculated risk, which increased the supply of credit, which made loans more affordable, which drove further price increases. In reality, of course, the risk was climbing all the time, but the model couldn’t see that because it didn’t include the concept of a price bubble. The situation was supported by interest rates that had been set low after 9/11 and remained there, in part because China - slogan: bank of America - was lending money cheaply to the US government.
 

At the base of this vast international balloon of credit was the US housing market. As long as prices kept rising, everyone was making huge profits, at least on paper. In late 2006, when house prices dipped, the teaser rates started to expire, and the market began to turn, it was generally assumed that the global financial system would easily absorb any losses. As the IMF observed: “The dispersion of credit risk by banks to a broader and more diverse group of investors, rather than warehousing such risks on their balance sheets, has helped to make the banking and overall financial system more resilient.”29 Instead, the whole highly-connected structure came crashing down like a house of credit cards. The last one not holding the CDS was the loser. That would be companies like AIG. Or ultimately the taxpayers who bailed them out. Along with vulnerable economies around the world that were not directly involved but suffered as credit dried up. It wasn’t just Iceland that turned out to be living next to a financial volcano.
 

So whose fault was this debacle? To blame US homeowners, or even predatory mortgage brokers, for the credit crunch is like blaming a horse for losing a race on which you’ve placed a huge wager: technically, it is their fault, but no one forced you to place the bet. Housing bubbles happen, but they don’t usually take the whole world down with them when they pop.
 

Li’s model also wasn’t wholly to blame for the crisis. It just made the same mistakes as other conventional risk models, by assuming stability and market efficiency and ignoring nonlinear reflexive effects. And again, no one forced traders to use it. As Li said: “The most dangerous part is when people believe everything coming out of it.”30 The fact that the model was used in the way it was says as much about the traders, clients, and quants who used it, as it does about the formula itself.
 

In fact, many traders probably didn’t believe it but used it anyway, either to impress gullible clients with its apparent sophistication or to offload risk. Part of the appeal of methods like VaR or the Gaussian copula is that they ignore extreme events and consistently underestimate risk, thus enabling traders to justify highly aggressive and speculative bets. Clients, on their part, want numerical risk estimates to assuage their fear of the dark, and are reassured by scientific-looking formulae. Quants are happy to oblige because such formulae generate jobs. The model was therefore bound to be popular - but as discussed also in Chapter 4, whenever such a model becomes too widely adopted, it ends up influencing the market and therefore invalidating itself.31
 

The credit rating agencies, with the collusion of government regulators, clearly played a role in their failure to explore the limitations of the risk models. As Alan Greenspan testified to Congress in October 2008, the sector had for decades been dominated by a risk management paradigm created by Nobel Prize-winning economists. “The whole intellectual edifice, however, collapsed in the summer of last year.”32 He added: “those of us who have looked to the self-interest of lending institutions to protect shareholders’ equity (myself especially) are in a state of shocked disbelief.”
 

Gramm’s Friedman-inspired deregulation of the markets also contributed. Bill Clinton admits that: “I very much wish now that I had demanded that we put derivatives under the jurisdiction of the Securities and Exchange Commission and that transparency rules had been observed … That I think is a legitimate criticism of what we didn’t do.”33 Banks loved this deregulation because it allowed them to effectively lend out more money and make greater profits. If CDSs could only be used to insure debt that was actually held, as with usual types of insurance, then the market would never have grown so large.
 

The complexity and opaqueness of the products also meant that financial institutions could charge more for their consultancy services. People who work in finance often make a point of saying that they deal with reality, because everything boils down to money in the end, but the truth is that financial products have become increasingly divorced from the real world. Someone selling derivatives contracts on equities or CDOs has no idea of the underlying businesses or properties, so can’t pick up on danger signals, such as people on $18,000 a year moving into mansions. An economist or quantitative analyst could calculate the theoretical risk of a CDO2 prospectus using a single formula; but to truly understand the underlying securities they would have had to read, according to one estimate, over a billion pages of documentation.34 This complexity added another source of risk and uncertainty.
 

As with the Icelandic crisis that it helped to create, though, the problem may run even deeper. After all, you don’t need to be a hardcore feminist to see that the subprime crisis exhibits some of the worst features of the yang economy:• Taking dreams of home-ownership, converting into abstract financial instruments, dismembering into tranches, and selling off to highest bidder - check

• Reducing complex interdependencies to a single number - check

• Valuing mathematical formulae over common sense - check

• Figuring out ways to take maximum possible risks - check

• Turning economy into giant casino ruled over by rapacious hedge funds - check

• Breaking said economy - check


 

In other words - and we have to admit this - the credit crunch really was a guy thing.
 





The power of yang

 

Obviously many other factors were involved, and it would be terribly reductionist to blame the credit crunch solely on people with a tendency to grow facial hair. But to start with a basic observation, if there is one aspect of the crisis that everyone can agree with, it is that just about everybody involved at a senior level was a male.
 

Consider, for example, Goldman Sachs - one of the few Wall Street firms to have done well out of the crisis. They made money in three ways: by packaging up subprime mortgages as CDOs; by insuring them (or betting they would blow up) with credit default swaps; and then by absorbing $13 billion of federal funds when the insurer AIG collapsed. In fact, with the demise of competitors like Bear Stearns, Merrill Lynch, and Lehman Brothers, their position has never been stronger. Being far too big to fail, they also now enjoy an implicit government guarantee that they will never go bankrupt. In 2009, after showing “restraint” in response to political pressure, they paid their 31,700 employees around $16 billion in compensation and bonuses. That works out to about half a million each, though of course it’s not shared equally.
 

Goldman Sachs was one of the first Wall Street firms to get into quantitative finance, when in 1984 they hired Fischer Black - co-inventor of the Black-Scholes formula for valuing options - to explore mathematical methods for measuring risk. Even greater than their strength in mathematical models, however, is their extensive network of influential contacts. One of the more famous is former CEO Hank Paulson - treasury secretary under George W. Bush and the man responsible for administering the government bail-out funds. Perhaps the most yang-laden moment of the entire crisis was when exlinebacker Paulson (nickname at Dartmouth, “the hammer”) appeared on TV to present to the American public a “non-reviewable” three-page demand for a $700 million blank cheque to bail out Wall Street firms, as if he were addressing an opponent that had just been defeated in battle. Towards the end of his term, according to Bloomberg, Paulson brought on board “a coterie of non-confirmed advisers from Goldman Sachs” on the basis that it was “necessary to quickly bring in top talent when the financial system was on the verge of collapse.”35 Current Goldman alumni include William Dudley, president of the New York Federal Reserve; Robert Hormats, economic advisor to the secretary of state; Mark Patterson, chief of staff to the treasury secretary; and Gary Gensler, chairman of the Commodity Futures Trading Commission. It’s no surprise that one of the firm’s nicknames is Government Sachs.
 

The firm’s secrecy rivals that of the Pythagoreans. Its head office in lower Manhattan doesn’t even have a name plate. When the play-wright David Hare was researching his 2009 play The Power of Yes, he interviewed a number of bankers. As he told the Financial Times: “I would get all these people saying things like, ‘I cannot talk about Goldman Sachs on the record.’ And I would think to myself: ‘What are you scared of? What would Goldman Sachs do?’ I mean, I have talked with Palestinians who were living in a situation that was a matter of life and death. But Goldman Sachs?”36
 

While Goldman Sachs has many influential alumni, it’s striking how few of them are women. The December 2008 issue of Bloomberg Markets magazine featured a fold-out page of 42 influential ex-partners, and eight honourable mentions. Out of all 50, only one of the ex-partners was female.37
 

This is not an unusual proportion - if anything Goldman appears to be relatively progressive in its efforts to include women. The stereotype of “testosterone-filled, wild-eyed traders” is accurate.38 To say that a macho culture predominates would not be an overstatement. David Hare’s play has two women in a cast of twenty, but “that is probably about right. It’s shocking how few women there are in finance.” In his book How I Caused the Credit Crunch, Tetsuya Ishikawa describes it as “the era of equality” when female colleagues occasionally go along to the lap-dancing clubs.39 One book by a well-known trader shows a picture of the author with sunglasses, tuxedo, a gun, and a beautiful woman (also armed), looking like a poster for a James Bond film, with a caption explaining that: “In option trading you need to know your weapon inside out!”40
 

As ex-Goldmanite Jacki Zehner wrote: “Might this be one of many factors contributing to what is wrong with Wall Street leadership today? Arguably at this moment of financial and economic crisis, after approximately $10 trillion of global wealth has vanished, women remain virtually absent at the decision-making tables that count … In my 20 years of professional life I have seen very little to no progress for women in the financial services industry or in corporate America as a whole.”41 According to Linda Tarr-Whelan, author of Women Lead the Way, women need to attain a critical mass of 30 per cent in order to have serious influence.42
 

It might help if pay were more balanced as well. An inquiry by the Equality and Human Rights Commission in the UK discovered a “shocking disparity” in the financial sector, with men earning bonuses five times larger than those of women.43 (Of course, such pay disparity is not just a property of the financial sector: the British Medical Foundation, for example, recently reported that male doctors earn £15,000 a year more than women, after correcting for factors other than gender.44)
 

There is plenty of empirical evidence to suggest that groups of males tend to engage in high-risk behaviour of the sort that characterised the subprime crisis. One paper entitled “Testosterone and financial risk preferences” showed that testosterone levels are a predictor for risk-taking.45 Trader testosterone levels soar during booms and fall during crashes, which helps amplify price swings. A study by Chicago-based Hedge Fund Research found that, while women manage only about 3 per cent of total funds, these fell half as much during the crisis as those managed by men, and also out-performed them over the past decade.46 To balance your portfolio, you might want to consider having it managed by a company with women on its team. As Lu Hong and Scott E. Page wrote in The Journal of Economic Theory: “There seems to be a strong consensus that diverse groups perform better at problem solving.”47
 

Note that these papers are not making generalisations about all men and all women, or even the average man and the average woman, who don’t exist. Nor, I hope, are they saying that women are in some sense better than men. They are only making empirical observations about patterns in behaviour, which have complex causes and vary with time and context. Differences that are minor at the individual level can be amplified by group dynamics. One advantage of talking about abstract concepts like yin and yang is that we can recognise yin as being associated with female and yang as being associated with male, without confusing them with an individual person’s gender. Margaret Thatcher and Ronald Reagan differed in X-chromosome status, but their Friedman-advised economic policies were both fairly yang (General Pinochet’s Friedman-advised policies in Chile were even more yang).48 The yang quality of the financial industry is associated with the fact that it is largely made up of men.
 

This may explain why, according to an international survey of 12,000 women performed by Boston Consulting Group, the financial sector is ranked worst at connecting with women customers. This is a missed opportunity, because women are playing an increasingly important role in the world economy. The trend is strongest in emerging economies such as China.49
 

If finance were to become less male-dominated, it might even have effects outside the industry. As Halla Tómasdóttir from Iceland’s Augur Capital observes: “If the institutions are under the control of a single group - and now it is men - and they all think the same way, we are not going to make positive changes. For the first time in 100 years we have the chance to create a company, a society, a country, and hopefully a world that is more sustainable, more fair for men as well as women. If we are not going to do that now, then when will we?”50
 

Some hedge funds and investment banks may prefer to employ males exactly because they are more willing to take risks.51 That’s fine - armies do the same. But the rest of society has the right to ring-fence these activities so they can’t bring down the rest of the economy. One step, as discussed in Chapter 2, is to revisit some of that Depression-era legislation that separated investment activities from ordinary commercial banking functions.52 Another measure, which has often been discussed but has never caught on - banks describe it as unworkable, unsurprisingly - is a small global tax on financial transactions.53 The aim would be to reduce speculative activity and shrink the bloated and self-important financial sector to a point where it services the real economy, instead of dominating it.
 





Myths and consequences

 

While the old-boy network, institutional sexism, and the under-representation of women in economics and finance are problems, however, they are not in themselves the main obstacle to a rebalancing of the economic system. Instead it is mainstream economic theory - the stuff they teach in universities. It is an entire view of the world, and pattern of thought, that reduces complexity to simple laws, and human motivations to cold calculations. It goes back to Julie Nelson’s observation that economics values the “masculine” methods of “detachment, mathematical reasoning, formality, and abstraction” over the “feminine” methods associated with “connectedness, verbal reasoning, informality, and concrete detail.” Economics strives to be an impartial, detached, hard science like physics, but (in part for that reason) it condones and even glorifies a particular type of yang behaviour; and is blind to effects such as nonlinearity, fluidity, complex interdependence, and asymmetries in power. The subprime crisis, which was based on highly complex instruments such as CDOs that could be assessed only by relying on abstract mathematical tools, was a perfect example of this. As we will see in later chapters, the same emphasis on abstract theory over empirical reality is a major driver of everything from social inequality to the environmental crisis.
 

At Milton Friedman’s 90th birthday bash, his former student Donald Rumsfeld said that “Milton is the embodiment of the truth that ‘ideas have consequences.’”54 The subprime crisis, in turn, is graphic proof that economic myths have consequences. These myths include: • The myth that the economy is governed by mathematical laws, so risk can be controlled using equations

• The myth that individuals or households act independently, and are immune to herd behaviour

• The myth that markets are stable, so the future will resemble the past

• The myth that investors or households or firms like Lehman Brothers act rationally, and don’t make poor economic decisions that go against their best interests

• The myth that economics is an objective, impartial mathematical science, rather than a cultural phenomenon that itself influences the economy


 

Finally, there is the myth - discussed further in the next chapter - that free markets are also fair. In many ways the subprime story was less about risk than about power. Friedman’s utopia of a society of maximum individual freedom sounds attractive, until you see how it plays out in the real world. Giving companies like Goldman Sachs the maximum freedom to package subprime mortgages at teaser rates for financially illiterate people, construct multi-trillion-dollar balloons of credit out of thin air, and then extract money off the government when the scheme goes sour, probably isn’t what he had in mind.
 

The crisis, whose consequences are still playing out, is unlikely to be the last demonstration of the power that these ideas still hold. Mainstream economists in academia and government remain blinded by their Pythagorean vision of a perfect economy, and therefore fail to learn from their mistakes. By continuing to propagate these myths, our universities and business schools sow the seeds for future financial catastrophes. Just as faulty risk models make the economy more risky, so a worldview that sees and treats the economy as inherently stable and self-regulating will - by loosening regulations - eventually turn it into the opposite. The point is not just that the economy is reflexive, and therefore hard to predict; but that our ideas and myths have shaped the economy in a particular way, and led to the designing in of instability. This is perhaps the clearest example of how economic theories influence the world, and therefore lose any pretence at objectivity. (As discussed later, this process also works in the other direction: the real economy affects theory by selecting ideas that suit its power structure.)
 

Indeed, it is ironic that, while economics has aligned itself as stereotypically masculine, the actual economy has become increasingly connected, changeable, and unpredictable - all traits that are culturally considered stereotypically female.55 Economists are the jilted lovers of the science world - the more rigidly they approach their subject, the more it mocks them with spurious and headstrong behaviour.
 

Mathematical models are useful tools for simulating and understanding the economy, but they will never be able to accurately predict its course, or fully capture risk. To quote author and derivatives trader Pablo Triana: “Reality is much more ferociously untamable. The randomness is not just wild; it’s savagely uncageable, abominably undomesticated. No equations can subjugate it, control it, or decipher it. Where anything can happen, there are no mathematically imposed bounds.”56 Or as science historian Evelyn Fox Keller puts it: “Nature … is not completely bound by Logos: it remains caught in an essential duality. If in some respects it is subject to the light of reason and order, it is also enmired in the dark forces of unreason and disorder. The forces of unreason, in Greek mythology and drama most often embodied in the earth goddesses or the Furies, are never fully vanquished, even when they are subdued.”57 In its way, the subprime crisis was another manifestation of this eternal archetypal battle between chaos and order; and one in which chaos won.
 

In the 19th century, a band of outsiders sought inspiration from science and engineering to create a new theory of economics. It is time to do so again.
 





The Great Yinification

 

Scientists have long dreamed of a Grand Unified Theory that will explain all the known physical forces and the evolution of the universe. Some have even hoped for a theory that would unite physics, chemistry, biology, psychology, sociology - all the physical and social sciences - in a single model. The ultimate aim of the Enlightenment, according to philosophers Max Horkheimer and Theodor W. Adorno, was to make “dissimilar things comparable by reducing them to abstract quantities. For the Enlightenment, anything which cannot be resolved into numbers, and ultimately one, is illusion; modern positivism consigns it to poetry. Unity remains the watchword from Parmenides to Russell. All gods and qualities must be destroyed.”58 As Vilfredo Pareto wrote: “It is only the imperfections of the human mind which multiply the divisions of the sciences, separating astronomy from physics or chemistry, the natural sciences from the social sciences. In essence, science is one. It is none other than the truth.”59
 

What seems to have happened instead, though, is a little different. Call it the Great Yinification. Since the 1960s, as we have seen, many of the most exciting developments in applied mathematics have been in areas such as nonlinear dynamics, network theory, and complexity. They are about systems that are connected, in flux, and resistant to reductionist logic. Rather than providing a single unified theory, these methods see models as imperfect patches; instead of elegant proofs, or reductive formulae, they offer only fuzzy glimpses of the complex reality. Science, I believe, is becoming more open, and less dogmatic. A degree of humility is even sometimes present. When sceptics say that science can offer little to economics-a view that has become popular since the crisis, as a counter-reaction to the antiquated pseudo-science of mainstream economics - they seem as unaware as neoclassical economists that science is moving on.60
 

As economists revise their field to reflect these developments, for example through the use of agent-based models discussed in previous chapters, or by a shift from overly abstract and theoretical treatments towards empirical knowledge, the field may lose its aura of homogeneity and stereotypical maleness and attract a broader range of talent. “Because models by their nature represent only a partial viewpoint, partiality or bias cannot be eliminated from theories,” wrote economist Paula England. “A greater openness … is likely to lead to a multiplicity of perspectives that more adequately captures the complexity and diversity of economic activities.”61
 

While feminist thought has reshaped areas of study such as literary criticism and law, I still find it surprising how economics seems to have largely bypassed criticism - what could be less politically correct than rational economic man? Feminist economics is a growing field and has been influential in academic areas, discussed in later chapters, such as the study of unpaid work, alternatives to GDP, the role of women in economic development, and ecological economics. However, it has so far had little impact on the standard textbooks. As the professor of gender and economic development Lourdes Benería notes: “Economics is a very hegemonic discipline, even though there are so many heterodox economists that protest this arrogance and this unwillingness to discuss criticisms. Compared to other social sciences that have integrated gender much more easily, conventional economics has been one of the most impenetrable disciplines. It has been difficult, if not impossible, for orthodox economics to incorporate feminist issues.”62 Part of the problem, according to Benería, is that “to deal with gender relations you have to incorporate power into the analysis. Neoclassical economics does not deal with power relations; it tends to focus on purely economic issues.”
 

If finance is the ultimate, almost caricaturised example of the yang economy, then the yin equivalent is the “three Cs” - cooking, cleaning, and caring - which are still dominated by women, especially in developing countries. These activities aren’t just underpaid, they are often not paid at all. According to Statistics Canada, such unpaid work is estimated to contribute around $11 trillion to global GDP, yet it doesn’t even register as part of the economy.63
 

While the yin economy lacks financial power - it’s less of a bonus culture than a tip culture - and isn’t often in the news, that doesn’t mean it is without strength and influence of a different kind. In place of capital, it generates social capital, which sociologists define as the collective value embedded in social networks.64 One nice property is that it is less neurotic and fit-prone, and more resistant to crashes, than its yang counterpart. People don’t give up on caring for each other as easily as they give up on the stockmarket; when there’s a real earthquake, nurses don’t run out of the hospitals crying “It’s a massive earthquake,” à la Lehman Brothers.
 

The most exciting and productive financial innovations to have emerged in recent years are not collateralised debt obligations or credit default swaps, but the range of schemes that provide credit and finance to the world’s poor. The pioneer in this area was Muhammad Yunus, whose Bangladesh-based Grameen bank now directs billions of dollars in small loans to entrepreneurs. Most loans are targeted at women because they are more likely to spend it on their families (and pay it back). The bank sets up “solidarity groups” whose members act as co-guarantors. In Kenya, M-Pesa provides a basic banking service, and access to micro-finance loans, by using mobile phone credits as a currency. Peer-to-peer lending, also known as social lending, does the opposite of CDOs - instead of bundling loans together into an anonymous package, it uses the internet to match individual lenders with individual borrowers. Examples are Zopa in the UK and Kiva Microfunds in the US, which places its loans through micro-finance institutions. All these schemes leverage social networks and new technology to provide genuinely useful services to people in need.
 

To build a more balanced and just economy, we first need to rebalance our priorities, and our mental theories and mythologies. As the physician/gambler Cardano wrote: “A man is nothing but his mind; if that be out of order, all’s amiss, and if that be well, the rest is at ease.”65 In the next chapter, we consider how this might apply to the greatest balancing act of all - that of social inequality.
 
  



CHAPTER 7
 

THE UNFAIR ECONOMY
 

It’s not that many young people do not have aspirations. It is that they are blocked … Such elitism is unjust socially. And it can no longer work economically.


Alan Milburn MP (2009)
 

 


History is a graveyard of aristocracies.


Vilfredo Pareto (1916)
 

 

 

 

Economists are taught that a well-run market economy is fundamentally fair, so our chance of success depends only on merit. The whole point of a competitive market, after all, is that everyone has an equal shot. This belief in an underlying equality influences everything from taxation policy to the pay packages of CEOs. Yet in recent decades, the income distribution has become increasingly skewed, with most of the benefits of increased productivity accruing to the top few per cent of the population. When US taxpayers found out about the executive pay packages at government-supported insurer AIG, it nearly led to a populist uprising. The income disparities on a global scale are even more staggering. The reason, as this chapter shows, is that markets are not fair and balanced, and the rich really do get richer. To counter this trend we need a new approach to financial compensation.
 

 

The physicist Richard Feynman once said that the greatest of scientific facts was that all things are made of atoms. If there is a close second, many scientists would choose the idea that the universe is based on symmetry. Just as matter reduces to atoms, so physical laws can be reduced to assertions of symmetry. And the discovery of deep symmetries has motivated scientists since the time of the Pythagoreans.
 

The ancient Greeks believed that the celestial bodies moved around the earth in perfect circles, because those were the most symmetrical shapes - as Ptolemy put it, they alone were “strangers to disparities and disorders.” Newton’s laws of motion showed that every force creates an equal and opposite force; Maxwell’s equations revealed a symmetry between electricity and magnetism.
 

The deepest theorems of physics are conservation theorems stating that some quantity remains stable and unchanged. These too are based on symmetry. Conservation of energy - which says that energy can be neither created nor destroyed in a process, but can only change its form - can be shown to reduce to a statement that the laws of physics are symmetrical in time: if an experiment is done at noon, and then repeated under identical conditions after lunch, the result will be the same. Conservation of momentum is equivalent to saying that the laws of physics do not depend on position: if the experimental apparatus is shifted a few feet to the side, the result will again be unchanged.
 

Symmetry and reductionism are two sides of the same coin, for only by exploiting deep symmetries can scientists reduce complex phenomena to simple equations. The search for new forms of symmetry still plays a guiding role in physics, as can be seen, for example, by the development of the theory known as super-symmetry, which hypothesises that every particle type has a kind of unseen mirror image. Many physicists even believe that, when the universe was born, at the moment of the Big Bang, all forces and all forms of matter were one, in a state of perfect symmetry. As the universe expanded and cooled, these symmetries gradually broke down in a process called symmetry breaking - the force of gravity separated from the force of electromagnetism, electrons separated from protons, and so on. The messy, asymmetric world we live in gradually took shape.
 

If physicists seem fascinated by symmetry, then those physics groupies known as mainstream economists can’t be far behind. In fact, they take the study of symmetry to a more advanced level. Their theories don’t assume that the economy was once in a state of symmetry - they assume that it still is. This belief is the source of perhaps the greatest economic myth of all - the idea that the economy is inherently fair and balanced.
 





Mirror image

 

When economics began to be mathematicised in the late 19th century, economists were forced by the limitations of their mathematical and computational tools to simulate “perfect markets” that included a high degree of symmetry. For example, the assumption of rational behaviour is a kind of symmetry, because it says that everyone, given the same preferences, would act in exactly the same way. When perfectly rational people (if they exist) look at one another, it’s like looking in the mirror.
 

The markets were also assumed to be in equilibrium, which is symmetry in time: the past looks exactly like the future. And these perfect markets were fair and transparent, so individuals and firms were positioned symmetrically in terms of advantages: they all competed on an equal basis and had access to all necessary information, and no individual firm or person was powerful enough to affect prices on their own. The “law of supply and demand,” for example, assumed a large number of essentially identical firms all competing as equals in the same market. Statistical methods, based on statistical mechanics, could therefore be applied.
 

While these symmetry assumptions may originally have been essential for computational reasons, they have proved surprisingly resilient over the years. William Stanley Jevons defined the market as: “persons dealing in two or more commodities, whose stocks of those commodities and intentions of exchanging are known to all … Every individual must be considered as exchanging from a pure regard to his own requirements or private interests, and there must be perfectly free competition.”1 In the 1960s, Eugene Fama defined his efficient market as “a market where there are large numbers of rational profit maximizers actively competing, with each trying to predict future market values of individual securities, and where important current information is almost freely available to all participants.”2 About the only change, then, was the insertion of the word “almost.”
 

Economic models in general have continued to shy away from distinguishing economic agents based on power, influence, access to information, connections, gender, race, class, or any other characteristic. Milton Friedman even argued that properly functioning free markets would automatically render such differences irrelevant: “There is an economic incentive in a free market to separate economic efficiency from other characteristics of an individual. A businessman or an entrepreneur who expresses preferences in his business activities that are not related to productive efficiency is at a disadvantage compared to other individuals who do not. Such an individual is in effect imposing higher costs upon himself than are other individuals who do not have such preferences. Hence, in a free market they will tend to drive him out.”3 According to theory, sexism, racism or any other form of discrimination is inefficient, so in a pure (i.e. symmetrical) market it wouldn’t exist. Economic transactions are more or less the same, regardless of who is involved or when they take place.
 

Of course, no economist would claim that the real economy is perfectly fair or stable, or that each participant has access to exactly the same information. In 2001, the Sveriges Riksbank Prize in Economic Sciences was awarded to George Akerlof, Michael Spence, and Joseph Stiglitz “for their analyses of markets with asymmetric information” - in which, for example, sellers of used cars know more about the state of the items being sold than the buyers. One reason why mainstream economics has endured so long is that economists are willing to address what they consider to be isolated flaws in their models, and acknowledge phenomena such as “bounded rationality” or “asymmetric information,” while leaving their core theories, teachings, and myths essentially unchanged. The truth is that assumptions of symmetry are implicit in theories such as the efficient market hypothesis, and the fascination with simplified, abstract, reductionist models explains what economists M. Neil Browne and J. Kevin Quinn describe as the “almost complete absence of power from the toolkit employed by mainstream economists.” In a survey they performed of sixteen currently used introductory textbooks - major doorstoppers all - they found zero pages that dealt with topics directly related to power (and a total of only 25 pages dealing with issues related to women).4 The trend towards increased deregulation is also based on the picture of free and fair competition between equals.
 

As seen with the subprime crisis, though, these assumptions soon begin to look ridiculous when you compare them with the real world. Markets aren’t just slightly asymmetric, they’re totally out of whack. Is it really OK to assume that Goldman Sachs and subprime mortgage holders are competing on a level playing field and have access to the same information? Is Wal-Mart versus the local cornerstore really a fair fight? And does it really make no difference where you are born, who your parents are, what schools you went to, who your friends are, or what your history is?
 





Circulation of the elites

 

The French statesman Georges Clemenceau is attributed with the saying that “Any man who is not a socialist at age 20 has no heart. Any man who is still a socialist at age 40 has no head.”
 

Following a similar kind of trajectory, perhaps, neoclassical economics started off in an idealistic vein. The aim of people like Jevons, Walras, and Pareto was to put economics on a rational basis, and thus improve the living standards of the general population. Jevons was brought up in a Unitarian tradition concerned with social conditions, and spent much of his free time walking the streets of the cities he lived in - Sydney, Manchester, London - observing the conditions of the poor and contemplating the connections between poverty and economics. Walras inherited his socialist ideals from his father, and spent a number of years working in the cooperative movement before taking up his professorship at Lausanne.
 

As a young man, Vilfredo Pareto was a dedicated democrat, and took pleasure in attacking the Italian government for corruption and corporatism. After the May 1898 riots in Milan, which were organised by the Italian Socialist Party and resulted in the deaths of hundreds of people, Pareto offered his home in Switzerland to socialist exiles and leftist radicals. Even by 1891, though, when Pareto was 43, it appeared that his head was pulling in another direction. He wrote to Walras: “I give up the combat in defense of [liberal] economic theories in Italy. My friends and I get nowhere and lose our time; this time is much more fruitfully devoted to scientific study.”5 He began to believe that his youthful passion for leftist ideals had been based on emotion rather than logic, and that all human societies were inherently corrupt and irrational.
 

Pareto’s cynicism about human motivations was no doubt fuelled in 1901 when he returned home from a trip to find that his wife had run off with the cook and 30 cases of possessions. Under Italian law, Pareto couldn’t get a divorce. He had inherited a large sum of money from an uncle in 1898, enough to make him financially independent. In 1907 he resigned his university position and retired to his villa near Lake Geneva, where he lived with a woman 30 years his junior called Jeanne Régis, a large stock of the finest wines and liqueurs, and eighteen Angora cats (the house was called Villa Angora).
 

Pareto continued to blast off incendiary books, articles, and letters, but his aim switched from trying to change society, to analysing it from his detached vantage point - rather as an entomologist might analyse the social goings-on of an ant hill, but with more spite and irony. In his million-word tome Treatise on General Sociology, he argued that human behaviour is driven by irrational desires, which are then justified by particular ideologies. To understand society, one therefore had to focus on the underlying irrational desires, which he classified into six types. The most important were innovation (Class I) and conservation (Class II). Everyone was motivated by a mix of these classes, but one could nevertheless speak of “Class I” types, who are clever and calculating, and “Class II” types, who are slower, more bureaucratic, and dependent on force.
 

Pareto had earlier discovered the power-law distribution of wealth (the 80-20 rule) in Italy and other countries, and wrote that it “can be compared in some respects to Kepler’s law in astronomy; we still lack a theory that may make this law of distribution rational in the way in which the theory of universal gravitation has made Kepler’s law rational.”6 Today, we would describe it as an emergent property of the economy. In his retirement, Pareto came to see this highly-skewed power law as a kind of snapshot that revealed the underlying dynamics of any society.
 

At the top is a small elite consisting of a mix of Class I and Class II people who are engaged in a Machiavellian struggle for power. There is always a degree of social mobility, so the composition of the elite changes as people enter or leave. The balance between the two classes therefore varies with time, in a process Pareto called the circulation of the elite. If too many innovative and intelligent Class I people (Machiavelli’s foxes) get in power, then the conservative Class IIs will plot a takeover. If the elite is dominated by Class IIs (Machiavelli’s lions), then it will become overly bureaucratic and reactive and the Class Is will make their move. This process can be smooth and gradual; but, if the circulation becomes blocked, so that “simultaneously the upper strata are full of decadent elements and the lower strata are full of elite elements,” then the social state “becomes highly unstable and a violent revolution is imminent.”7
 

Pareto demonstrated his argument with numerous case-studies. Perhaps the best illustration, though, was the coming to power in Italy of Mussolini’s fascist government. Mussolini liked the idea of powerful lions taking over from foxes grown corrupt and ineffectual, and appointed Pareto Senator of the Kingdom of Italy. In 1923, he finally managed to obtain a divorce and marry Jeanne Régis, before dying the same year.
 





How to get rich

 

While Pareto’s sociological arguments have dated a bit in the last hundred years, his observation that wealth is distributed according to a power law has remained accurate - except that the elite has grown relatively smaller and more powerful. Figure 14 is a summary of how the world’s wealth was distributed among the total 3.7 billion adults in the year 2000, according to a United Nations report. Adults required a relatively modest net worth of $2,138 to count themselves in the wealthiest 50 per cent. To be in the top 10 per cent (370 million adults) they needed $61,000. This group owned over 80 per cent of the total wealth. Anyone with $510,000 was in the top 1 per cent (that’s 37 million adults). Together, this small sliver of the world population controlled 40 per cent of the world’s financial assets. Contrast that with the bottom half, who collectively controlled about 1 per cent of the wealth. Someone born into the world at random would stand a 50 per cent chance of ending up in that group of 1.85 billion adults.
 

Figure 14. Bar graph showing the worldwide wealth distribution in 2000.8 The top decile (10 per cent) controls over 80 per cent of the total wealth. Deciles 6 through 10, which represent the bottom 50 per cent of the population, control about 1 per cent in total.
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Rather impressively, the power-law distribution of wealth extends all the way up to the world’s richest billionaires. In 2009 the world’s richest person was Bill Gates, with a net worth of $40 billion. To put that in perspective, suppose that you made a plot of the wealth of everyone on the planet, in order from richest to poorest. If you continued the plot up to the 99th percentile, then the vertical scale of the graph would have to be around half a million dollars (this will have changed slightly since 2000). But if you wanted to contain Bill Gates, or his friend Warren Buffett, then the vertical scale would need to expand by a factor of about 80,000 (see Figure 16 below). Anyone who saw Al Gore’s film An Inconvenient Truth, in which he demonstrated the upward trend of global warming, can picture him riding his cherry picker out beyond the furthest reaches of the atmosphere.
 

Wealth is also of course not distributed evenly in geographical terms. In 2000 the USA and Canada together had 34 per cent of the wealth, Europe had 30 per cent, rich Asian-Pacific countries had 24 per cent, and the rest of the world including Latin America and Africa held 12 per cent. This mix is changing as countries like China, India, and Brazil continue to experience explosive growth and claim a larger share of the world’s economic pie.
 

From these data alone, one can therefore conclude that the world economy is highly asymmetric. A small number of people enjoy a huge proportion of the world’s wealth, while billions live in poverty. The same kind of pattern is seen repeating itself fractally over different scales. Every city has its own local elite, as does every country or region. The sprawling metropolis of greater São Paulo, Brazil, for example, now has some 500 helicopters, more than any other city in the world. The rich find them a good way to avoid traffic jams that can extend for over a hundred miles.9 Also they’re hard to steal.
 

Apart from his discovery of the power-law wealth distribution, another aspect of Pareto’s work to have passed the test of time was his insistence that humans act primarily on the basis of psychological motivations, and justify those actions on the basis of ideology. The ruling elite always has a very good argument as to why it should be in charge and have most of the wealth and be flying the helicopter. Today, that argument goes by names such as the invisible hand, the efficient market, or mainstream economics.
 





Broken symmetry

 

Adam Smith’s concept of the invisible hand is usually taken to refer to the price mechanism. However, his first use of the expression, in his 1759 work The Theory of Moral Sentiments, is on the subject of wealth distribution: “The rich … divide with the poor the produce of all their improvements. They are led by an invisible hand to make nearly the same distribution of the necessaries of life which would have been made, had the earth been divided into equal proportions among all its inhabitants, and thus without intending it, without knowing it, advance the interest of the society, and afford means to the multiplication of the species.”10 The invisible hand refers here not to the magic of the market, but to an early version of trickle-down economics.
 

Since the economy has patently failed to align itself with this happy picture, at the level of individual countries or the entire globe, one might ask what forces have created such a skewed distribution. According to Smith’s later work The Wealth of Nations (1776), free markets tend to drive prices towards “The natural price, or the price of free competition.” That applies to the price of labour, so it follows that an individual’s earnings should reflect the person’s inherent value to society. Efficient market theory similarly argues that markets allocate resources efficiently, and that includes wages. If Quetelet’s picture of the “average man” is correct, and our abilities are randomly distributed according to a normal distribution, then one might expect wealth to be symmetrically distributed in the same way - most people would be in the middle, and there would be only a few who are very poor or very rich. The reality in most countries is obviously very different, so either our financial elites are incredibly talented, or something else is going on.
 

As discussed in Chapter 4, one prevailing economic myth is that the economy is inherently stable and at equilibrium - i.e., it is symmetrical in time - and so history doesn’t matter. However, there is the old saying that “the rich get richer,” and it certainly seems that to make a lot of money, it helps to have some in the first place.
 

Imagine as a thought experiment that a city-sized group of people are given a windfall of $100 each, under the condition that they must keep it invested in a rather volatile and unproductive stockmarket. Each person makes their own investments, with an average real return of 0 per cent and a standard deviation of 5 per cent.
 

After one year, most people’s nest eggs will be in the range of $90 to $110, and will be distributed according to the bell curve with a peak at 100 and a standard deviation of 5. As time goes on, though, the distribution becomes increasingly skewed. If we follow the worth of the investments as they are passed down through generations for 150 years (about the age of economics), then the resulting wealth distribution looks like Figure 15, which is quite similar to the actual wealth distribution in Figure 14.
 

Figure 15. Bar graph showing the result from the computer simulation of the evolving wealth distribution described in the text. The skewed distribution is an example of symmetry breaking.
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Obviously this is not a serious model of how wealth changes with time. It only tracks the value of imaginary investment portfolios, and ignores other kinds of economic transactions (more realistic agent-based models can be constructed, if desired). However, it does demonstrate the simple fact that, left to their own devices, investments will tend to concentrate themselves in fewer and fewer hands. To use the physics term, it is an example of symmetry breaking. At the start of the simulation, everything is perfectly symmetrical. Each person has exactly the same initial amount of money. They also have identical chances of success with their investments - no one is assumed to be more talented at picking stocks. But over a period of time, some start to pull ahead of the pack. The reason is that there is a positive feedback effect at work. A person whose sum has grown already from the initial $100 to $1,000 can hope to make another $100 in the coming year. They might instead lose that much, but at least they have the opportunity. Someone whose savings fund has shrunk to $10 can only hope to make another dollar.
 

As the simulation is run for more years, the wealth becomes increasingly concentrated, until eventually only a few people are left gambling with the entire wealth of the community. If a person were born at random into such a population, their chance of being in the elite would be negligibly small. So even though the laws that govern the economy are symmetrical and non-discriminatory, the system tends to evolve towards an increasingly skewed state. Time matters.
 

Indeed, while we think of the current high degree of inequality as being a permanent feature of the human condition, it is actually relatively recent. For over 90 per cent of our existence, up until the development of agriculture, humans lived in highly egalitarian societies. For reasons discussed further below, the last few decades have seen a particularly large increase in inequality. Pareto’s power law was known as the 80-20 rule because he estimated that 20 per cent of the population owned 80 per cent of the wealth. In 2000, the share of wealth owned by the top 20 per cent of the world population had grown to 93.9 per cent. The world is probably more unequal now than at any previous time in history. It is therefore impossible to assume, as mainstream economic theories do, that we are all on a uniform playing field, or that history can be ignored. It isn’t just symmetries that have broken; it is an entire economic worldview.
 





CEO-nomics

 

While investment growth is a major factor in determining wealth distribution, at least for those with investments, an equally important determinant is employment income. Here again we see marked differences within societies, between countries, and over time.
 

A typical measure of income inequality is the ratio of CEO compensation to the average worker’s pay. This is currently highest in the United States, with the UK coming second, continental Europe trailing, and Japan far behind. In the 1930s, the ratio in the US was around 80:1. It declined to around 30:1 in the 1960s, partly as a result of increased regulations such as anti-trust laws and the growth of unions. The trend was reversed in the 1980s, with a relaxed regulatory environment under Reagan and the loss of union power with increased global competition. By 2001 the ratio had ballooned to about 350:1, and in 2007 it had reached 500:1.11 The 2007 compensation of Wal-Mart CEO Lee Scott, Jr. amounted to $31.2 million, well over 1,000 times what the average Wal-Mart employee could expect to pull in. In 2008, not a great year for the world economy, Blackstone Group CEO Stephen Schwarzman’s total compensation was $702 million.12 In 2009, one hedge fund manager pulled in $2.5 billion.13
 

While CEO pay in the US is headed for the stratosphere, median salaries have stagnated since the early 1980s. Men in their thirties earn 12 per cent less, in inflation-adjusted terms, than their fathers did at the same age.14 Middle-income households work more hours; often rely on two incomes instead of one; hold far more debt; and have access in their jobs to powerful productivity-enhancing technology. But the benefits of this increased work and productivity have flowed upwards from workers to managers. As a result, says Harvard law professor Elizabeth Warren, “the middle class is under terrific assault.”15 In contrast, the share of the top 1 per cent has more than doubled, and is now greater than that of the bottom 90 per cent. This represents a huge transfer of wealth.
 

According to the law of supply and demand, the price of a CEO should reflect his or her intrinsic value. As efficient market theory’s Eugene Fama said in a 2007 interview: “you’re just looking at market wages. They may be big numbers; that’s not saying they’re too high.”16 Studies have shown, though, that the success of a company is best seen as the emergent result of factors such as the state of the market, the contributions of all employees, the internal company culture, and so on. Having a good CEO is an important part of the mix, but far less critical than their pay packages would suggest.17 A summary of the empirical evidence from the International Labour Organisation concluded that CEO compensation has “only very moderate, if any, effects … Moreover, large country variations exist, with some countries displaying virtually no relation between performance-pay and company profits.”18 Indeed, CEO pay in Japan is less than half the levels in the US, but they appear to have some effective companies.
 

A better explanation for the huge rise in CEO pay is provided by behavioural psychology. For a company in trouble, hiring a new CEO is like a patient looking for a wonder drug. Studies have shown that painkillers are more effective if they are sold in an expensive package than if they are presented as cheap generics.19 Similarly, the cachet of luxury goods is enhanced by an exorbitant price tag. So for CEOs, the “invisible hand” of the market is a helping hand up, lifting them higher and higher. The more they charge, the better they look, and the healthier the company’s shareholders feel.
 

CEO pay in recent years was also probably driven, somewhat perversely, by media reports on executive pay. “Rather than suppressing the executive perks,” notes the behavioural psychologist Dan Ariely, “the publicity had CEOs in America comparing their pay with that of everyone else.”20 The result, with the help of recruitment consultants, was that the bar kept ratcheting up even higher. CEOs have come to resemble celebrities, like film stars or athletes, whose fame and appeal seem only to increase the more they get paid.
 

CEOs also benefit from their position as hubs in the business network. Positive feedback network effects mean that the more network connections they make with other business leaders, the more powerful they become, thus improving their position in the network, and so on.21 This positional advantage might make them more effective in their jobs, if they aren’t out socialising all the time, but it is primarily a property of the network itself, rather than the individual - the whole rather than the atomistic part. If a CEO retires, the network will produce a replacement or rearrange itself into a new configuration. Conventional economics sees the economy as flat and level as an Illinois cornfield, while in fact the terrain is more like the mountains of Afghanistan. Position matters: the better it is, the easier it is to defend.
 

Of course, these behavioural psychology and network effects don’t occur in quite the same way for, say, greeters at Wal-Mart (average salary, around $10 per hour) or those who actually make the items in third-world sweatshops (tens of cents an hour).22 Low-level employees find it harder to capitalise on luxury cachet, media glamour, or powerful connections. For a typical business, payroll makes up about 70 per cent of their costs. There is therefore tremendous pressure, both from customers and from shareholders, to reduce employee pay. Even if executives are vastly overpriced, their compensation is still a relatively small proportion of the total wage bill, and of course they are the ones deciding how pay should be divided. The pressure is therefore transferred to workers at the bottom, for whom the invisible hand is not a helping friend, but a hand on their ankle pulling them down.
 





Corporate power

 

Another reason cited for the increasing pay of CEOs is that the companies they govern have grown larger and more complex as a result of globalisation. (Oddly, the US military has also grown more complex, but generals still scrape by on about ten times a private’s wages. The US government is awfully complicated, but President Obama makes ends meet on $400,000.) It is certainly true that, just as wages in the economy have grown increasingly asymmetric, so have the sizes of companies. These again follow a roughly power-law distribution. At one end of the scale are millions of tiny firms employing only a few people. Looming over them are a much smaller number of huge multinationals, the size of nation-states. At the time of writing, the largest company in the world in terms of revenue is the oil company ExxonMobil, with annual revenues of $390.3 billion. The second is Wal-Mart, at $374.5 billion. Out of the top ten, seven are in the oil and gas business.
 

The lower panel of Figure 16 shows the 100 largest companies as measured by annual revenue. It is interesting to compare the two plots with Figure 13, which showed the 100 largest price changes in the S&P 500. The similarity is a reminder that power-law distributions, and fractal scaling, apply not just to financial shocks but also to financial opportunities. Just as we don’t know when the next crash will occur, so it is impossible to know from the outset which micro-company will grow into a global behemoth, or who will be the next Bill Gates or Warren Buffett. The business model of venture capitalists is to fund an ensemble of small firms in the hope that one or more will hit it big.
 

The large multinational companies, such as Wal-Mart, rely on global supply chains that source the cheapest suppliers from around the world. This has the beneficial effect of minimising costs for consumers and maximising profits for shareholders. They can exploit economies of scale, and can also invest large amounts of money in improving their products. The pharmaceutical industry, for example, is headed by Pfizer, with total annual revenues in 2008 of $71 billion. Its enormous size means that it can afford a research and development budget of $11 billion.
 

While there are certainly benefits to having large companies, there are also severe disadvantages. They fuel inequality in the larger economy by increasing the downward pressure on wages for ordinary workers, at the same time as executive compensation balloons. They influence consumers through enormous advertising campaigns. Companies such as banks that become too big to fail can take enormous risks under the implicit guarantee that the government will bail them out if they get into trouble. The companies can also employ armies of lobbyists to exert pressure on government bodies, for example to relax environmental or labour regulations (ironically, while corporations strongly regulate the behaviour of their employees, they oppose any external government regulation of their own behaviour on the grounds that it is inefficient).
 

Figure 16. Top panel shows wealth (in billions of dollars) of the 100 richest people in 2009 according to Forbes.23 Bill Gates is first with $40 billion, followed by Warren Buffett at $37 billion. Lower panel shows annual revenue in billions of dollars for the top 100 companies. ExxonMobil is top with $390.3 billion, followed by Wal-Mart at $374.5 billion.24 Both plots follow a similar power-law distribution.
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When companies are larger than many of the governments they deal with around the world, there is clearly a problem for democracy. The gulf between the average citizen and corporate power has never been greater, especially in developing countries. It’s hard to make progress in addressing global climate change when seven of the world’s ten largest companies are in the oil and gas business; hard to reform the world finance system when faced with the political clout of firms like Goldman Sachs and JPMorgan; hard to negotiate labour conditions when the party on the other side of the table is Wal-Mart.
 

Neoclassical economists like Jevons argued that the market gains its power by aggregating the desires of a large number of people, thus increasing overall utility. However, it seems better at aggregating some things than others. As shown over the last few decades, markets can aggregate our power as consumers to force down prices of basic goods, and our power as investors to maximise profits. This restrains pay at the low end. They are much less good at aggregating our desire for a reasonable living wage, or a clean environment, or basic decency and justice. Now more than ever we need strong democratic institutions to temper the power of multinational corporations with their unelected and extravagantly paid CEOs. We also need an economic theory to make sense of it all. Unfortunately, mainstream economics isn’t it.
 





Unequal opportunities

 

Part of the enduring appeal of orthodox economic theory to our corporate leaders is that it provides a convenient intellectual argument for the programme of deregulation, privatisation of government assets, and social cutbacks that has been in place in many countries for the past few decades, and that has benefited large corporations at the expense of average workers. These changes have been justified by the myth that the economic system is inherently fair, so people are paid what they are worth. But just as assuming that the market is stable actually makes it more risky, so the assumption of fairness ends up making the economy less fair.
 

In 2001, Harvard students performed a sit-in to demand a minimum hourly wage of $10.25 for the university’s lowest-paid employees. Harvard Magazine formed a committee to debate the issue. One of the contributors was the economics professor Gregory Mankiw, author of million-selling textbooks including Principles of Economics. Given an opportunity to put principles into practice, Mankiw wrote: “Despite the students’ good intentions, I cannot support their cause. If any institution should think with its head as well as its heart, it is a university.”25 To quote from his book: “The minimum wage is easily understood using the tools of supply and demand … For workers with low levels of skill and experience, a high minimum wage forces the wage above the level that balances supply and demand.”26 He concluded that giving janitors an extra buck or so an hour “would compromise the University’s commitment to the creation and dissemination of knowledge.” (As economist Gilles Raveaud points out, the conversation wasn’t extended to cover how academic tenure fits in with supply and demand.27)
 

Given that neoclassical economics has been the dominant economic ideology since the late 1960s, it is no surprise that the inflation-adjusted minimum wage in the United States has declined over that period by about 25 per cent; or that wage inequality in general has exploded. While economics pretends to be an impartial science, it is in fact profoundly political. As the economist Joseph Stiglitz told Adbusters magazine: “Mankiw was on the Council of Economic Advisors under President Bush and … they tried to push forward a particular ideological view that markets work perfectly.”28 The problem is that, while market forces will automatically assign janitors or professors a wage of some sort, there is no guarantee that it will be appropriate or reasonable.
 

This matters because, as documented by Richard Wilkinson and Kate Pickett in their book The Spirit Level, inequality is correlated, and not in a good way, with all kinds of other issues including community breakdown, mental and physical health problems, drug addiction, imprisonment rates, educational under-performance, teenage births, and so on.29 Those rich-but-unequal countries the US and the UK, whose cultures have been strongly shaped by neoclassical thought, consistently top the charts on many of these areas, while more equal countries such as Japan, Norway, and Sweden report fewer problems. Correlation is not the same as causation, but there is convincing empirical evidence that “The more equally wealth is distributed the better the health of the society,” as the British Medical Journal reported.30
 

Of course, as doctors know, anything is fine in moderation. Some people will always earn more than others, and a degree of inequality fosters entrepreneurship, so long as it is seen as fair. But when inequality, which is a function of wage differentials rather than just minimum wages, becomes too extreme, it violates at a basic level our sense of fair play. This is why cooperative human societies, such as ones in which men hunt large game, often take care to ensure equitable distribution. “Without ever having heard calls for equality, these cultures are nevertheless keenly aware of the risk that inequity poses to the social fabric of their society,” notes primatologist Frans de Waal, who sees the same behaviour in primates.31 From a global perspective, inequality fuels problems such as ethnic violence, because wealth in many developing countries is controlled by small but economically dominant ethnic groups, and terrorism.32
 

While neoclassical theory owes much of its popularity, and funding, to corporate support, there is another constituency that has, perhaps paradoxically, benefited from the illusion of equality. That is the government.
 





Improving circulation

 

Neoclassical economists may be sworn enemies of government profligacy and red tape, but if there is one thing the two can agree on, it is the myth that we live in a free and fair world.
 

At Barack Obama’s breakthrough speech during the 2004 Democratic convention, he began by admitting, as the mixed-race son of a father who “grew up herding goats, went to school in a tin-roof shack,” that his presence on the stage was “pretty unlikely.” In America, he went on, “you don’t have to be rich to achieve your potential … in no other country on earth, is my story even possible.”
 

Obama’s speech was certainly inspiring, and it made possible his later run for the White House. However, as Ron Haskins and Isabel Sawhill from the Brookings Institution note: “Rags to riches in a generation is pretty much a myth: it happens very infrequently.”33 Social mobility in the United States is actually lower than in its rich-country peers, and is declining with time. In 1980, the percentage of a son’s income explained by his father’s income was about 10 per cent. In 2000, that had increased to 33 per cent.34 A 2009 report from the Organisation for Economic Cooperation and Development said that such “intergenerational inequality” is higher in the US than other OECD countries.35 There appears to be a direct link between income inequality and social mobility - the steeper the hill, the harder it is to climb up. Obama is the exception that proves the rule, which is perhaps why he mentioned social equality in his inaugural speech: “The success of our economy has always depended not just on the size of our gross domestic product, but on the reach of our prosperity; on our ability to extend opportunity to every willing heart - not out of charity, but because it is the surest route to our common good.”
 

The ingrained American belief in equality, coupled with a famed and powerful degree of optimism, have, paradoxically, allowed the country to drift towards a highly unequal state, with little resistance from the population. As Pareto knew, though, if social structures become too rigid, so that “the upper strata are full of decadent elements and the lower strata are full of elite elements,” then eventually there will be a strong chance of “violent revolution.”
 

In March 2009, when it was learned that giant insurer AIG was to pay out hundreds of millions in bonuses to its employees, there was a similar whiff of revolution in the air in the United States. AIG had just received a $170 billion bail-out, and posted a fourth-quarter loss in 2008 of $61.7 billion - the largest ever by a corporation. The country flipped into a state of rage when AIG decided to reward its employees as if nothing had changed. “The public is angry,” wrote Susan Antilla for Bloomberg. “They are steaming, off-with-their-heads mad at AIG and other financial companies for the greed and cheating that pushed us into a financial meltdown … Americans want to see heads roll.”36 AIG employees received death threats, and were warned to avoid wearing the company logo and to travel in pairs. One banker said: “At this point, it’s like the French Revolution - the mob has got the banks’ heads in the guillotine.”37
 

The one argument heard that these massive financial-sector bonuses were actually worth it (as opposed to contractually necessary) was the law of supply and demand, aka the law of the status quo. If AIG didn’t pay them, the employees would just go somewhere else, because they were in demand from similar companies. As one compensation consultant told the New York Times: “The word on the street is that AIG employees are being heavily recruited.”38 Presumably that’s a different street than the one they were supposed to walk down in pairs.
 

The case of AIG and its peers is a graphic demonstration that supply and demand together don’t form a law, and aren’t the sole factors that should determine income, if only because they fail to take into account basic human needs for fairness and justice. Although there is no single formula to create an equal society, some of the tools available are progressive taxation, wage controls, alternative company structures, and social policy. Neoclassical economists may see such measures as distortions to the free market, but they are as nothing compared to the AIG-like distortions produced by free markets.
 

 

Progressive taxation This approach has been adopted by Nordic countries such as Denmark, which has a top tax rate of 63 per cent. Obviously such an eye-watering rate wouldn’t play well in countries such as the United States - it’s hard to see “Tax the Rich!” and “Redistribute the Wealth!” becoming popular political slogans anytime soon. Even there, though, Warren Buffett and Bill Gates have spoken out in favour of estate taxes on the wealthy. As Buffett explains, they might help compensate for the fact that he pays tax at a lower rate than his secretary.
 

 

Wage controls At one end of the income scale, workers need protection in terms of a minimum wage. At the other end, we need protection from the workers. In 2009, President Obama imposed a $500,000 salary cap on bailed-out bank bosses. This was obviously justified by the fact that they were now glorified civil servants, but it opens up the question of whether caps are appropriate in other circumstances (personally, I’m not convinced that anyone on this planet should be paid more than $500,000). Alternatively, shareholders could stop tolerating bloated pay packages when there is little or no correlation with performance. This appears to be the practice in Japan, where tax rates are low but so is pay inequality.
 

 

Company structure The excesses of CEO compensation are also helping to fuel interest in alternative structures such as non-profits, employee-owned companies, and the cooperative movement. The non-profit sector in the US is already huge, and includes vital institutions such as universities, hospitals, and electric utilities. According to political economist Gar Alperovitz, non-profit electricity companies are on average 11 per cent cheaper than profit-making companies, and are more likely to adopt sustainable technology.39
 

 

Social policy One of the most important drivers of social inequality is a country’s education system, including access to childcare. In unequal countries such as the UK or US, there is a huge difference in quality between the best and the worst schools. Rich families can buy their children a good education, either by sending them to a private school or moving to the catchment area of one of the better state-funded schools. Both of these options are expensive because there is competition from other families.
 

A UK study headed by Alan Milburn showed that parents send their children to good schools not just for academic reasons, but also so they can learn soft skills such as social confidence. Elite universities like Harvard or Oxford are valued for the quality of the education, but also because they allow access to powerful social networks (in 2007, 47 per cent of Harvard graduates went into finance or consulting).40 Inequality therefore gets frozen in - those born into poor families stay poor, and those born into rich families stay rich. General access to high-quality education and childcare is required to keep things fluid.
 





Tipping point

 

While there are many routes to a more equal society, an absolute prerequisite is an economic theory and worldview that acknowledges the huge discrepancies in power and influence that are present in the real world, and that points to ways of righting the balance. As with models of irrational behaviour, this is hard to accomplish in the classical framework, which is based on the reductionist, symmetrical methods of classical physics and assumes that the playing field is already level. It does come easily in the complexity approach, whose agent-based models naturally tend to reproduce the power-law distributions of wealth distribution or company size; or with feminist economics, which is concerned with differences in power. Neither of these is featured in basic textbooks, which tend to focus on neoclassical theory.41
 

Just showing that the “law of supply and demand” is not based on physics, or science of any type, will be enough to change the debate over things like minimum wage. As Charles Darwin observed: “To kill an error is as good a service as, and sometimes even better than, the establishing of a new truth or fact.”42 The best test for theoretical ideas is to compare them with empirical data, of which there is now plenty. Today, most economic transactions leave an electronic record. Credit rating agencies and other companies buy this information and use it to build sophisticated models of consumer behaviour. The information can also be used to test economic hypotheses. Consider, for example, Milton Friedman’s prediction that free markets would tend to drive out businesses that discriminate on the basis of race or gender. An early study of new car dealerships in the United States by law professor Ian Ayres in 1991 showed that: “White women had to pay 40 per cent higher markups than white men; black men had to pay more than twice the markup, and black women had to pay more than three times the markup of white male testers.”43 Minorities were also targeted by predatory lenders during the US subprime mortgage scandal.44 Studies of gender discrimination in the labour market show that women are over-represented in the poorest-paying jobs, under-represented in the highest-paying jobs, and are usually paid less than men for doing the same job.45
 

The outrage over bail-outs has since largely dissipated, and the bankers have kept their heads on and are back to their old tricks of awarding themselves huge bonuses with only muted complaint from the public. This is good for governments and the elites in power, who - while they might occasionally exploit resentment for short-term political gain - naturally prefer the workforce to be content with its place in the order of things. So far there is little sign that the American dream/fantasy of financial success has lost its hypnotic power. But if Pareto were around today - sitting in a comfortable chair with a cat on his lap and a glass of the finest brandy, watching Bloomberg on TV - I’m sure he would be monitoring the situation with interest. As he knew, ideologies are what the elites use to justify their inherently unstable position. It is ironic that the concept of Pareto optimality is now part of that ideology.
 

As discussed in Chapter 4, complex adaptive systems often tend to evolve towards a critical state - the slope of the sandpile increases until it approaches chaos. The same deregulatory ideology that allowed this instability to develop in the stockmarkets may also be pushing society towards an unstable tipping point. Markets crash, but societies can too.
 

To delay the day of reckoning, governments in the US and elsewhere don’t actually need to reduce inequality - they only need to perpetuate the illusion that (a) everyone’s situation is improving, and (b) everyone has a shot at the prize. Above all, they need to keep the economy growing. As Henry Wallich, former governor of the Federal Reserve, said: “Growth is a substitute for equality of income. So long as there is growth there is hope, and that makes large income differentials tolerable.”46 As shown in the next chapter, though, that solution may be leading to a different kind of credit crunch.
 
  



CHAPTER 8
 

THE OVER-SIZED ECONOMY
 

Anyone who believes exponential growth can go on forever in a finite world is either a madman or an economist.


Kenneth Boulding, ecological economist (1910-93)
 

 


If the climate were a bank, they would already have saved it.


Hugo Chávez, president of Venezuela (2009)
 

 

 

 

Economists are taught that economic growth should be maximised. However, ecologists and environmentalists believe you can have too much of a good thing. The models used by economists don’t properly take into account a few details - such as melting icebergs, shrinking resource stocks, or the opinions on all this of future generations. In fact, the real credit crunch is not the one involving banks, but the one involving the environment. For centuries we have been depleting forests, oceans, fuel sources, and other species, and the bill is about to become due. This chapter shows how economists’ cherished belief in economic growth is colliding with the reality that we are just one part of a larger ecosystem. It explores new economic approaches that aim to resolve the conflict and bring our financial system into balance with the rest of the world.
 

 

In November 2006, before the credit crunch got into full swing, another economic crisis had already begun to unfold. This crisis was not heralded on the front covers of the Wall Street Journal or the Financial Times. Pundits did not appear on financial TV shows to ruminate on its causes. Politicians did not exploit it to stir up envy or lambast their rivals. It went completely unnoticed by economists. However, its repercussions are potentially even more serious than the market crash.
 

The crisis began in America, where large numbers of agricultural workers suddenly stopped working. It wasn’t that they went on strike, or demanded higher pay; they just left their jobs and didn’t come back - even if it meant certain death. Some farmers said it was like mass suicide.
 

Businesses went bust or closed down; entire industries, such as Californian almond farming, were under threat. The crisis did not stay contained in the US, but propagated around the world as quickly as the credit crunch. By early 2007, farmers in Canada, the UK, mainland Europe, South and Central America, and Asia were all reporting the same problem. But no one could figure out what was causing it. Why would these workers, who had served us so diligently for thousands of years, who had been celebrated throughout the ages in poems and myths for their industriousness and productivity, suddenly and collectively lose interest in living?
 

Were they suffering from a mysterious disease that affects their minds? Was it because, in their jobs, they are exposed to large amounts of chemical toxins? Could it be stress from over-work, or the constant need to travel around in search of the next job? Was it a result of climate change, or radiation from mobile phone masts, or working with genetically modified crops? Were there not enough flowers?
 

Scientists could not answer these questions - they had no idea why the bees were dying. But they did come up with a name: colony collapse disorder (CCD). And some believe it is a harbinger of things to come. As insect biologist E.O. Wilson said, the honeybee is nature’s “workhorse - and we took it for granted. We’ve hung our own future on a thread.”1
 





The Delphic bee

 

Bees and humans share a long history together. We started gathering honey in the wild around 10,000 years ago, and have kept bee colonies for at least 5,000 years. Bees and honey also feature prominently in our mythology. According to Homer, the god Apollo’s gift of prophecy was granted to him from three bee maidens: “There are three holy ones, sisters born … From their home they fly now here, now there, feeding on honeycomb and bringing all things to pass. And when they are inspired through eating yellow honey, they are willing to speak the truth.” The oracle at Delphi was often called the Delphic bee. The Greeks associated honey with eloquence and the power of speech; Pythagoras was said to have been fed it as an infant, and the favourite food of the Pythagoreans was bread and honey.
 

Today, bees outnumber us on the planet by hundreds of times. They play a vital role in the world economy by pollinating crops including alfalfa (used for cattle feed), apples, almonds, citrus fruits, broccoli, carrots, onions, and melons. Without them, large parts of our agricultural supply chain would fall apart. So if these winged prophets are trying to tell us something, then maybe we should listen.
 

Honey bees were brought to North America in the early 17th century by Dutch or British colonists, and reached a peak population of 5.9 million colonies in 1947. By 2006, that number had declined to around 2.4 million, and the wild population was down by 90 per cent. According to congressional testimony, CCD has since knocked out a further 25 per cent of the remaining colonies.2 Similar die-offs have happened in the past, but they have been smaller, and the bees have died in the hives rather than just flying away as with CCD.
 

The cause of the phenomenon is still being debated. Possible culprits include parasites, fungal diseases, and accumulated exposure to toxic chemicals such as pesticides. Another contributor is environmental stress: many of the colonies affected belong to large commercial operations, which regularly transport the bees around the country to pollinate crops. Climate change may also play a role, by changing the blooming times of crops. It has even been proposed that electromagnetic radiation from phone masts or power transmission cables is interfering with the bees’ delicate navigational systems.
 

The most likely scenario is that CCD has no single cause but is the cumulative result of many small stresses. Trying to analyse the collapse of a species is a little like trying to analyse the cause of a stockmarket crash - everyone has their own theory, but none of them quite add up on their own. As E.O. Wilson puts it: “We are flying blind in many aspects of preserving the environment, and that’s why we are so surprised when a species like the honeybee starts to crash.”3
 

While scientists are at a loss to explain the behaviour of bees, most economic models go a step further by eliminating them from consideration altogether. Bees play a pivotal and irreplaceable role in the world economy - in the US, the value of their services is estimated at $15 billion annually. However, they don’t respond well to the usual range of economic incentives. Even though, in many respects, they appear to be quite intelligent - as shown, for example, by the intricate design of their hives, or the complex dance they perform to communicate the location of pollen sources - they seem to have no grasp of basic economic principles. The law of supply and demand eludes them altogether. They just don’t get it. Maybe that’s why they’re so unmotivated.
 

In fact, this seems to be a property of the entire natural world. Take fish. Around 500 years ago, fishermen from Portugal and Spain started travelling to the Grand Banks off the coast of Newfoundland, Canada, to catch cod. Everything went swimmingly for hundreds of years. Cod became a staple food in Europe and North America, and in 1968 the total catch from the Grand Banks was 810,000 tons. Then the fish population began to decline. Scientists were brought in to determine the maximum allowable catch; but their models proved disastrously wrong, and in 1992 the most famous fishery in the world suddenly collapsed altogether, with the loss of 40,000 jobs.4 It still hasn’t recovered - for some reason, the remaining fish don’t seem to be able to reproduce at the same rate.
 

Once again, the law of supply and demand was flouted. The demand for fish was increasing - one author described the situation as “senseless, wild over fishing” - but the supply did not respond accordingly, or even adjust in a smooth manner.5 It just suddenly disappeared. Other fisheries around the world have similarly collapsed. It makes you wonder what critical but economically-illiterate species will be next to throw in the towel without warning.
 

Could it be us?
 





The carbon question

 

The idea that the human race is approaching some kind of critical limit is probably premature. But if we take economics to be the study of “household rule,” then we have certainly failed to keep our house - this planet - in order, and it’s fair to say that as a species we are economically illiterate.
 

When neoclassical economics was founded in the late 19th century, honey bees were still buzzing cheerfully about their work, and there were still plenty of fish in the sea. World population was only about a billion people, 15 per cent its current size. But even then, there were concerns that we were approaching fundamental limits of natural resources.
 

William Stanley Jevons first gained fame as an economist with his 1865 work The Coal Question, which drew attention to the fact that Britain’s coal was running out. Britain had become the dominant world power by exploiting coal-based steam engine technology to drive its mines, factories, railways, and ships.6 As Jevons put it, coal “is the material energy of the country - the universal aid - the factor in everything we do. With coal almost any feat is possible or easy; without it we are thrown back into the laborious poverty of early times.” The only problem with this “miraculous” substance, formed from plant matter hundreds of millions of years old, was its limited supply. Britain’s growing economy meant that the demand for coal was increasing exponentially. The country was therefore effectively accelerating towards a stop sign. Coal would never run out completely, but it would become near-impossible to extract what was left. “In the increasing depth and difficulty of coal mining we shall meet that vague, but inevitable boundary that will stop our progress.”
 

Jevons reviewed a number of alternatives including wind, tidal, and solar power, but no suitable substitute for coal was available. Furthermore, technological innovation would only have the effect of lowering costs, thus increasing consumption even further. This phenomenon, sometimes known as the Jevons Paradox, was demonstrated by the fact that while steam-engine technology had continuously been improved by inventions such as the governor, any savings due to efficiency were more than offset by higher use.
 

Geologists at the time estimated that Britain had coal reserves of about 90 billion tons. Jevons argued that, if the exponential growth trend continued, the reserves would be severely depleted within half a century. The result would be that Britain would lose its dominant position in the world economy to low-cost producers like the United States. Labour and capital would emigrate, and “all notions of manufacturing and maritime supremacy must then be relinquished.”
 

The Coal Question was very influential, and was cited in Parliament. As it turned out, coal production did peak 48 years later, though at 292 million tons it was about half what Jevons had estimated. Total production has since dwindled to about 20 million tons, and in 2003 the UK imported more coal than it produced for the first time.7
 

Of course, this isn’t a problem, because unknown to Jevons, it turned out that coal did have a viable substitute. Britain has shaken off its reliance on solar energy stored in British coal, and is now reliant on solar energy stored in North Sea oil fields, which saw their peak production in 1999 and are now in decline.
 

So what about the oil question? Oil is clearly as important now as coal was in 19th-century Britain, and it too is a limited resource. Will market forces help us calibrate the correct price for this vital commodity - or are we instead accelerating towards another “vague, but inevitable boundary”?
 





Closed economy

 

People have been worried about “peak oil” for almost as long as we have been pumping it out of the ground. However, the fact that past predictions of supply exhaustion have been wrong does not inoculate us from it ever happening at all. It seems reasonable to suppose that we are approaching the later stages of our long relationship with carbon fuels; and as Jevons knew, our energy supplies are vital for our long-term future.8 Weirdly, though, mainstream economic theory has almost as little to say about oil as it does about fish, or bees, or anything outside the human sphere. That is one reason why prices for these things don’t reflect their real worth. And it is also what supports the myth that the economy can grow forever.
 

Neoclassical economics represents a mathematical model of human behaviour. As the systems scientist John D. Sterman observes: “The most important assumptions of a model are not in the equations, but what’s not in them; not in the documentation, but unstated; not in the variables on the computer screen, but in the blank spaces around them.”9 One of the things missing from neoclassical economics - and it’s a big one - is the rest of the planet. It completely neglects the fact that the human economy is embedded in the biosphere, which consists of living things (including bees and wheat), the products of living things (including honey and oil), and necessary resources for living things (like fresh water).
 

Traditionally, economists had recognised three factors of production - land, labour, and capital. In neoclassical economics, though, only labour and capital have played an important role. Natural resources were either excluded from the list or paid lip-service to. In 1974, one “laureate” economist even said that “The world can, in effect, get along without natural resources” because human ingenuity and technology can always provide a substitute.10 Jevons’ concerns about exponential growth in a world with limits were lost in the mix.
 

When natural resources were considered, they were assumed to be essentially infinite. “Minerals are inexhaustible and will never be depleted,” wrote energy economist Morris Adelman in 1993. “A stream of investment creates additions to proved reserves, a very large in-ground inventory, constantly renewed as it is extracted.… How much was in the ground at the start and how much will be left at the end are unknown and irrelevant.”11 Even in Mankiw’s current textbook Principles of Economics, as Gilles Raveaud points out, natural resources and energy are left out of the chapter on economic growth. As a result, “they cannot become a problem - for economists, that is.”12
 

Underlying this omission is a kind of denial. In his book Beyond Growth, the ecological economist Herman Daly relates a story about his work on a 1992 World Bank report whose topic was “Development and the Environment.” An early draft contained a diagram of the relationship between the economy and the environment. It consisted only of “a square labelled ‘economy,’ with an arrow coming in labelled ‘inputs’ and an arrow going out labelled ‘outputs’ - nothing more.” Daly suggested they should at least add a larger box around the one for the economy, to represent the environment. The following draft included the large box, but there was no label. Daly pointed out that “the larger box had to be labelled ‘environment’ or else it was merely decorative.” In the next draft, the entire diagram was left out.13 It is as if economics has become so disembodied and detached from reality that it thinks it can do without the physical world.
 

The reason for this peculiar attitude is rooted in the idea, derived from the work of Jevons et al., that the economy is a beautifully tuned machine-a closed system that operates according to perfectly calibrated laws. The machine will of course need fuel to keep it running, and oil to keep it lubricated, but these are freely available on the open market from a range of suppliers. The stock of these things in the ground is of no more concern to an economist than the stock of fuel is to the owner of a Lamborghini. They just know it’s there.
 

Within this closed economic system, according to theory, the “law of supply and demand” correctly allocates resources to each of the machine’s parts. However, while this “law” may be of some fuzzy use within the human economy, it breaks down completely at the boundaries of our economy with the natural world. The economy has no way to measure exactly how many fish are in the sea, or how much oil is in the ground. The costs of supply measure only the costs of extraction, which depend on a large number of factors, and do not smoothly adjust to give a measure of scarcity. Fishermen did not stop fishing the Grand Banks because it was too expensive - they stopped because one year there were no fish.
 

In fact, as Daly noted: “resource prices are to a large extent arbitrary - a fact that is seldom recognized.”14 The supposedly sensitive price signals of the free market turn out to be not just mildly paradoxical in their behaviour, but completely distorted. A good illustration is provided by the price perambulations in the commodities market in 2008.
 





Super spike

 

One of the irritating features of the “law of supply and demand” is that, when you really need it, it gives confusing answers. The more a CEO gets paid, the more he or she is in demand; but the more we need and use a valuable resource, the cheaper it may become. Or worse still, the price may just oscillate wildly for no apparent reason - as in 2008, when the price of crude oil increased by a factor three in a matter of months, before taking an equally sudden plunge.
 

At their peak, gasoline prices exceeded $4 a gallon in the United States, thus exacerbating the recessionary effects of the subprime mortgage crisis. The oil price increase also fed directly into higher prices for basic food supplies around the world. Some called it the worst food price inflation in history. It wasn’t that people were finding it hard to fill their tanks - they were finding it hard to fill their stomachs.
 

As shown in Figure 17, the price of wheat also more than doubled in the twelve months from March 2007 to March 2008. Prices of bread, pasta, and tortillas all soared. There were a number of factors behind this increase, including poor harvests, increased demand from countries like China and India, and speculation; however, the oil shock contributed by pushing up fertiliser and transportation costs. Oil and wheat are now also linked, because when oil is expensive, farmers are motivated to use land to grow biofuels for energy instead of wheat for food.
 

The people most exposed to the price shock were those in developing countries who spend as much as 75 per cent of their income on food. Sudden spikes are especially damaging because these people have little access to short-term credit that would see them through. Countries including Mexico, Egypt, Indonesia, Pakistan, Cameroon, and Haiti experienced violent food riots. The director general of the International Food Policy Research Institute, Joachim von Braun, called the crisis “a serious security issue.”15 The World Bank warned that 100 million people were threatened with starvation.
 

Figure 17. Solid line shows the price of wheat, dashed line shows the price of oil, both normalised to a value of 100 at the start of 2000.16
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It wasn’t all doom and gloom, though. Some people did very well out of the price shock. One trader working for Citigroup was awarded a bonus of $100 million for his prescient timing of the oil market.17 Citigroup is now part-owned by the US government after being rescued in November 2008, and the $100 million bonus was described by a White House spokesman as “out of whack.” The 100 million people threatened with starvation may have agreed.
 

Nor did the commodities price shock have much to do with impending shortages - the world didn’t suddenly run out of oil in the spring of 2008. As with the subprime mortgage crisis, the main cause or enabling factor for the surge in prices can be traced back to the dismantling of economic safeguards.
 

People involved in the commodities business have always been able to enter into futures contracts, in which they agree to buy or sell a certain amount of a commodity in the future for a set price. This gives some protection against future price swings. The Commodity Futures Trading Commission (CFTC) in the US put limits on this kind of speculative trade. However, in the 1990s, a subsidiary of Goldman Sachs asked for an exemption so that it could hedge the risk of oil price fluctuations. The CFTC agreed, and extended the exemption to other banks.
 

The net effect of this deregulation, as with subprime mortgages, was the creation of another casino, except that everyone was betting on oil and other commodities instead of houses. Goldman Sachs and other banks persuaded large institutional investors like pension funds and sovereign wealth funds to invest in commodity futures. Such funds tend to be long-term buy-and-hold investors, so the effect was to drive prices consistently higher. Between 2003 and 2008, the value of speculative oil future contracts grew by a factor of more than 20, until they added up to the equivalent of more than a billion barrels. A Goldman analyst whom the New York Times called an “oracle of oil” predicted a “super spike” in oil prices to $200 a barrel, and let it be known that he owned two hybrid cars.18 This fuelled interest even further. (Hint to investors: when Goldman Sachs comes over all green, check your investment portfolio.)
 

The most telling moment of the crisis came in May 2008, when the CFTC investigated the reasons for the commodity price spike and concluded that prices were “being driven by powerful fundamental economic forces and the laws of supply and demand.”19 Nothing, it seems, is beyond the explanatory abilities of the invisible hand. People around the world were dying of starvation as a direct result of the spike, but according to the CFTC there was nothing to investigate.
 

A year later, when prices had sunk back to a fraction of their peak, and with a new chairman working under the Obama administration, the CFTC changed its position and was once again considering caps on speculative activity. The truth is that markets or mainstream economic theory cannot tell us the correct price for oil, taking into account its future scarcity, any more than they know how to price a vanishing population of cod, or any other species or vital resource.
 





Selling futures

 

Just as the price mechanism fails to calibrate the economy to its available natural resources - the inputs - so it fails to account for that arrow going in the other direction - the effects of pollution. Things like air or forests or oceans are not in the model, so whether we damage them or not doesn’t register. Electricity from coal, with its high carbon emissions, is the same as electricity from solar power. The only time pollution does matter, according to the orthodox model, is when we pay people to clean it up, because that is a human activity that is part of the economy.
 

Pollution does not fit easily with the framework of “supply and demand” because while there is plenty of supply, there is not much demand - we just dump it where we can. Pollution and environmental damage therefore tend to be concentrated in poorer areas, such as developing countries. (As Larry Summers, who at the time was president of the World Bank, pointed out in a 1991 memo: “the economic logic behind dumping a load of toxic waste in the lowest-wage country is impeccable and we should face up to that.”20) This acts as a hidden transfer of wealth from poor countries to rich countries.21 Other soft targets include common areas, such as the atmosphere or oceans.
 

The environment’s ability to absorb pollutants may actually turn out to be a stronger constraint on the economy than energy supplies. According to one estimate, to avoid dangerously destabilising the climate system in the foreseeable future, we need to limit total cumulative CO2 emissions to 1 trillion tonnes of carbon.22 Since the start of the industrial revolution we have emitted about half a trillion already, and at current rates we will spew out the next half trillion within 40 years. The amount of carbon in fossil fuel reserves exceeds that amount by several times, which implies we’ll have to leave some in the ground.
 

Finally, another thing missing from neoclassical economics - and again it’s a big one - is the future. Because neoclassical economics assumes that the economy is at or near equilibrium, it ignores the effect of time and concentrates on maximising utility in the short term. When future events are incorporated they are assigned a discount rate, so they become less important the further away they are, and dwindle to insignificance after a few decades.23 But with non-renewable stocks, time does matter, because in the future there will be less of them. For “supply and demand” to be meaningful we should consider the demand of future generations, but there is no pricing mechanism in the market that will take this into account.
 

It is sometimes argued that this is not a concern because, when a resource such as oil runs out or needs to be replaced, then either a suitable alternative is found or human ingenuity invents one. The former Saudi oil minister Sheikh Yamani is famously attributed as saying, during the 1970s oil shock, that “The stone age didn’t end because we ran out of stones.” But Yamani was an oil salesman, and they aren’t in the business of encouraging conservation. Alternatives do exist to fossil fuels, such as nuclear energy, solar power, new biofuels created from synthetic biology, and so on, but it is an open question whether any of these will be a substitute for the “miraculous” powers of the black stuff.
 

To summarise, mainstream economics - the kind taught in universities to undergraduate students, and the kind that dominates government policy and business strategy - does not take into account the true value of natural resources; the effects of pollution; or the rights of future generations. These oversights are reflected in the way that economic growth is measured using the gross domestic product.
 





Appropriate measures

 

As Partha Dasgupta wrote: “we economists see nature, when we see it at all, as a backdrop from which resources and services can be drawn in isolation. Macroeconomic forecasts routinely exclude natural capital. Accounting for nature, if it comes into the calculus at all, is usually an afterthought to the real business of ‘doing economics.’ We economists have been so successful in this enterprise, that if someone exclaims, ‘Economic growth!,’ no one needs to ask, ‘Growth in what?’ - we all know they mean growth in gross domestic product (GDP).”24
 

The GDP is equal to the total amount spent for all final goods and services produced within a country. (A final good such as a bicycle may include intermediate goods such as tires that are not included separately.) Bees, fish, or oil do not count unless they are part of some economic transaction. Pollution is not included, but cleaning up pollution is.
 

While the GDP is often used as a proxy for standard of living by media and governments, it is actually a measure only of economic activity. If you believe in efficient markets, see the economy as a rational machine for optimising utility, and so on, then that makes sense. Governments also like it because it correlates with tax revenue. However, because it ignores the negative effects of growth, GDP gives a misleading impression of an economy’s state of health. A number of alternative measures have therefore been developed in recent years, which typically address both environmental and social factors.
 

A leader in this area was the tiny Buddhist kingdom of Bhutan, which in 1972 replaced GDP with Gross National Happiness. This combines a number of economic, cultural, social, and environmental measures into a single number. Perhaps as a result, the environment is taken seriously. According to Nature: “The country has some of the most progressive - and controversial - environmental regulations in the world, including bans on plastic bags, timber exports, hunting and even tobacco sales.”25 They also control tourism by charging visitors around $200 a day. But you get a hotel and personal guide.
 

Another measure is the Index of Sustainable Economic Welfare (ISEW), developed by ecological economists Clifford W. Cobb and John B. Cobb, Jr. in 1989. This corrects the GDP for factors such as uncounted household services, so it’s the same if you clean the house yourself or pay a cleaner; and subtracts for effects such as environmental degradation and resource depletion. In America the ISEW generally tracked the GDP until the 1980s, but since that time it has been on the way down, because the negative factors have outweighed the positive economic growth.
 

A related measure is the Genuine Progress Indicator, which includes additional factors such as social inequality and crime rates. A number of countries have measured GPI and again seen a slow decline in the past few decades, even as GDP has soared. In my home province of Alberta, Canada, a 2005 study by the Pembina Institute revealed that, despite a 500 per cent increase in GDP since 1961, boosted in large part by oil sands development, the GPI shrank by 20 per cent in the same time. The study noted that, on the plus side, “premature mortality and infant mortality has declined, life expectancy has increased, there are fewer fatal car accidents, unemployment rates are down, weekly wages are up.” On the downside, “household debt is on the rise, the gap between the rich and the poor is growing, as are greenhouse gas emissions and forest fragmentation.”26 Alberta is still a great and, I believe, privileged place to live, but the study shows that being a boom province also brings problems.
 

The Happy Planet Index is defined by the New Economics Foundation in the UK as life satisfaction, multiplied by life expectancy, and divided by ecological footprint.27 It therefore offers a kind of efficiency measure, in terms of happy years per unit of planetary area. Germany scores about twice as high on this index as the US, because people in both countries have similar scores of life satisfaction and life expectancy, but Germans consume resources at about half the rate. Nine of the top ten countries are in Latin America, with Puerto Rico topping the rankings.
 

In 2009, a commission appointed by Nicolas Sarkozy, the French president, recommended that GDP should be replaced or augmented by measures that take into account factors including general well-being, educational standards, non-market activities such as childcare and leisure, and environmental sustainability. The report also noted that, while France’s GDP per person in 2005 was 73 per cent of America’s, French people also work shorter hours and fewer days, and get better government services. So the real difference was half as big.28 Working less is also usually easier on the environment. One of the few bright spots from the credit crunch was that it helped reduce global carbon emissions by around 2.6 per cent in 2009, which was the largest annual fall in 40 years, according to the International Energy Agency.29
 

How to balance these different factors and combine them in a single indicator is obviously a difficult and ambiguous task, and the result is more like a report card, with a number of separate sections and a total overall grade, than a hard economic metric. The great appeal of the GDP is that it makes no such attempt - any transaction is the same as any other. As Herman Daly noted, economics is based on the “Pythagorean analogy” between “fuzzy” reality and “well-defined, analytic number.”30 However, economics has a long history of adopting models that are simple but wrong. Nobel laurel leaves have been sprinkled on risk formulae, based on the normal distribution, that are simple but wrong. The Gaussian copula used to value mortgage securities is simple but wrong. In exactly the same way, the GDP metric is simple but wrong, and by hiding the underlying complexity, it leads to the same kind of miscalculation.
 

If the alternative metrics seem fuzzy, ambiguous, and multidimensional, that’s because the real world is too. In fact, one could argue that metrics of any type are over-used in our number-obsessed and target-driven society. Metrics can take on a life of their own, as they become the objects of government or corporate manipulation; and as with risk models, over-reliance on them can weaken our intuition and common sense. The best option may be to maintain a range of complementary metrics, but treat them with a grain of salt, and realise that each captures only a part of the full story.
 





The living economy

 

The term “ecological economics” should be a little redundant, as both words share the Greek root oikos (household) and together mean something like household-study household-law. It is telling that the two fields of ecology and mainstream economics have grown so far apart in the century and a half since they were named that they now represent completely different sets of principles.
 

The basic idea of ecological economics can be summarised by Daly’s argument with the World Bank economists: when you draw the box for the economy, you have to put it in a larger box called the environment. The human economy is a subset of the world system. Our inputs, in terms of natural resources, and outputs, including pollution, are like the metabolism of a kind of super-organism. We can analyse it using the same kinds of tools as we use to analyse other living systems, such as a cell, or a beehive, or a complete ecosystem.
 

Instead of being a closed system, like a machine, the economy is open to the environment. Attention therefore shifts from the inner mechanics of the economy to big-picture questions related to things like scale and timing and the flow of energy. Is the economy becoming too big relative to its environment? Is it consuming resources at too fast a rate? Is it adequately disposing of its own waste? Is it endangering the food chain on which it depends for survival?
 

One application of ecological economics is to estimate the value of “services” provided by nature. For example, a 2008 study in the journal Ecological Economics estimated that the worldwide economic value of insect pollination services, provided mostly by bees, was $217 billion, which is about 9.5 per cent of the total value of the world agricultural food production. Some might yawn, but the report also showed that in terms of value, the crops most vulnerable to a loss in pollinators are the stimulants, coffee and cocoa. Lose those bees, and the whole human economy is going to slow down a notch as we wander around with glazed eyes, searching for the last remaining Starbucks stores.31 In 2006, the Stern Review on the Economics of Climate Change included ideas from ecological economics to estimate the damage caused by climate change, taking into account the impact on future generations.32
 

An inherent problem with these reports is that, by necessity, they assign economic values to things that cannot be directly measured but only estimated or inferred. This might be reasonable for something like bee pollination; but we can weigh the rights of future generations only by making complicated value-based judgements of what they might want, what alternatives they might have, and so on. The future impact of climate change is impossible to predict, because as discussed in Chapter 1, our models of the atmosphere aren’t much more reliable than our models of the economy.33 Even so, it is still possible to draw up reasonable targets, and monitor whether the situation is getting better or worse.
 

A different approach, sometimes known as environmental economics, is to let the market make the decision, or infer price from consumers’ choices. As a resource becomes more scarce, its price should increase accordingly; if we care about future generations, or endangered species, then we will take that into account when we make our purchasing decisions. This is just mainstream neoclassical economics in another guise. As one textbook on environmental economics states, in a perfect market, “prices ration resources to those that value them the most and, in doing so, individuals are swept along by Adam Smith’s invisible hand to achieve what is best for society as a collective. Optimal private decisions based on mutually advantageous exchange lead to optimal social outcomes.”34
 

This argument can be summarised as the theory that the price is right. Markets can cost everything, including future risk. But if markets cannot correctly price a CDO2 mortgage contract, with its billion-page documentation, then they certainly can’t price something like the CO2 bond we hold with our billions of descendants.
 





Ecology vs. economics

 

The different assumptions and worldviews behind ecological and mainstream economics mean that the two come up with very different policy recommendations. For instance, mainstream economists, along with most politicians and media, are almost religiously in favour of economic growth, as measured by GDP. The one thing every politician around the world could agree on after the credit crisis was that growth needed to be restored; less often was it mentioned what kind of growth. Some ideologues even argue that the best way to protect the environment is by growing the economy - as if a healthy planet is a luxury that only the rich can afford.35 Yet there is now ample evidence that GDP growth is often associated with a decline in environment-sensitive indicators such as GPI. Quality matters.
 

Scale matters too. Ecological economists believe that when the human economy becomes too large relative to the natural systems that support it, then the problems caused by economic growth can outweigh any benefits. The world is already stretched to capacity to feed the current human population. We can increase production by improved efficiency, but there is always the trade-off between efficiency and robustness - intensive monoculture farming, for example, is inherently fragile and requires large amounts of fertilisers and pesticides to maintain it. Our agricultural system exhibits the same lack of modularity, redundancy, and diversity as our banking system (Chapter 2), but it is even more important for our survival. As the old saying goes: if you want to collect honey, don’t kick over the hive.
 

Mainstream economists treat money in abstract numerical terms, as something that can grow and expand without any constraints. Ecological economists see this as an illusion, and believe that money should be tied more closely to real physical wealth. Under fractional-reserve banking, banks can lend out far more money than they hold as reserves. The result is a debt-based financial system in which most of the “money” is in the form of credit, and everyone is running around frantically trying to pay it off. The situation is exacerbated by the existence of complex financial derivatives. The huge tower of money that was sitting uneasily on top of the world’s oil supply in 2008 was an imaginary thing that could vanish as easily as it was created (though its effects on humanity were real enough). One of the biggest obstacles to a sustainable, controlled-growth economy is that governments would have to get out of debt in order to afford it. Ecological economists therefore argue that we should reduce the amount of credit in the economy, even to the extent of returning to full-reserve banking, in which the only money that can be lent out is backed by deposits.36
 

Mainstream economists treat the planet’s resources and pollution sinks as if they were essentially infinite, but according to estimates from the World Wildlife Fund we are already living beyond our means. The ecological footprint of the human race - as measured in terms of the amount of resources we need to support ourselves sustainably - is now equivalent to 1.3 planets.37 The extra 0.3 planets-worth of resources is being borrowed from future generations. If all countries had the same ecological footprint as the United States, the total would be equivalent to ten planets. We are building up a large and unsustainable debt of a different kind that far outweighs anything produced by the subprime housing market.
 





The healthy economy

 

To reduce this debt, a first step is to make both resource use and pollution reflect their real environmental cost. Key to this is the way we handle energy. One approach is to shift the tax burden from things like salaries towards environmental negatives, through use of a carbon tax. This will not only make conventional carbon-based energy sources more expensive, but will affect the cost of all energy-intensive items, and therefore change price signals throughout the entire economy. Locally-produced goods, for example, will cost less than imported goods; housing and transportation will be pushed to adopt energy-saving technologies.
 

Another approach is to put a floor price in rich countries on non-renewable energy sources such as coal or oil, equivalent to the price of the nearest renewable substitute. One scheme, suggested by George Soros for the US, would be to impose a price on carbon emissions through a carbon tax or auctions of pollution permits, and use import duties to keep domestic prices above a certain level. This would help spur the development of alternatives and eventually bring down their cost. For this to be politically acceptable, the expected income from the plan would have to be distributed to the public in advance.38
 

While price signals will steer the economy towards a more sustainable path, they don’t directly address the problem of resource depletion. As with fisheries, sometimes the only way to protect the resource is to put a hard limit on the extraction rate. Under a cap-and-trade system, the rights to extraction are auctioned off to companies, in the same way that rights to bandwidth are auctioned off to mobile phone companies.39
 

Such schemes violate the neoclassical principle that we shouldn’t monkey with the market. But everyone is monkeying with the energy market anyway. When oil prices are rising, oil producers keep their product in the ground, waiting for it to appreciate further in value. OPEC countries get together to set their own quotas. Large consumer nations including China subsidise oil prices in their home markets. Venezuela uses oil as a tool to promote its Bolivarian revolution (though Chávez’s anti-American rhetoric is somewhat undercut by the fact that his country’s economy is based primarily on supplying them with oil).40 Institutional investment funds wade in and out of the energy market depending on the astrological position of the moon and stars, or on whatever Goldman Sachs tells them to do. Oil is about the most important thing in our world economy, driving both economic growth and the threat of climate change, and the fuel gauge is edging towards low. But the way that we handle it is less sophisticated than the mechanics of a 19th-century steam engine. If we want to avoid a Minsky Moment of global proportions, then we had better strap a governor onto the world energy markets.
 

Finally, we need to make the economy as a whole more robust to environmental shocks, even if this is at the cost of traditionally-defined efficiency. In previous chapters, I argued that in order to understand things like systemic risk, we need to adopt a systems approach to the finance system. A similar systems approach is adopted by ecologists in areas such as ecosystems-based fisheries management. Guiding principles, according to University of Washington fisheries professor Robert Francis and colleagues, include: “Keep a perspective that is holistic, risk-averse and adaptive,” and “Maintain resilient ecosystems that are able to withstand occasional shocks.”41 Similar principles could apply quite well to the human economy in general. Industries such as agriculture and retail are built around massive corporations and supply chains that circle the globe. These are highly efficient, in a narrow economic sense, and benefit from economies of scale, but also lead to uniformity, lack of regional self-reliance, and fragility. One benefit of a carbon tax is that it would make transportation more expensive and lead to a greater diversity of local supply chains, therefore reducing systemic risk.
 

The main problem with the economy, after all, is not that it is hard to predict or is expanding insufficiently quickly, but that in many respects it appears to be in a state of ill-health. As Galen wrote in On Medical Experience (2nd century AD): “In those who are healthy … the body does not alter even from extreme causes; but in [the unhealthy] even the smallest causes produce the greatest change.” The extreme instability seen in the markets, the extreme inequalities in wealth, even the extreme weather that may become more common with climate change, are all signs that the system is out of balance. Economists will never be able to predict the exact timing of a crisis like the oil shock, any more than a doctor can predict the exact timing of a heart attack, but they can at least make general warnings, and detect whether a situation is getting better or worse. (Of course, one reason why doctors are less willing than economists to make unsound predictions is because they can be sued for malpractice.)
 

Models can play a useful role, by enabling us to picture and simulate the complex linkages within the economy-environment system.42 As in biology or ecology, the predictive power of such models is usually low, because of the complexity and intractability of the system. As Evelyn Fox Keller noted, nature “is not completely bound by Logos.” The main use of models is to elucidate basic principles; consider different future scenarios; and perhaps even make the system less stressed and unpredictable in the first place.
 

Our current approach to the economy is schizophrenic.43 We design an unregulated system that is economically and ecologically unstable; model it using techniques that assume stability; try to make predictions of the future; and then react in surprise when something goes wrong. If instead we acknowledge that the system is unstable, that opens up the opportunity to actively improve it, rather than passively try to guess its next move.
 

It is often said that growth is necessary in order for the economy to avoid collapse. The whole point of capitalism, after all, is to use borrowed money to generate innovative products and services that increase productivity, raise standards of living, and pay off the debt. Consumers, for their part, are in a constant search for novelty and excitement. Social inequality guarantees that only the productive will be rewarded and prosper.44 A low-growth economy would lead, it is claimed, to unemployment, mounting debt, inefficiency, and mass boredom. However, the current arrangement, in which the benefits of increased productivity are sequestered by the elite, as the middle classes sink deeper into debt, the poorest struggle to survive, and the planet comes under increasing stress, doesn’t look very stable either. It will look even less stable if the world population reaches 9 billion people, as it is projected to do by 2050.
 

We therefore need to re-orient our definition of growth away from GDP, and encourage innovation in strategically useful technologies and policies such as low-carbon housing and transportation. We also need to rethink our approach towards consumption and the material world in general. Neoclassical ideology, and our faith that unchecked market mechanisms will safely navigate our path to the future, are probably the biggest impediments to solving the environmental crisis. The switch to an ecological perspective means that we can no longer pretend that optimality is somehow achieved by letting everything run free, or by naively assuming that the price is always right. When it comes to things like economic growth, the truth is a lot more complicated. In fact, as shown in the next chapter, we may already have overpaid.
 
  



CHAPTER 9
 

THE UNHAPPY ECONOMY
 

One should never direct people towards happiness, because happiness too is an idol of the market-place. One should direct them towards mutual affection.


Aleksandr Solzhenitsyn, in Cancer Ward (1968)
 

 


I think you can reach a certain state of consciousness, a state where you’re not aware of anything … you’re just being. The happiest people are those who are being, more times a week than anybody else. It’s just down to that.


John Lennon (1968)
 

 

 

 

According to the Victorian founders of economic theory, the main aim of growing the economy is to make people happy. But despite bigger houses, more cars, and a historically unprecedented abundance of material wealth in the richer countries of the world, measurements of happiness have actually declined slightly since the early 1960s. Meanwhile, countries with lower material standards of living often report higher happiness than those that are better off. It seems that we are working harder and longer, without becoming noticeably cheerier. This chapter explores the fuzzy and often contradictory relationship between money and happiness, and asks whether our future happiness depends on our ability to change the way we make economic decisions at the individual and societal level.
 

 

Neoclassical economics was forged during one of the most exciting periods of scientific history. Until the mid-19th century, scientists had a vague notion that there existed a mysterious quantity, energy, that permeated the universe but took many different forms. There was kinetic energy, the energy of motion, which Leibniz called the vis viva, or living force. Roll a ball down a ramp, and it gains kinetic energy as it speeds up. There was thermal energy stored in heat, which Leibniz and Newton believed was the energy of the random motion of atoms. And there was potential energy, which an object acquires in a force field - be it gravitational, mechanical, electrostatic, magnetic, or chemical. Alfred Nobel earned his prize-funding wealth by finding a way to store potential energy in the form of dynamite.
 

In 1845, the English physicist and brewer James Prescott Joule presented a paper, “On the mechanical equivalent of heat,” which described an experiment that shows how gravitational potential energy and heat energy are related. The apparatus consisted of a weight rigged up in such a way that, when it fell, it spun a paddle-wheel in an insulated barrel of water. The stirred water grew slightly warmer because the paddle’s energy of motion was transferred to heat, just as your hands grow warm if you rub them energetically together. The potential energy of the weight in the gravitational field was therefore translated, as the weight fell, into thermal energy of the water (a small amount was also lost to friction or to kinetic energy of the weight). By measuring the change in temperature, Joule could quantitatively relate the amount of energy stored in heat to the energy in the gravitational field.
 

In 1847, the German physician and physicist Hermann Helmholtz, motivated by his study of muscle movement, postulated that mechanics, heat, electricity, magnetism, and light were all different aspects of a single type of energy that was at all times conserved. The connection between the last three was made explicit by James Clerk Maxwell, who showed that light consisted of oscillating electrical and magnetic waves. Emmy Noether later showed that Helmholtz’s principle of the conservation of energy was equivalent to a symmetry of the laws of physics in time.
 

The conservation of energy is the archetype of a successful physical law. It is stable and immutable - as far as we know, it holds for all times and all places. It unifies many disparate phenomena - motion, heat, light - into one theory. It embodies a deep property of symmetry. And it reduces complex reality to a single number. As the physicist Richard Feynman observed, the law is “a most abstract idea, because it is a mathematical principle; it says that there is a numerical quantity, which does not change when something happens. It is not a description of a mechanism, or anything concrete; it is just a strange fact that we can calculate some number, and when we finish watching nature go through her tricks and calculate the number again, it is the same.”1
 





The physics of happiness

 

While these properties were remarkable enough, neoclassical economists believed that the power of the law extended even further. Helmholtz had been motivated by his studies of human muscles, which convert food energy into labour. So why not apply the law to human volition, which converts our labour into utility? Could it not even be used to describe all human behaviour? As Jevons wrote in The Principles of Science: “No apparent limit exists to the success of the scientific method in weighing and measuring, and reducing beneath the sway of law, the phenomena of matter and mind … Must not the same inexorable reign of law which is apparent in the motions of brute matter be extended to the human heart?”2
 

The philosopher Jeremy Bentham had already shown how to compute the human tendency to action by summing up “all the values of all the pleasures on the one side, and those of all the pains on the other” to give the total utility. And utility was like energy in that it could take different forms. For example, if a landowner orders a worker to dig a hole, then the worker will suffer a certain negative utility - the pain of labour - which will be compensated when he is paid. Suppose he then buys a loaf of bread with his earnings, and later eats it. Then over the cycle, utility will have transformed from the pain of labour, to money, to the purchase of food, to the pleasure of eating, in exactly the same way that Joule’s mechanism transformed potential energy into heat.
 

Of course, a problem was that one could never directly measure utility or pleasure. However, Jevons argued that in reality we can never directly measure forces, only their effects: “For instance, gravity cannot be measured except by the velocity which it produces in a body in a given time. All the other physical forces, such as light, heat, electricity, are incapable of being measured like water or timber, and it is by their effects that we estimate them. So pleasure must be estimated by its effects.” 3 Indeed, economics was in a fortunate position, because there was a wealth of data available - the markets: “we may estimate the equality or inequality of feelings by the decisions of the human mind … and its oscillations are minutely registered in the price lists of the markets.”4
 

To create a physics of happiness, the neoclassical economists therefore believed that they needed only to make a simple substitution between physical and economic quantities. In place of atoms, there were individuals or firms, and in place of energy, there was utility, in all its different forms. The result, claimed Jevons, would be “a kind of physical astronomy investigating the mutual perturbations of individuals.”5 Even if the available mathematical and statistical tools were not yet sufficiently refined, it would only be a matter of time: after all, “Previous to the time of Pascal, who would have thought of measuring doubt and belief? Who could have conceived that the investigation of petty games of chance would have led to the creation of perhaps the most sublime branch of mathematical science - the theory of probabilities?”6
 

Léon Walras likewise described economics as “a science that resembles the physio-mathematical sciences in every respect.” Vilfredo Pareto believed the theory was so deep that “People who know neither mathematics nor rational mechanics cannot understand the principal conception of my book.” According to the economist Francis Edgeworth, “The application of mathematics to the world of the soul is countenanced by the hypothesis … that Pleasure is the concomitant of Energy.” The trajectory of each soul could be computed by assuming that its aim is to realise “the maximum of pleasure.”7
 

The net effect over a society would be to satisfy Bentham’s “greatest happiness principle,” which was to provide the greatest happiness to the most people. The economy was nothing other than a mechanism for maximising (a word invented by Bentham) utility-a kind of giant pleasure machine. And rather than being a “dismal science,” economics was the science of good times and easy living.
 





Bad energy

 

A recurrent theme of this book has been how ironic it is that economics gains its scientific credibility from its association with physics. It would make sense if, for example, its neoclassical founders had been physicists; or if they had at least shown a solid understanding of physics; or if their ideas had been endorsed by prominent physicists.8 But they were really just grabbing ideas from the air and transplanting them into economics without any concern for basic principles, such as units of measurement or the fact that people are not machines. If you perform Joule’s experiment, then the potential energy of a raised weight will transform into the thermal energy of a bucket of water as the weight falls, in a repeatable way. If you perform Jevons’ experiment, and calculate the flow in utility as a man digs a hole and is rewarded, then you will get one answer if he’s a union worker, another if he’s doing it at gunpoint, and still another if he’s digging a hole in his own garden for fun. As an analogue for energy - let alone as the basis for a grand theory of human behaviour - utility has little use.
 

Jevons’ argument that market mechanisms optimise utility, and therefore utility can be inferred from market prices, is an example of the circular logic that characterises neoclassical economics. As with the efficient market hypothesis, it boils down to the statement that markets know all and the price is right.
 

People did try to warn them. Replying to a letter from Walras, the French mathematician Henri Poincaré warned that the unrealistic assumptions of the theory might make the conclusions “devoid of all interest.”9 The mathematician Norbert Wiener later wrote that “economists have developed the habit of dressing up their rather imprecise ideas in the language of the infinitesimal calculus … To assign what purports to be precise values to such essentially vague quantities is neither useful nor honest, and any pretense of applying formulae to these loosely defined quantities is a sham and a waste of time.”10 Richard Feynman said of the tendency for social scientists in general to mathematicise their work: “I have a great suspicion that they don’t know, that this stuff is [wrong] and they’re intimidating people.”11
 

The association with 19th-century physics doesn’t explain how economics has managed to maintain its “hard science” aura. All sorts of once-fashionable psychological and sociological theories have been built around hazy notions of energy, but have failed to qualify for Nobel Prizes. These days, people prefer to build flaky theories around something a little more recent, like quantum theory or relativity.
 

The main reason for the persistence of neoclassical economics is that it tapped into something much more enduring. As seen in previous chapters, it is based on ideas of unity, stability, and symmetry that have characterised Western science since the time of the ancient Greeks. Go back to the Pythagorean list of opposites (Chapter 5), or consider the latest theories of supersymmetry or strings, and you will see those same principles there. Economics therefore has the look and feel of traditional “hard” science. It exploits this by “dressing up” its ideas in mathematical equations that are inaccessible to those “who know neither mathematics nor rational mechanics.”12
 

The other reason that economics is considered a hard, mathematical science is of course because, as Jevons noted, there is a lot of data available. The economy is based on the idea of number - that’s why coins have numbers on them. It is the realisation of the Pythagorean statement that “number is all.”
 

But can we really put a price tag on happiness? Are free markets really a machine for maximising pleasure? And if so, why aren’t we getting happier?
 





Share the joy

 

In the neoclassical framework, money is seen as a store of utility-a kind of potential energy that can be transformed into pleasure just by spending it. I wonder how the neoclassical economists would have seen the credit bubble of the early 2000s. A huge pleasure field that pervaded the atmosphere, perhaps. Or a massive, brewing electrical storm.
 

While money can certainly be used to buy pleasure, the two quantities - money and pleasure - are actually very different. For example, if you have some money, it doesn’t necessarily decay, because you can deposit it in an interest-bearing account. With pleasure, it lasts for a while, but soon dissipates. Studies have shown that lottery winners don’t stay ecstatic for long, but soon return to something close to their previous levels of happiness. Conversely, we can learn to cope with most forms of misfortune, though of course some traumatic events never fade.13
 

Money also builds up in an additive fashion. If you have a million dollars, and earn another million, then you’re twice as rich. But pleasures tend to saturate. Making the first million might make you very happy, but the second million is less of a thrill. In the terms of neoclassical economics, its marginal utility is lower. Materialistic desires therefore have an addictive quality - the more we have, the more we need.
 

Because money is lasting and additive, if left unspent it will tend to accumulate over time, which, as discussed in Chapter 7, is one reason for the extreme inequalities in world wealth. Pleasure is self-limiting, and short periods of great joy don’t necessarily add up to lasting happiness. Happiness is more democratic than money in that it is more stable and equally shared. As Jevons wrote to his brother: “I have a lurking suspicion that the sum total of a person’s enjoyment is generally equal to what we should call in mathematics a ‘constant quantity.’”14
 

The main determinants of long-term wealth include country of birth, education, ability, who your parents are, ambition, work, health, social networks, luck, opportunity, and whether or not you have access to a trust fund. Long-term happiness also depends to an extent on character traits, some of which may be inherited from your parents, and social networks, though they needn’t be from the best school.15 Health, family, a satisfying job, and societal trust are also important. However, the materialistic, acquisitive bent necessary to produce wealth doesn’t correlate particularly well with happiness. One paper from the German Institute for Economic Research found that “Nonzero sum goals, which include commitment to family, friends and social and political involvement, promote life satisfaction. Zero sum goals, including commitment to career success and material gains, appear detrimental to life satisfaction.”16
 

Money has no intrinsic value on its own, because the worth of a banknote depends on how things are priced in the stores. Furthermore, impressions of wealth are relative. If all of your friends and acquaintances and neighbours have more than you, then you feel poorer, which also affects happiness.17 The easiest way to feel rich is therefore to move to an area where your neighbours all earn a little less. A problem with social inequality is that we tend to compare ourselves with those who have more than us rather than less - especially if we are constantly hearing about them through the media.
 

Pleasure, in contrast, is both an internal subjective experience and at the same time a shared emotion with positive network effects. According to a study of over 4,700 American people, who were followed over a twenty-year period from 1983 to 2003, happiness spreads between individuals rather like an infectious disease (but a nice one). Having a happy friend or neighbour boosts your own feelings of happiness by an estimated 9 per cent. If that’s true, it would make sense for us all to take a half-day off work each week just to socialise. Even friends of friends have an effect. As one of the co-authors of the study, political scientist James Fowler, put it: “The pursuit of happiness is not a solitary goal. We are connected, and so is our joy.”18 To feel happier, you should move to a place where the neighbours look not less happy, but more.
 

While money and pleasure are closely related in some situations, e.g. while shopping, the linkages between the two are usually far more complex and ambiguous. Money doesn’t always buy happiness - and even if it does, the happiness it buys may be offset by other effects. As one study by the behavioural psychologist Daniel Kahneman and collaborators pointed out, high-earners spend more time working and commuting, and less time relaxing and hanging out with friends. As a result, they concluded: “People with above-average income are relatively satisfied with their lives but are barely happier than others in moment-to-moment experience, tend to be more tense, and do not spend more time in particularly enjoyable activities.”19
 

On a societal level, comparisons of “subjective well-being” and wealth also appear only weakly related. Although measuring happiness across different societies and cultures is obviously much more difficult than measuring GDP, it appears that, while poor countries do report lower happiness than rich countries, the correlation is small for countries with average incomes above $15,000, and disappears completely at $25,000. Countries such as Indonesia, Vietnam, El Salvador, and Mexico report high levels of happiness, in total defiance of economic principles. This is one reason why, as discussed in the previous chapter, measures such as the Genuine Progress Indicator or the Happy Planet Index do not track with GDP. Comparisons over time show the same thing. World GDP has grown enormously in recent decades, so if we were to insist that happiness and GDP are related, people must have been pretty damned miserable a hundred years ago, or a thousand years ago. But that doesn’t seem to have been the case.
 

Another demonstration of the difference between pleasure/ happiness and money is the fact that we are often happy to work for free - and in some cases, even happier than if we were paid. Volunteer work has been shown to bring many benefits, including the chance to make new friends, the satisfaction of seeing results, and even the sensation of being less selfish.20 Achievements such as Wikipedia, or the open-source computer language Unix, stand testament to the power of unpaid labour. In fact, we often prefer to work for free than for a reduced wage - lawyers will work pro bono, but hardly ever pro cheapo. The reason is because happiness and money engage completely different parts of our brains and our personalities.
 





Warm and fuzzy

 

As the behavioural psychologist Dan Ariely observes in his book Predictably Irrational: “we live in two worlds: one characterized by social exchanges and the other characterized by market exchanges.” Social exchanges are “warm and fuzzy” and include offers of help, exchange of gifts, neighbourly collaborations, and volunteer work. The pleasure is in the action itself, and immediate reciprocity is not expected or demanded. Market exchanges, in contrast, are “sharp-edged” and based on numerical calculations of wages, payments, and prices. 21 Social norms are more right-brained and intuitive, while market norms are left-brained and calculating.22
 

In most situations, we manage to keep these two worlds separate from one another, and it can lead to all sorts of misunderstandings when we mix them by accident or design. In one experiment, psychologists tested to see what would happen at a day-care centre if parents were fined when they showed up late for their children. Under the usual system, parents felt guilty when they were late, so avoided doing it again in future - the situation was governed by social norms (at the nursery I use, the phone call from the director usually does the trick). When fines were imposed, the parents stopped feeling guilty and started calculating instead - with the unintended effect that many chose to show up late and pay the penalty.23
 

Interestingly, when the day-care centre removed the fine after a few weeks and went back to the old system, the number of parents gone AWOL remained high. Instead of easily reverting to social norms, the parents were still operating under market norms - only now, being late was a really good deal. It seems there was a kind of hysteresis effect at work, in the sense that it was easy to go from social to market norms, but much harder to go back.
 

This preference for market norms is also shown by experiments in which subjects were primed to think about money, for example by seating them in view of a pile of Monopoly cash, before carrying out some tasks. The effect of the exposure to money was to make them less likely to ask for assistance, or make offers of help, or collaborate with others. They even preferred to sit further away from other people.24
 

Our ability to slip easily into market norms is perhaps because they have become so established throughout our society that they are now the default mode. People have always been interested in money, but we seem to be taking the obsession to new lengths. If we are taught and believe as a society that material success equates to happiness, and that market norms are in some sense more rational and real than social norms, then of course we will tend to favour them.
 

Unfortunately, though, getting stuck in market mode doesn’t make us happy, because happiness relies more on social and psychological realities than a number in a bank account. A network of friends, a sense of purpose and harmony in life, the joy of “just being” aren’t available down at the mall.25 Our economic theory promises us a road to happiness, but what it offers is an illusion. We built a machine for optimising happiness, only to find out we’re not happy living in a machine.
 





The pursuit of unhappiness

 

According to the neoclassical model, the working life is a bit like Joule’s experiment. You lift up a heavy weight (perform labour in exchange for money), then release the weight (drop some cash), thus stirring and warming the bucket of water (your soul). In practice, though, it often seems that we are left more stirred up than warmed; more agitated than content. Some aspects of our economic system seem designed to make us unhappy.
 

In the United States, reported happiness levels peaked some time back in the 1960s, and have remained fairly constant ever since, with a slight downward trend. Metrics of unhappiness, such as suicide and divorce rates, have shown the opposite tendency. One of the biggest profit-makers for pharmaceutical companies is anti-depressant drugs. Given that the US was founded around the Jeffersonian ideas of “life, liberty and the pursuit of happiness,” this is something of a concern. Perhaps the problem is that those concepts aren’t as compatible as they seemed.
 

Jefferson’s phrase in the Declaration of Independence was based on Adam Smith’s “life, liberty, and the pursuit of property” (which was used directly in the 1774 Declaration of Colonial Rights). Milton Friedman’s utopia of “a society in which individuals have the maximum freedom to pursue their own objectives in whichever direction they wish, so long as they don’t interfere with the rights of others to do the same thing” articulates the same idea. But if you forget all about supply and demand, Pareto optimality, etc., it seems a great leap of faith to assume that societal happiness is consistent with everyone selfishly trying to maximise their own utility. Instead, according to economist Richard Layard, our atomised societies suffer from “extreme individualism … We are unhappier as a result.”26
 

Indeed, the whole idea that individuals are in a competition for happiness is exactly the kind of thing that makes people unhappy. Everyone becomes paranoid that they’re not rich and happy enough. The harder they chase happiness, the more it evades them. The net result is something akin to a mental disease. The psychologist Oliver James has described “affluenza” as “placing a high value on money, possessions, appearances (physical and social) and fame.”27 The condition, which is prevalent in rich countries, places people at increased risk of mental disorders including anxiety, depression, and drug abuse. It is worsened by social inequality, which highlights differences in status, and is exploited by advertisers who drum up envy to drive sales. It is the shadow side of the American Dream.
 

There is also a clear biological link between economic stress and mental and physical health. In a 2007 survey by the American Psychological Association, 73 per cent of the respondents cited money as a significant source of stress.28 And that was before the housing crash. Stress affects the body in obvious and immediate ways, such as insomnia, or more subtle ways, such as increased blood pressure or even longevity. A study by a group of epidemiologists from Yale found that involuntary job loss more than doubled the risk of heart attack and stroke among older workers.29 Perhaps the most graphic example of this is Russia, where male life expectancy plunged by several per cent when the country experienced its traumatic shift to a market economy.
 

Part of the problem is that, while markets are very good at certain tasks, such as reducing costs and driving innovation, they are less talented in the social sphere. As the former US secretary of labour Robert Reich points out, in the 1950s and early 1960s “issues of economic security, social equity, community, our shared environment, and common decency were central to democratic capitalism.” These have lost importance as power has moved away from public institutions to consumers and investors: “Today’s economy can give us great deals largely because it punishes us in other ways.”30
 

Businesses make their decisions based on cold calculations of profit and loss. That is to be expected. But this attitude has crept over so that it dominates decisions by governments as well. Reich notes that: “Absent from any such calculus is consideration of … inequality … economic security … civil or human rights … public health or domestic tranquility … community … environment … tolerance and global peace … democracy. These attributes are clearly difficult to measure or to quantify, but that doesn’t make them less worthy of consideration than consumer and investor welfare.”31 The dominance of numerical market norms over fuzzy social norms means that we effectively devalue what is most important in life.
 

It seems that at the level of individuals, businesses, or governments, we have become locked into a particular hard-edged, yang view of the economy as a battle between individuals or firms to maximise their own utility, where selfishness is the only rational behaviour. The aim is to achieve dominance and assert status over those around you. Yin values such as connectedness or altruism are downplayed, and associated jobs such as nursing and childcare are underpaid.32 It is as if we are contorting ourselves to fit the model of rational economic man. The net result, though, is very far from Bentham’s principle of the greatest happiness for the most people. It is also rather unreasonable; for as discussed in the previous chapter, our striving for growth at all costs has now reached a scale at which it threatens our viability on the planet. We need to call an end to the race. The best way to do that may be to reform our economic theories.
 





Reasons to be cheerful

 

The fact that money and happiness are totally different concepts somehow knocks the steam out of neoclassical theory, which assumes precise and mathematical relationships between utility and price. If the economic machine isn’t maximising utility, then what is it maximising?
 

The answer, of course, is nothing. The economy is what it is. Free markets have many splendid attributes, which must be protected. They are the best way that we have come up with to make a wide variety of economic decisions. They offer individuals and companies the opportunity to either succeed, or fail and make room for others, in the process that Joseph Schumpeter called “creative destruction.”33 Markets are a basic form of human interaction that existed before economics was invented, and they don’t need neoclassical theories to justify them - any more than human cooperation must be justified by Marxism. But if we are to base our quest for the good life on empirical facts, rather than corny 19th-century ideas, then we need to rebalance our priorities.
 

As discussed above, one’s happiness depends on a number of factors. It generally doesn’t help if you’re stressed out and working incredibly hard to pay off a mountain of debt. At the same time, what counts for happiness is relative rather than absolute salaries. It would therefore make sense to aim for lower debt and lower economic growth, as conventionally defined in terms of GDP. As shown in Chapter 8, economic growth also often subtracts from environmental quality, which itself is important for happiness. This doesn’t of course mean that growth or progress should stop, only that they should be redefined.
 

In unequal societies, though, it is hard for anyone to be satisfied with what they have in material terms. So the first priority is to reduce inequality, which as discussed earlier is also strongly correlated with a range of social problems. The sociologist Robert Putnam observed that: “Sometime around 1965-70 America … started becoming both less just economically and less well connected socially and politically.” 34 Free markets, if left to their own devices for long enough, tend to concentrate wealth and power into the hands of a small number of individuals or firms. We therefore need non-market mechanisms, such as those discussed in Chapter 7, to limit this tendency.
 

Another plank of happiness is freedom from excessive levels of economic stress. So it is desirable that the economy be reasonably stable. Economic shocks such as financial crashes or unemployment have powerful emotional consequences. “It’s probably no accident that the economic term - depression - is the same as the psychiatric one,” notes the psychiatrist David Spiegel. “People tend to feel bad when what they have planned seems suddenly to come apart, when their ability to be effective in the world is challenged.”35 To restore financial stability is not the same as arguing for continuous growth. A low-debt, low-growth economy with a smaller financial sector may turn out to be inherently more stable because it has less leverage.
 

As mentioned in Chapter 6, a large amount of labour - including much done by women - is unpaid. This work, which is performed according to social norms, is vitally important for maintaining the happiness of a society. It should therefore be acknowledged and rewarded. One way is to use tools such as local currencies or time banks, which allow one to earn credits for services performed, and offer a balance between social and market norms. The popularity of these schemes has exploded in recent years, with many areas adopting their own local version.36 A shorter working week might lower GDP, but it would allow the informal sector time and space to expand, with increased involvement by both sexes.37
 

Finally, we have to acknowledge as a society that money and happiness are completely different quantities. The reason that GDP has soared in Western economies over the last few decades, but reported happiness levels have remained relatively static, is because they are not the same thing. The economy can’t make us happy all by itself. We just need it to work. Happiness is a separate issue that eludes direct pursuit and instead emerges as the indirect result of other activities.
 

The neoclassical model for economic growth is unsustainable and unsatisfying, not just because it requires infinite resources and harms the environment, but also because it relies on an eternal desire for more, which can by definition never be satisfied. It offers, not happiness, but the eternal promise of happiness, if we can just work harder and upgrade our lifestyles to the next level before everyone else does. We therefore need a new model of a successful society, in which money and material possessions play a subordinate role. Part of that is a new model for what constitutes a full and satisfactory life. Who is to say that maximising individual pleasure is the guide to a good life - or that it is even appropriate, in a world where pain and suffering have yet to be banished? What about values and qualities like wisdom, humility, empathy, graciousness, justice, service, courage, loyalty, honour, spirituality, and love, which cannot be reduced to simple calculations of short-term utility?38
 

The main obstacle to achieving this switch to a more balanced and pragmatic view of the economy is, I believe, neoclassical ideology. Anyone who takes an introductory economics course is taught that the individualistic pursuit of pleasure will, by a roundabout process involving the invisible hand, free markets, and so on, somehow make life better for all humanity.39 Since many of these students then go on to become leaders in business or government, where they perpetuate the same self-legitimising fiction, it is no surprise that we live in an individualistic, materialistic culture dominated by market norms. As a society, we’re all sitting further away from one another.40 It’s time we started telling a new story.
 





What’s wrong with this picture?

 

Economics sees itself as an objective, impartial, detached science; however, as already discussed, theories influence the world they seek to describe, and sometimes in surprising ways. For example, for a theory that emphasises qualities like stability and symmetry and rationality, and downplays the role of the financial sector - the Arrow-Debreu model of the economy doesn’t even include one - neoclassical economics seems destined to create a world that is unstable and unfair and run by banks.
 

This points to perhaps the most puzzling fact about mainstream economic theory. On the one hand, it says that the economy is fair and stable and optimal. On the other hand, companies in the financial sector that actually control much of the world’s wealth, and should therefore understand how it works, don’t seem to pay any attention. They support all the correct neoclassical think tanks, of course, but they also do everything they can to support inequality and instability. Such companies thrive on volatility, because they make their money by speculating on changing prices. If markets were really efficient, then price changes would be small and completely random, and it would be impossible to make a profit. It would be as exciting as surfing in a puddle.
 

And for that matter: why do we need central banks? If the economy is efficient and self-stabilising, and markets are all-knowing, what is the point in having a Federal Reserve tweaking interest rates? Wouldn’t it be better to just let banks set their own interest rates according to the “law of supply and demand”?
 

And finally, if neoclassical ideology is so rigid and widespread, why is it that free markets and small government are OK when the economy is on the up, but as soon as a crisis comes the first companies to get supported by the taxpayer are the banks? Shouldn’t they be allowed to fail according to the law of “survival of the fittest”? Isn’t it what their principles would demand? None of it makes sense.
 

In the final chapter, we therefore ask the inevitable, and entirely reasonable question: is neoclassical economics all part of a giant global conspiracy - an attempt to distract us from the real game that is being played behind the scenes?
 
  



CHAPTER 10
 

THE GOOD ECONOMY
 

The world over, citizens think we are lying to them, that the figures are wrong, that they are manipulated. And they have reasons to think like that. Behind the cult of figures, behind all these statistical and accounting structures, there is also the cult of the market that is always right.


French president Nicolas Sarkozy, speaking on the need for new economic metrics to provide alternatives to GDP (2009)
 

 


What’s important when you are in that hedge-fund mode is to not do anything remotely truthful because the truth is so against your view, that it’s important to create a new truth, to develop a fiction.


Jim Cramer, television personality and former hedge fund manager (2006)
 

 

 

 

Mainstream economics teaches that the market economy, if left to its own devices, will maximise the utility of each individual and lead to the best of all possible worlds. This concluding chapter discusses how the mistaken assumptions and myths of economic theory mask our understanding of how the economy actually works. They persist not for scientific reasons, but because they serve a certain agenda. We see how a flood of new ideas is providing us with the tools to shape a better, fairer, and more sustainable economy. These ideas come from diverse sources: new areas of mathematics such as nonlinear dynamics, complexity, and network theory; social movements like environmentalism or feminism; and also the ancient discipline of ethics. Current economic theory is less a science than an ideology peculiar to a certain period of history, which may well be nearing an end.
 

 

The Lipstick Building is an elegant 34-storey postmodern office tower in midtown Manhattan. Resting upon an oval array of pillars, the red granite and stainless steel construction tapers to the sky in three layers, like an opened tube of lipstick. The first two floors contain an impressive glass lobby, adjacent to a pedestrian plaza. The building’s largest tenant is a huge law firm, Latham & Watkins. Until 2008, the 18th and 19th floors also played host to a thriving and unusually profitable stock-trading and investment operation known as Bernard L. Madoff Investment Securities.
 

Madoff started the firm in 1960, at the age of 22, on savings of $5,000. Initially, most of his clients came from family contacts - his father was a stockbroker, his father-in-law an accountant. Madoff was a pioneer at developing fast computer systems to make quotes, thus allowing him to siphon business away from rival companies that were members of the New York Stock Exchange. The technology later formed the basis of the NASDAQ exchange. By 1992, Madoff’s trading volume was equivalent to 9 per cent of the NYSE.
 

Then in the mid-1990s, motivated at first by a desire to cover up an investment loss, this Wall Street insider took something of a left turn.1 He set up what would become the largest investment fraud in history - a $65 billion Ponzi scheme, which sucked in money from private and corporate investors with the sole purpose, it appears, of enriching Bernie Madoff.
 

The 18th and 19th floors of the Lipstick Building were filled with the usual array of smart, college-educated traders, who gave the impression of urgent efficiency common to those who handle millions of dollars a day. They worked hard and long and were exceptionally well paid. Clients included Bear Stearns, Lehman Brothers, and Fidelity. The office was routinely audited by regulators. All in all, it was what you would expect from a successful financial company. That wasn’t the whole story, though. Like a family with a secret in the basement, the whole operation had another level - the 17th floor - that clients, visitors, regulators, and even the other employees rarely got to see.
 

This floor was staffed with a different type of person - less educated, less experienced, less skilled. They dressed casually, and worked only regular nine-to-five hours. Their jobs were simple and routine, mostly clerical work, but still well paid. They were the ones running the “hedge fund” that was the heart of Madoff’s operation.
 

The scheme worked as follows. Madoff exploited his network of contacts in the business, philanthropic, and Jewish communities to take in money from wealthy investors, charities, or feeder funds. Advertising was by word-of-mouth, and referrals from the official business on the top two floors. The Madoff funds consistently delivered a high rate of return, and people asked few questions. If anyone wanted to withdraw money, they could at any time - there was always more cash coming in from new investors. But most preferred to allow it to grow. This was especially true of the charitable trusts that Madoff specialised in.
 

When asked how he managed to consistently beat the market, Madoff explained that his strategy was based on a combination of blue-chip stock investments and derivatives such as futures contracts. As he told the Wall Street Journal in 1992, this allowed investors “to participate in an upward market move while having limited downside risk.”2 The story was complicated but plausible enough to convince even major banks like HSBC or Spain’s Banco Santander to invest billions. Intermediaries such as feeder funds were awarded high commissions, which discouraged too much analysis.
 

Madoff’s operation came under suspicion from regulators a number of times and was investigated. But whenever they looked over the paperwork, and the reams of numerical data for all the stock transactions, it all looked OK. The only thing that brought it down was the crash in 2008, when too many investors tried to withdraw their funds at the same time, only to find that they had never really existed.
 





A new truth

 

So how did Madoff manage to perpetuate this illusion of growth for so long? Part of it was his skill at creating a compelling story - a “new truth” - which according to Jim Cramer (host of CNBC’s show Mad Money) is essential for any hedge fund, real or not. But technology - or rather the lack of it - also played an important role.
 

Madoff had built his original business around the innovative use of high-speed computerised trading. People on the top two floors had fast computers and real-time access to prices. But for the “hedge fund” Madoff preferred to use an antiquated IBM AS/400 machine, which was kept in a special glass case. Its outdated hardware - the range first came out in 1988 - meant that it was not compatible with the other systems.
 

That wasn’t an accidental drawback; in fact it was the entire point. Madoff, perhaps with help from his closest accomplices, would have to enter the data each day by hand. This procedure allowed Madoff to fabricate a history of stock transactions that would give whatever rate of growth was desired. Trade confirmations for each client were then prepared separately, each showing the fictitious gains calculated by the old IBM. In reality, no trades were taking place at all. There was a risk that clients would check, but it seems they never looked beyond the bottom line.
 

The key elements of this particular scam, then, were:• A complicated but plausible story. The hedge fund strategy could have worked in principle, and the returns were never so large that they seemed impossible. Its apparent complexity deterred questioning.

• Trust. Madoff was an insider who had built a reputable business.

• Incentives. Intermediaries were kept happy with high commissions. Investors were kept happy, or at least optimistic, with dreams.

• A network of rich and powerful contacts. Madoff had many wealthy friends, including entrepreneur and philanthropist Carl J. Shapiro, who chipped in a quarter of a billion dollars months before the scheme collapsed.

• Influence with regulators. Madoff and his family had extensive ties with regulators. He was a former chairman of NASDAQ and on the board of directors of the Securities Industry Association.

• The illusion of growth. Madoff’s funds showed consistent returns of around 10 per cent.

• An ageing computer. A machine that adjusts prices to agree with the story.


 

By 2006, Madoff had accumulated billions of dollars, which he mostly kept in cash accounts at Chase Bank. They financed a luxurious lifestyle for him and anyone in his gift-giving circle. But there was no investment, no real growth - all of that was a fiction. When the scheme collapsed, lives and institutions were destroyed. Madoff was sentenced to 150 years in prison - the judge labelled his crime “extraordinarily evil.”
 





Logic Piano II

 

Now, it would of course not be correct to say that the scheme known as the “world economy,” with its accompanying neoclassical sidekick, is directly equivalent to a Ponzi scheme in which there is no actual investment or growth. However, there are a number of points in common, which are worth exploring.
 

First of all, the economy has a great story. Open competition between individuals in free markets lifting the world out of poverty and optimising the levels of happiness for all mankind - sounds good to me. The story also enjoys a great deal of trust and credibility. It has been endorsed by the best universities, and even the Nobel Foundation. Introductory textbooks make sure to downplay or smooth over difficult or frightening issues like financial instability (bubbles are debatable), social inequality (no chapters on power discrepancies), or environmental degradation (someone else’s problem).3 Anyone who remains unconvinced is referred to the elaborate and impenetrable mathematics that support the story. This usually deters further investigation.
 

The scheme has also made sure that participants are adequately incentivised. Anyone working at senior levels is well paid, sometimes extravagantly so. The neoclassical story means that ruthlessly pursuing your own objectives and amassing incredible wealth can be interpreted as virtuous behaviour - Goldman’s CEO Lloyd Blankfein, for example, said his company was performing “God’s work” - which is an important motivational plus.4 And the system has a powerful network of contacts at top universities, institutions like the World Bank and International Monetary Fund, and the highest ranks of world governments - all of which employ or are run by neoclassical economists.
 

The “investors” are kept in the game by the illusion that they can achieve happiness if they just work hard enough, along with the fact that most of them are heavily in debt. And many happy investors in emerging economies like China and India have seen huge increases in their material standards of living. (We’ll leave aside the explosion in inequality in those countries, and also the fact that China - ranked 93 out of 141 countries by the Fraser Institute for economic freedom - hardly meets the usual definition of a free market economy.)
 

The scheme can point to an excellent track-record of growth, with consistent year-on-year GDP increases. Finally, and perhaps most importantly, it has that essential device, the very linchpin of its success: the ageing computer in the corner, the equivalent of Madoff’s IBM - the NeoClassic Logic Piano (Mark II).
 

The inner mechanical workings of this beautiful old machine date all the way back to the 19th century. It was designed by true pioneers - including William Stanley Jevons, inventor of the original Logic Piano. In the 1960s it was updated with efficient market theory, and in the 2000s with the latest risk management techniques, but these were minor tweaks.
 

Again, it’s no accident that the hardware is a little out of date, and incompatible with more recent technologies, because its role is purely cosmetic. The way it functions is very simple. The operator types in a price for whatever they want. The machine then makes a whirring sound, some cogs rotate, and it outputs: exactly the same number! Thus confirming, for all of a scientific bent, that the price is right.
 

If anyone inquires how the machine works, they are referred to the original documents that explain how a pendulum housed inside measures “minute oscillations” of an energy-like quantity called “utility.” Huddled scholars can also print out complex mathematical equations proving that the answer is rational, efficient and optimal. But in reality, of course, the machine just gives the market price, which, following neoclassical theory, is right. As physicist J. Doyne Farmer and economist John Geanakoplos note: “Economic theory says that there is very little to know about markets: An asset’s price is the best possible measure of its fundamental value, and the best predictor of future prices.”5
 

For example: in March 1996, and October 2002, the NASDAQ was priced at 1,140. Between those two dates, in March 2000, it reached 5,048. That might seem like an error - but according to the NeoClassic Logic Piano, the prices were right. There are even academic references to back it up.6
 

Here’s another: the oil spike of 2008. All due to the forces of supply and demand, according to the machine. So again, there was no error. At all times, the price was right.
 

The same applies to any asset or service, including human labour. Janitorial staff in Harvard not earning a “living wage”? Sorry about that, the price is right.
 

Sweatshop workers making clothes for Wal-Mart for cents an hour? Tough. The price is right.
 

CEOs earning hundreds of millions of dollars in compensation? Keep up the good work! The price is right.
 

Proportion of wealth owned by top 1 per cent of population, currently at 40 per cent and climbing? You’re worth it. The price is right.
 

Bankers earning massive bonuses at the same time as they break their banks? Kudos. The price is right.
 

Even the environment is taken care of. Species going extinct at the highest rate ever? The price is right. Impending risk of catastrophic climate change? The price is right. Carbonated oceans? The price is right.
 

So if any member of the world economy is unhappy or unsure about their statement, or if regulators smell a fish, or if someone just thinks the system is a little out of whack, or unfair, or in danger of some kind of collapse, then the NeoClassic Logic Piano will assure them that everything is OK. Look, it says: the price is right. Everything is in order. It’s logical.
 

It’s found that this nearly always helps to restore peace of mind. People go home secure in the knowledge that their wealth is being cared for and all is right with the world.
 





The money game

 

A key difference between the “world economy” scheme and a Ponzi scheme such as Madoff’s is that a Ponzi scheme is entirely supported by new investment money, while the world economy is clearly highly productive. Those rising GDP figures aren’t an illusion, they represent real economic and technological progress: we’re richer, healthier, better educated, and more mobile than at any time in history. However, both schemes are eventually doomed to hit a wall. Economic growth, as traditionally defined in terms of production and consumption, is unsustainable - not in the sense that it will be bad for the planet, but in the literal sense that it’s not going to happen.
 

As discussed in Chapter 8, the world economy can be viewed as a kind of super-organism that takes in energy and raw materials, generates various objects and services for internal consumption, and expels waste to the environment. If we think of capital in terms of natural resources - e.g. sources of energy and raw materials - then we are living off the existing stores. Not a good thing. (I’d say they teach that in Economics 101, but apparently they don’t.)
 

At the same time, our waste products are actively degrading the world’s forests, oceans, and atmosphere, thus leaving a horrendous bill for future generations. As ecological economists point out, it’s like a Ponzi scheme, except that the new investors - “suckers” in investor parlance - who support the whole thing haven’t been born yet. They say a sucker is born every minute, but in this case it’s not quite true. As Herman Daly wrote in 1991: “The current beneficiaries … try hard to keep up the illusion among those doubters at the end who are beginning to wonder if there are really sufficient resources in the world for the game to continue very much longer.”7
 

Like the Ponzi scheme, the world economy funnels wealth up to a tiny elite. The other investors think or hope that one day they will join that select group. But again, it’s not going to happen. If everyone on the planet lived like Americans, with the same environmental footprint, then we would need ten planets to support us all - and we don’t have them. It’s about as likely and as feasible as Madoff suddenly deciding, before he got caught, to return all his money to the investors, with interest. If everyone lived like Wall Street bankers, we’d need an entire galaxy.
 

Of course, with the world economy there is no single mastermind or organisation at the top. The scheme is not being orchestrated by the World Bank, or Goldman Sachs, or Bernie Madoff from his jail cell. It wasn’t designed by William Stanley Jevons or Vilfredo Pareto or Milton Friedman. It is better described as an emergent feature of our society. The masterminds/investors are you and I.
 

And while Madoff was called a monster by those he ripped off, the world economy does not have evil intent. It’s more of a giant game that has run out of control. One of the more entertaining moments of the crisis came in March 2009 when Mad Money’s Jim Cramer was invited to appear as a guest on The Daily Show with Jon Stewart. For several days, Stewart had been mocking the financial forecasts of Cramer and his colleagues: “If I had only taken CNBC’s advice, I would have a million dollars today - provided I started with $100 million.” During the much-hyped showdown with Cramer, viewed by over 2 million people, Stewart accused him of trying to turn finance into entertainment, but “it’s not a [expletive deleted] game.” He also showed old videos of Cramer explaining, a little too clearly, how hedge funds manipulate the markets.
 

While Stewart’s point is well taken, the truth is that markets are in large part a game - it’s up to us to set the rules. Unlike Madoff, we may have the self-control and the motivation to wind the scheme up before it does more harm. Without the neoclassical “price is right” machine, the scheme can’t function. The story won’t stand. The whole structure will come crashing down of its own accord.
 

All we need to do is break into the metaphorical 17th floor, open the glass case, pick up the old computer, and smash it into pieces.
 





The price is wrong

 

The tricky part, obviously, is that the machine is guarded and maintained by an elite group - the orthodox economists - whose sole function is to protect it from interference. Their loyalty is guaranteed by the special bond of tenure - described by Pablo Triana as “perhaps the biggest incentive for toeing the official line ever invented by humankind” - and occasional lucrative contracts in the private sector.8
 

Even the recent economic crisis, or the looming environmental catastrophe, is not enough to create more than a seed of doubt in their collective mind. Economist James K. Galbraith, a critic of conventional theory, notes that: “I don’t detect any change at all … It’s business as usual.” The behavioural economist Robert J. Shiller, who knows a thing or two about human behaviour, told the New York Times: “I fear that there will not be much change in basic paradigms. The rational expectations models will be tweaked to account for the current crisis. The basic curriculum will not change.”9
 

So what we can do instead is build an alternative, based on 21st-century knowledge and technology. Or better yet: a number of alternatives, all reasonably plausible, all giving answers that, although not in perfect agreement, still make more sense than those of the machine. The sound of “the price is right” being called out over and over will be drowned out by a cacophony of new voices.
 

These new theories will draw their inspiration from new areas of applied mathematics, such as network theory, complexity, and nonlinear dynamics. The economy has always been a complex, dynamic, networked system; but the development of the internet, increasingly globalised supply chains, and computerised banking mean that it is more necessary than ever to model it with the appropriate tools. By mining and exploiting the vast amounts of data now available on economic transactions, these techniques will revolutionise the way we understand and visualise the economy.
 

The theories will treat the economy not as an inert machine, but as a kind of living organism. The models and techniques will therefore resemble those developed for life sciences like systems biology or ecology or medicine. Instead of seeing the economy as a self-contained, closed box, the theories will include interactions with the environment over long time-scales. They will also avoid over-simplifying complex issues such as inequality, happiness, or climate change.
 

As an example of this approach, an editorial published simultaneously by the British Medical Journal and the Lancet in 2009 wrote that our high-carbon economy is causing a range of environmental, political, and health problems, particularly in poor countries. These include atmospheric pollution, deforestation, loss of biodiversity, extreme weather, drought, water shortages, spread of diseases, famine, and conflict. On the other hand: “The measures needed to combat climate change coincide with those needed to ensure a healthier population and reduce the burden on health services. A low-carbon economy will mean less pollution. A low-carbon diet (especially eating less meat) and more exercise will mean less cancer, obesity, diabetes, and heart disease … This is an opportunity too to advance health equity, which is increasingly seen as necessary for a healthy and happy society.”10 We need joined-up solutions to joined-up problems.
 

The theories will relax the neoclassical obsession with “hard” equations and numbers, and adopt a more nuanced and multi-faceted approach. While they will take advantage of the new social and financial and environmental data being produced, they will not devalue things such as happiness or sustainability or the worth of other species just because they are hard to measure. They will consider new metrics, such as the Genuine Progress Indicator or the Happy Planet Index. They will also acknowledge the limitations of mathematical models and statistical measures, and balance them with words and narratives.
 

The theories will benefit from the insights of a diverse range of people including environmentalists, feminists, psychologists, and political scientists. Such collaborations will not be easily forged in traditional university settings, which divide researchers into finer and finer specialities. We therefore need new multi-disciplinary centres that place experts from diverse backgrounds into close proximity to work on shared projects. The centres developed for systems biology, such as the Institute for Systems Biology in Seattle, can serve as a template.11
 

And once we start to treat the economy as a living thing rather than a machine, we will have to consider a field that dates back even further than the “price is right” logic machine: that of ethics.
 





Fuzzy logic

 

According to mainstream economics, both the economy and the entire planet are inert objects that blindly go about their actions, slave to the law of cause and effect. Apart from extreme cases like murder, there isn’t much point in trying to decide whether an action is good or bad, because the answer is implicit in the market price. As economists M. Neil Browne and J. Kevin Quinn note: “economists distinctly do not question the moral worth of market prices and wages.”12 If something is good, then many people will want it, and its price will go up. The price is right. Neoclassical economics isn’t a theory, it’s an excuse.
 

If, however, we abandon the idea that the economy is an efficient machine, and the markets are as all-seeing as the eye that adorns the pyramid on the US one-dollar bill, then we need an alternative frame of reference. Unfortunately, our reliance on the “price is right” principle seems to have atrophied our ability to make ethical judgements.
 

Three examples: one trivial, one medium, one large. The trivial one occurred around 2000. The single currency had recently been adopted in Europe, and a number of department stores and other outlets were offering to exchange pounds for euros. One night on TV, a news show interviewed a teenage boy who had spotted that one of these outlets had mispriced euros. He bought some euros from them at a low price, then sold them back elsewhere at the usual price, which made him a small profit. Then he went back to the first place and did it again. And kept doing it until the store caught on and corrected its mistake.
 

The TV interviewer did not take Jon Stewart’s position and tell the boy off for playing a game with the market. Instead, she gave the impression that he was very clever and destined for a successful career in finance (probably true).
 

Indeed, a principle of economics is that arbitrageurs who buy low in one place and sell high in another perform a useful service by correcting market “anomalies.” But just because a particular behaviour is fine when done in the context of a job, that doesn’t mean it’s something that is generally deserving of praise. The boy could have corrected the mistake just by courteously pointing it out to the teller. Instead he chose to make a profit. The ethical context has shifted - the behaviour isn’t terribly bad, but it’s slightly shameful, and certainly not worth celebrating. The point is not that traders should suddenly stop trying to take advantage of one another - that’s the game they are paid to play - but we shouldn’t get confused and think that those norms are correct in every situation.
 

Taking market norms to their logical limit ends with situations like the mortgage mis-selling that contributed to the subprime crisis; or the commodity price spike of 2008, when the financial community transformed basic necessities like wheat and oil into volatile and unaffordable assets.13 As investment manager Michael Masters testified to a US Senate committee: “If Wall Street concocted a scheme whereby investors bought large amounts of pharmaceutical drugs and medical devices in order to profit from the resulting increase in prices, making these essential items unaffordable to sick and dying people, society would be justly outraged.”14 To address such issues we need a system of ethics that allows for fuzzy, graded statements instead of binary right/wrong, good/evil divisions. Trading for profit isn’t always good or always bad, it’s on a sliding scale that depends on the context. Adair Turner: “It is much easier to proceed in life on the assumption that either all markets are axiomatically good, or all speculation evil. The reality is more complex and requires us to make trade-offs and judgements. But there is no alternative to that complexity.”15
 





That’s entertainment

 

The next example is the vexed issue of bankers’ bonuses. After the crunch, these were defended by bank executives on the grounds that bankers are like entertainment stars, and firms have to pay whatever it takes to get the best talent. Their activities also make a significant contribution to GDP. Stuart Gulliver from HSBC compared his team to Hollywood actors. John Varley, the chief executive of Barclays, preferred the soccer analogy. “There is simply no higher priority than to ensure we field the very best people. That in a sense is exactly the same as a football [soccer] manager if they are going to win. Our obligation is to ensure we pay appropriately.”16 Bill George, a director of Goldman Sachs, went for both: “It’s much like professional athletes and movie stars.”17 Perhaps fearing an AIG-style backlash, the London Investment Banking Association - which represents firms including Goldman Sachs, Morgan Stanley, and JPMorgan Chase - criticised a plan to publish bonuses on the grounds that it would “create the potential for ill-informed and populist public commentary on reasonable remuneration practices.”18
 

This topic might seem like a distraction, but it does bring up a number of interesting technical points that also apply to other aspects of the economy:• The salaries of bankers do follow the same dynamics as those of CEOs or entertainment stars (Chapter 7). That doesn’t mean they are appropriate or reasonable. According to one UK survey, 96 per cent of people believed that premier league soccer players are overpaid.19


• We are a little more willing to tolerate high salaries in the case of actors or sports stars because they are entertaining and don’t crash the economy. Important hint: bankers don’t get asked for autographs.

• Nonetheless, many sports leagues such as the National Football League and the National Hockey League in North America have instituted salary caps to level the playing field.

• In England, professional soccer players today do earn massive salaries similar to those of top bankers. But they don’t play that well as a team. The last time England won the World Cup was 1966, when salaries were orders of magnitude smaller.

• Mathematical models predicting movie box office returns have shown that actors and directors play a surprisingly small role in determining ticket sales.20 Salaries therefore say more about the Hollywood star system than about profitability. Harrison Ford became famous because of Star Wars, not vice versa.

• Banks have an important positional advantage in the economy. For example, the fractional reserve system sanctions them the power to effectively produce money by lending out more than they have. Such rights and benefits are a property of the financial network as a whole, rather than individuals.

• Companies are also reliant for success on institutional reputation, not just lone stars. Lehman Brothers, for example, was founded in 1850 and had a formidable reputation that helped it attract business.

• In finance, skill is important, but so is luck. If 100 traders take high-risk leveraged bets over a period of several years, there will be a big spread in results by chance alone. That doesn’t mean the winner is a genius.

• Large bonuses incentivise traders to make reckless decisions, resulting in “negative externalities” such as global recessions.

• In the UK, the financial sector did make an outsized contribution to GDP before it had to be rescued following the credit crunch.21 However, its growth coincided with a decline in manufacturing and technology - not surprising when the default destination for talented science students is finance - along with a rise in problems associated with social inequality.22 Instead of needing protection, maybe it’s just too big.


 

Finally, you don’t need to be the Pope to see that there is an ethical dimension to all this. Although as it happens, the Pope did speak out against the culture of greed, saying that: “He who builds only on visible and tangible things like success, career and money, builds the house of his life on sand.”23 As discussed in Chapter 4, when sand piles get too high they have a tendency to fall down. Rowan Williams, the Archbishop of Canterbury, told the BBC that bonuses should be capped, and said: “What we are looking at is the possibility of a society getting more and more dysfunctional if the levels of inequality that we have seen in the last couple of decades are not challenged.”24 When a sector like finance or natural resources becomes too large, it also fosters rent-seeking behaviour (extracting income without contributing to real productivity) and the growth of a corrupt and dependent political class.
 

At a speech to a banquet of dignitaries in 2009, the Lord Mayor of London, Ian Luder, said: “It is banking activity, international banking activity, which makes the world go round.”25 But the reality is that banking is just one of many vital services supporting the economy. The main thing that makes it unusual, for such an important profession, is its failure to develop sound ethical standards. Doctors and engineers have ethical codes; bankers have dress codes.
 

One positive aspect of the controversy over banker compensation was that it helped destroy the illusion that salaries accurately reflect a person’s contribution to society, and showed the importance of ethics and fairness. A more important issue is of course the salaries earned by the bottom 50 per cent of the world’s population. In terms of the movie analogy, they are currently the equivalent of the extras in a Hollywood film who get their appearance cut from the final scene. They are the children playing soccer on the Brazilian beach who don’t get spotted by talent scouts and sold to Manchester United. But if we change our definition of economic efficiency to that of the Happy Planet Index - in which the aim is to be happy while consuming few resources - then they have more to teach us than our financial elite. A suitable subject of study, perhaps, for a multi-disciplinary Institute of Systems Economics.26
 





Dirty oil

 

The third example of an ethical quandary is from Alberta, whose boundaries happen to include the planet’s largest reservoir of bitumen - a form of crude oil mixed with sand, minerals, and water. Companies including Suncor, Syncrude, and Shell have found that they can extract the crude oil, either by first scraping up the land or by using newer in situ techniques, and sell it on the open market at a profit. By normal economic accounting procedures, the operation makes a lot of money and boosts GDP. On the negative side, it also destroys vast swaths of the boreal forest, consumes incredible quantities of water, emits equally incredible amounts of pollution in the extraction process, and has blackened Canada’s reputation as a green country.27 The expression “low-carbon economy” is not what comes to mind.
 

There has long been local opposition to oil sands development from environmental organisations, indigenous groups, academics, and others. 28 In August 2009, though, the oil sands became a hot political topic in, of all places, Norway. The Norwegian company Statoil started a $2 billion project in Alberta in 2007. But during the 2009 election campaign, most of the Norwegian political parties came out against the involvement. An editorial in the main newspaper Aftenposten wrote that Statoil and the government were showing a “collective denial of responsibility” for oil sands emissions. The leader of the Christian Democrats party, Dagfinn Hoybraaten, said that: “in our view, this is more than a regular business issue. It’s an overall ethical issue.”29
 

The response of Alberta premier Ed Stelmach was: “I’m not aware of Statoil. All I know is these last couple of weeks there has been just a huge renewed interest … more and more news [is] coming from large pension fund managers that are looking at Alberta as a great place to invest.”
 

Albertans are famously resistant to suggestions from outsiders on how to manage said resources. It is also probably true that oil sand emissions are less of a threat to the planet than, say, Chinese or American coal. But two things are clear. First, Hoybraaten is right - there is an overall ethical issue, which needs to be discussed. Second, pension fund managers aren’t paid to make ethical decisions or enforce standards. That’s one of the jobs of governments. So when we delegate sensitive decisions to pension funds, there is a problem. Why should fund managers argue that we cap the rate of oil sands production, give the land time to repair, or spend money on improving the technology, if these harm short-term profits? Again, market norms are no substitute for ethics.
 

Nor can we delegate ethical decisions to our role as consumers or investors. One property of ethical violations is that their impact seems to decay with distance and separation. If we all bought our clothes directly from the people who made them, then their working conditions would probably loom somewhat larger in our consciousness than they presently do. With global supply chains, it’s rarely clear where the objects we consume even come from, and we can’t factor ethical decisions into judgements of price. We therefore need strong institutions and laws that enforce ethical standards at source in a uniform and democratic fashion.
 

It is encouraging that developments like the oil sands or climate change are increasingly being framed in an ethical rather than a purely market context, because once ethical judgements are established, in the form of laws or social taboos, they tend to be long-lasting and will eventually outweigh even the profit motive.30 Market forces may not be able to pick up the opinions of future generations, but our sense of ethics can.
 

Markets are enormously powerful tools for making a number of economic decisions. As someone who works for a small company, I’m as involved in markets as most people. However, their strengths are overrated by ideologues. Markets by themselves are not responsible for innovation. Many of the technological advances of the 20th century - including the decades of development that led to the internet - actually took place in government labs or in heavily subsidised military programmes (economists should know this, given that the development of neoclassical economics also owes much of its success to funding by the US government during the ideological battles of the Cold War).31 We live longer and healthier lives in large part because of work done at publicly-funded hospitals. Research and development is often best carried out in less competitive, less bottom-line, more cooperative environments. What markets excel at is selecting the best new technologies and turning them into successful products. The public, private, and non-profit sectors have synergistic roles - we need them all.
 

In fact, modern technology would be nowhere without the basic tools of mathematics and physics, which were also not developed by markets or private corporations. This points to the role of universities in shaping our attitudes towards the economy.
 





Breaking the piano

 

The NeoClassic Logic Piano owes its continued existence in large part to university academics, who keep it buffed and maintained and protected for the next generation. This involvement goes well beyond the economics departments. Universities divide subjects into minute specialities and have traditionally tried to keep them separate (there are signs that this is beginning to change).32 Economic decisions affect most aspects of life in one way or another, though, so everyone else should at least have an opinion.
 

Some pending questions:
 

How does the physics department feel about economic ideas masquerading as laws of nature?
 

Do the humanities departments agree with the story that society is made up of individuals who act independently? If not, how is that being reflected in the education of future business leaders?
 

Is the mathematics department OK with the kinds of models used in economics classes? Are assumptions of things like stability plausible?
 

What do mechanical engineers think of the safety margin used by “financial engineers”?
 

Is the gender studies department cool with the definition of Homo economicus?
 

Do sociologists agree that societies always behave rationally? Do neoclassical tools make sense in an increasingly networked society in which one of the most valuable commodities - information - can be distributed at near zero cost?
 

Are political scientists sure that economics is politically neutral? Are historians convinced that neoclassical economics is an objective science and not a cultural artefact shaped by a certain period of history ? What will be the impact of the rising consumer power of women, or of non-Western countries with different political and economic ideas and agendas?
 

Do ecologists think that the environment is taken seriously enough in economics textbooks? If they seriously believe that we are in danger of a survival-threateningly huge environmental crisis, is the introductory economics class at their institution increasing or decreasing the risk?
 

What does the psychology department think of the definition of utility, or the economics of happiness?
 

Are philosophers in agreement that markets can make ethical decisions?
 

And finally, how do elite institutions like Harvard University, Oxford University, Massachusetts Institute of Technology, or California Institute of Technology feel about the fact that in 2007, 20 or 30 or more per cent of their graduates went straight into the financial sector? Are these institutions being used as a filter or barrier of entry to select talented students for this over-paid and socially under-productive area?33 If that is the case, shouldn’t the universities at least revise their teaching to better reflect new theories and approaches, not to mention ethics?
 

Until university departments break down the artificial divisions that separate their subjects, the NeoClassic Logic Piano will be safe. The best hope for change probably comes not from university administrators, but from the ones with most at stake - the students. They are the ones who are being fed the story about the economy. If they decide not to buy in, then that will be it.
 

One excuse heard for the lack of progress in economics is that academia changes only slowly. But that isn’t true at all. Nothing much happens for a long time, but when change comes, it is often sudden and violent - like an earthquake, or indeed a financial crash. Early in the last century, physics was completely rewritten in the space of a few years. Biology has been revolutionised by recent technological advances such as the human genome project.
 

So: students. Decision time. You live at what many believe is a bifurcation point in human history. You’ve seen all the graphs with lines curving up like a ski jump. Human population. Gross domestic product. Species extinction. Carbon emissions. Inequality. Resource shortages. You know that something has to give. You’ve got an idea that the price isn’t right. Maybe you’re even suspicious that, if the world economy does turn out to be a Ponzi scheme, you or your children are a little bit late in the game.
 

You therefore stand at a fork in the road. You can take the orthodox route - and risk ending up with a qualification as impressive as a degree in Marxist ideology right after the fall of the Berlin Wall. Or you can take a chance on regime shift, by speaking up, questioning your teachers, being open to disruptive ideas, and generally acting as an agent of change.34
 

You can insist that the economy is a complex, dynamic, networked system - and demand the tools to understand it.
 

You can point out that the economy is unfair, unstable, and unsustainable - and demand the skills to heal it.
 

You can tell the oracles that they have failed.
 

You can go in and break the machine.
 

And then you can do something new.
 





A new economics

 

Of course, there’s a risk to taking such a path. But it is no bigger than the one taken by those maverick outsiders Jevons, Walras, and Pareto when they developed neoclassical economics.
 

For a theory to last almost 150 years is a triumph, of sorts. For it to last one more decade will be a disaster. It was perhaps the right story for a certain period of history, or the one that people wanted to hear, but it has far outlived its usefulness.
 

Since the credit crunch, the world economy has sprung back quite well, in most places. Stock markets have made back much of their losses. Unemployment has apparently stabilised, as has the US housing market. Bank profits have recovered. However, at the time of writing no such rebound has been seen in the bee population. There is less oil in the ground, and more carbon in the sky. Private sector debt has been replaced by public sector debt, raising the spectre in some countries of sovereign default. The financial sector is more concentrated than before. The real problems haven’t gone away, only intensified slightly.
 

Where there are plenty of green shoots appearing is in the new economic ideas being developed by a range of scientists and thinkers and practitioners. Their theories may look scattered and unrelated, but if this book has one message, it is that they are all part of a semi-coherent movement. Instead of seeing the economy as an efficient, deterministic machine, running on automatic, they see it as a living thing that we can consciously influence, for better or worse.
 

The world economy has grown up, and the ancient myths are losing their power. The new story that’s emerging isn’t simple, or particularly flattering - we’re less rational or efficient or fair or good in this version. It turns out that we’re not all super-heroes with the ability to look far into the future and make perfect decisions. (Which is a shame, because those powers would be quite useful right now.)
 

We will never be able to perfectly model the economy, or eliminate the chance of another financial disaster. But we’re living in a bubble, and we need to address our debt. I’m loath to make predictions, but in my opinion the next big crash won’t be about money. It won’t be triggered by bankers or mathematicians. It will be about something much more real. We have a line of credit with the rest of the planet, and it’s flashing red. Soon it’s going to get called in. We can’t grow our way out, or work more hours. We can’t hand back the keys and walk away. It’s our home.
 

We need some household rule. We need a new economics.
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For a critique of neoclassical practice:
 

Klein, Naomi (2008), The Shock Doctrine: The Rise of Disaster Capitalism (London: Penguin)
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Wilkinson, Richard and Pickett, Kate (2009), The Spirit Level: Why Greater Equality Makes Societies Stronger (London: Bloomsbury)
 

See also: http://www.equalitytrust.org.uk
 



 

For ecological economics, visit the International Society for Ecological
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