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Preface

The purpose of this book is to introduce readers to some of the funda-
mental insights of rational choice theory, drawing upon the formal
theories of microeconomics, decision, games, and social choice as well
as upon ideas developed in philosophy, psychology, and sociology.

I believe that economic theory and its fellow disciplines have pro-
vided a remarkable collection of powerful models and general insights,
which change the way we think about everyday life. At the same time,
economics has been justifiably criticized on several grounds. First, eco-
nomics is a mathematically oriented field that in many situations fails
to provide accurate numerical predictions as do the exact sciences. Sec-
ond, the basic assumptions of economics have come under attack and
have been shown to be falsifiable in experimental studies. Finally, eco-
nomics is often criticized for failing to deal with important and deep
issues such as happiness and well-being, justice and fairness. More-
over, the scientific or pseudo-scientific approach to economics has been
argued to be serving the rhetoric of capitalism in a way that may be
detrimental to well-being and to justice.

The focus of this book is on some basic insights that survive these
critiques. Models of rational choice have been proved sufficiently flexi-
ble to incorporate many of the phenomena that economic theory, nar-
rowly understood, fails to explain. These models have also provided
important insights into related fields such as political science, biology,
and computer science. Touching upon some of philosophy’s oldest
problems, and benefiting from the use of mathematical tools, the ratio-
nal choice paradigm appears to be fundamental for understanding the
behavior of people and societies, economies and nations, organisms
and species. Similarly, it is indispensable for the optimal design of
social institutions as well as of automated systems. Accordingly, this
book emphasizes the paradigm of rational choice, the general way of
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thought, the conceptualization, the organizing principles, rather than a
particular theory.

Observing the debate about economics and its degree of success as a
science, and about the role that economists do and should play in soci-
ety, one may find biases on both sides. Economists, for the most part,
tend to put too little emphasis on rhetoric and the power of the im-
plicit. Most teachers of economics will not say anything wrong about
concepts such as utility maximization or Pareto optimality. Yet, they
are often unaware of what their students might be reading between
the lines, and they are sometimes perceived to endorse what they be-
lieve they are only describing. On the other hand, critics of economics
often do not retain a sufficiently clear distinction between theory and
paradigm. They sometimes flaunt failures of the theory and dismiss
the entire field without paying sufficient attention to the merits of the
paradigm. I hope this book will make readers aware of both types of
biases.

I do not claim to provide a comprehensive list of ideas and insights
that may enrich our thinking. The book touches upon issues that ap-
pear to me fundamental, useful, and relevant to most readers. I think
that everyone should know what’s included in this book, and I person-
ally would prefer to live in a society in which every voter understands
the issues discussed here. To an extent, this has also been my criterion
for inclusion of topics; issues that are too specific or that can be rele-
gated to experts are not included here. Needless to say, even with this
criterion in mind, the selection of topics is inevitably subjective.

The book describes material that has been developed in mathemati-
cal economics. Most of this material appears in undergraduate text-
books with explicit mathematical models and in graduate textbooks
and research papers with considerable mathematical depth. The goal
of this book, however, is to distill the main insights and explain them
in a language that would be understood by any high school graduate.
I attempted to minimize the use of mathematical formulas and profes-
sional jargon. If certain paragraphs remain too technical, I hope they
can be skipped with no major loss in understanding.

The book has four appendices that may help interested readers un-
derstand the issues more deeply but that are not essential for the main
insights. They are available online on the book’s Web site, http://
mitpress.mit.edu /rationalchoice. Appendix A provides a brief intro-
duction to the mathematical concepts used in the other appendices.
Appendix B contains a rigorous exposition of some of the material dis-
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cussed in the book. Appendix C consists of exercises, whose solutions
are provided in Appendix D. If the text is covered with these appen-
dices, the book may serve as a textbook for an undergraduate course.

I 'am grateful to many teachers, colleagues, and students for conver-
sations and comments that have taught and enriched me in many
ways. The motivation for writing this book arose from discussions
with Hervé Cres and Eddie Dekel. Earlier versions of this book bene-
fited greatly from comments by Daron Acemoglu, Alessandro Citanna,
Eva Gilboa-Schechtman, Brian Hill, Barry O’Neill, Andrew Ortony,
Marion Oury, and Tristan Tomala as well as from reviewers and edi-
tors. I am very grateful also for the bibliographic help and comments
of Nira Liberman, Doron Ravid, Arik Roginsky, and Dov Shmotkin.
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1 Feasibility and Desirability

1.1 Examples

Aesop’s Fox One afternoon a fox was walking through the forest and
spotted a bunch of grapes hanging from a high branch.

“Just the thing to quench my thirst,” said he.

Taking a few steps back, the fox jumped and just missed the hanging
grapes. Again the fox took a few paces back, jumped, and tried to reach
them but still failed. Finally, giving up, the fox turned up his nose and
said, “They’re probably sour anyway,” and walked away.

Groucho Marx’s Club “I don’t care to belong to a club that accepts
people like me as members.”

Wishful Thinking “If P is a cause for Q, and Q is enjoyable, then P is
true.”

1.2 Separating Can from Want

These examples should make you smile. The first is a fable dating back
to the sixth century B.C.E. It’s intended to be more ironic than funny.
The other two examples were meant as jokes but also to convey partic-
ular messages. These examples have one basic thing in common—they
are silly because they involve the confounding of feasibility and desir-
ability, of can and want.

In the first two examples, what the protagonist wishes depends on
what he can achieve. Aesop’s fox evidently wanted the grapes. Only
when the grapes proved unattainable did he find that he actually had
not wanted them, that is, that they were sour and not worth having.
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Groucho Marx probably wanted to belong to clubs to be respected and
accepted. But then he found he only liked those he couldn’t get into.
Once a club would accept him, he no longer valued it.

From a psychological point of view, Aesop’s fox is much healthier
than Groucho Marx. The fox declares that he doesn’t want something
because he cannot have it, whereas Groucho Marx, because he can.
Thus, the fox brings closer to each other what he wants and what he
has, whereas Groucho Marx keeps them apart. The fox may be a cari-
cature of people who are willing to be intellectually dishonest in order
to deal with frustration, disappointment, and envy.! Groucho Marx
makes fun of people who suffer from self-hatred to a degree that does
not allow them to be happy.

However, the two examples share the following feature: the feasibil-
ity of an option affects its desirability. An option is feasible if it can be
chosen, if it is possible for the decision maker. The desirability of an
option is the degree to which the decision maker wants it. Thus, fea-
sibility has to do with beliefs about the world, and desirability with
wishes. It appears irrational to mix the two. For example, if you think
the grapes are tasty, then they are probably still tasty even if they are
hanging higher than expected. If you think that a club is respectable
and would be fun to join, then it should remain so after it admitted
you. Rationality, we argue, requires that desirability be independent of
feasibility.

Wishful thinking refers to considering a state of affairs true only be-
cause it is desirable. Assuming that a choice is feasible because we
would like it to be is a type of wishful thinking. The sentence, “If P is a
cause for Q, and Q is enjoyable, then P is true,” adds a humorous twist,
by giving the statement the general form of a principle of logic such as
modus ponens (“If P implies Q, and P is true, then Q is true”), but it
could also be read, “If Q is enjoyable, then Q is true.” Again, it seems
irrational to judge the feasibility of Q (or P) based on how much we
like it (or its implications). When we analyze a problem, we should be
able to judge what is feasible (possible for us) independently of our
goals and desires. Doing otherwise would mean failing to face reality
and deluding ourselves.

We are therefore led to suggest that one of the cornerstones of ratio-
nal choice is a sharp distinction between desirability and feasibility.
By sharp distinction we mean not only that the two can be told apart
but also that they are causally independent; one does not affect the
other.
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1.3 What Is Meant by Rational?

We identified one pillar of rational choice: the dichotomy between
feasibility and desirability. This does not imply that examples that vio-
late it, like the ones shown, cannot be found in everyday reasoning.
Indeed, these examples are funny mostly because they do remind us
of real cases. Moreover, we should be content that there are some
real life phenomena that we do not consider rational; otherwise ratio-
nality would be a vacuous term because everything would qualify as
rational.

What precisely is meant by rationality? The answer is not obvious.
Often rationality is taken to imply the collection of models of individ-
ual choice developed in economics. This definition is accepted by most
economists, who believe that economic agents can, for the most part,
be modeled as rational according to this definition. It is also accepted
by most psychologists and behavioral decision theorists, who tend to
believe that these models are at odds with the data, and that people
are therefore not rational. These two camps disagree on the empirical
question of how close economic behavior is to the rational model, but
they often agree on the definition of rationality.

I have a personal preference for a different definition of rationality,
which is much more subjective. According to this definition, a mode of
behavior is rational for a given person if this person feels comfortable
with it, and is not embarrassed by it, even when it is analyzed for him.
For example, if you don’t care for clubs that are willing to accept you, I
could point out, “Notice that you wanted this club until they admitted
you. You don't care for them because they are feasible. Why would you
aspire to be admitted by the next club, knowing that you will despise
it, too, as soon as you're admitted to it?” I would expect most people
to feel uncomfortable with Groucho Marx’s choices. That is, I would
expect that the separation of desirability from feasibility will be ratio-
nal for most people. But if someone insisted that they felt perfectly
happy with this mode of behavior, I would prefer to think of this
mode as rational for them rather than dub them irrational.

The reason I like this peculiar definition of rationality is that I find it
useful. An irrational mode of behavior is one that I can hope to change
by talking to the decision maker, by explaining the theory to him, and
so forth. A rational mode of behavior is one that is likely to remain in
the data despite my teaching and preaching. I prefer to think of ratio-
nality as a notion of stability, or coherence of the decision with the
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decision maker’s personal standards, rather than as a medal of honor
bestowed upon certain decision makers by decision theorists.
According to this view, I present in the next few chapters various
ingredients of so-called rational choice, and readers are free to choose
and decide which ingredients fit their notions of ideal decision making.
It is likely to be the case that a principle of rational choice will be ac-
ceptable in some contexts but not in others. My goal in this exercise is
not to be convinced that you should make decisions in a certain way,
or that most people make decisions in this way, but to enrich your un-
derstanding of the choices made by yourself as well as by others.

1.4 Uncertainty

Often you do not know whether an option is feasible for you or
whether an outcome is desirable. Do these cases result in violations of
the separation of feasibility from desirability? The answer is no. Let us
start with uncertainty about the feasible options. If I do not know
whether I can do something, I can at least fry to do it, and then the ab-
sence of information will be reflected in uncertainty about the outcome
of this attempt. For example, I may not know if I can solve a difficult
problem, but then I can think of the act “try to solve the problem for
two hours,” which I can (presumably) choose, and then I have uncer-
tainty about the outcome of this act but not about its feasibility. Thus,
there is no difficulty in not knowing whether something is feasible as
long as our beliefs about its feasibility are determined independently
of its desirability.

Next consider uncertainty about desirability. Suppose that I come
to the market at the end of the day. I see only one box of strawberries
left for sale. Do I want it? Well, I might suspect that if this is the only
box left unsold, there might be something wrong with it. Maybe
other buyers have examined it and decided to leave it for a good rea-
son. Of course, I cannot be sure that this is the reason the box is still
for sale. But the fact that it is still on the market is a signal about
its quality. Taking this into account a priori, I may decide to forgo the
trip to the market; if I find anything for sale, it’s probably not worth
having.

This sounds similar to the Groucho Marx’s line. In both cases the
decision makers decide not to choose an option because it is feasible.
But the similarity is only superficial. In the market example, my prefer-
ences about strawberries are inherently independent of the feasible
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options. In the presence of uncertainty, if I make some plausible as-
sumptions about the behavior of other consumers, I can infer some-
thing about the quality of the good from the fact that it is feasible. That
is, the link between feasibility and desirability is not a direct causal
link; it is mediated by information. Had I known the quality of the
strawberries, the fact that they are available for sale would not change
their desirability.

In this and the following two chapters, I discuss alternatives whose
outcomes are known with certainty. Later, I discuss decisions in the
presence of uncertainty. We look first at alternatives that are available
to the decision maker but whose outcomes are not necessarily known
at the time the decision has to be taken. Then we have to refine the di-
chotomy between the feasible and the desirable to distinguish among
three concepts: feasible, possible, and desirable. The term feasible will
still refer to what the decision maker can decide to do, whereas possible
will mean “can happen but not as a result of the decision maker’s
choice.” The term acts is often used to refer to the feasible choices of the
decision maker, and states (“states of nature” or “states of the world”)
to designate possible scenarios, the choice among which is not under
the decision maker’s control. This choice will be made by other deci-
sion makers or by “nature”—a nickname for randomness or chance—
but not by the decision maker herself.

Under conditions of certainty, the emphasis is on the importance of
the distinction between feasibility and desirability. Under uncertainty,
it will be equally important to distinguish between acts and states, or
between feasibility and possibility. Often people arrive at erroneous
conclusions when they mistakenly assume that they have control over
choices that are not actually theirs to make, or vice versa.

1.5 Zen and the Absurd

Is it so obvious that desirability should be independent of feasibility?
There seem to be situations in which we wish certain things precisely
because they are attainable, or unattainable, and these situations are
not as funny as a Groucho Marx line. For example, consider a mathe-
matician who attempts to solve hard problems. She dismisses trivial
problems as uninteresting and “not fun” and seeks to solve precisely
those problems that have so far eluded her. In this sense, the mathema-
tician would be similar to a mountain climber who seeks to conquer a
summit because he has not yet done it; or to an imperialist who wishes
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to add another country to his list of conquests; or to an athlete who
attempts to break her own record once more. In fact, we seem to be
surrounded by people who seek goals precisely because they may not
be attainable and who lose interest in them as soon as they are proven
feasible. All of the characters Camus thinks of as “absurd” are of this
type.

You may also find reasonable people who tell you that the goal
doesn’t really matter, it is the road that matters. Zen philosophy might
be a source of inspiration for this line of thinking. And if you're inter-
ested in the way to a goal rather than in the goal itself, you may prefer
a goal that is unattainable. That is, it will be desirable because it is not
feasible.

Do these examples confound desirability and feasibility? Not neces-
sarily. There are several distinct issues in these examples, and some
are simple to incorporate in the standard model of rationality, pro-
vided the alternatives are defined appropriately. Suppose, first, that
you observe me devouring peanuts. Are you going to conclude that I
enjoy having many peanuts in my stomach? Probably not. It will be
more reasonable to assume that I derive pleasure from the taste of pea-
nuts rather than from their weight in my stomach. That is, I enjoy the
act of consuming peanuts rather than the state of having them. Simi-
larly, I can enjoy swimming in the pool or strolling in the woods with-
out trying to get anywhere.

Next consider a traveler who wishes to visit as many places as possi-
ble. He enjoys traveling but derives no pleasure from a daily stroll in
the woods. He finds a known place less desirable than a new one.
However, he does not seek a new place because it may not be feasible
to get there; he simply enjoys the discovery, being somewhere for the
first time. This phenomenon is also within the scope of rational choice
as previously described. As in the case of consuming peanuts, the car-
rier of utility is the act rather than the final state. Also, in this case the
pleasure derived from an act is history-dependent.

The mathematician’s example is a little more complicated. As in the
case of devouring peanuts, the mathematician enjoys the act more
than the state. As in the case of the traveler, the mathematician also
seeks the pleasure of a discovery and enjoys the act only the first time.
But, as opposed to the previous examples, the mathematician enjoys a
solution more, the harder is the problem. That is, she desires a con-
quest more, the less it appears feasible at first sight. What distinguishes
her from Groucho Marx, then?
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The answer is not obvious. One may argue that mathematicians, like
athletes, enjoy a certain type of exercise and cannot derive pleasure
from exercise that requires no effort. According to this account, they
do not desire an achievement because it may not be feasible; they sim-
ply need to feel their muscles flexed, as it were, to enjoy the solution.
Alternatively, you may decide that a mathematician’s or an athlete’s
career is not rational enough for you. As will always be the case, you
will make the final decision about what is rational for you.

1.6 On Theories and Paradigms

The previous two sections may seem like mental acrobatics. Rather
than admitting that the definition of rationality involving separation of
desirability from feasibility is very restricted, we come up with redefi-
nitions of concepts to save the principle we were trying to promote. Is
this honest? And is there anything that could not be classified as ratio-
nal by some appropriate redefinition of terms?

Theories are supposed to be refutable, and when they are refuted,
we should be honest enough to admit that. However, part of the mer-
chandise we are trying to sell is not a specific theory, but a paradigm,
a system of thought, a way of organizing the world in our minds. A
paradigm consists of certain more or less formal, idealized terms, but,
as opposed to a specific theory, it leaves some freedom in the way
these terms are mapped onto real life phenomena. Thus, what gives
pleasure to the mathematician is flexible enough to be changed from
“being able to prove a theorem” to “finding a proof for a theorem that
has not been known before.”

Throughout this book there are examples of such redefinitions. The
rational choice paradigm will often be useful and insightful even when
particular theories of rational choice may fail. This is, in fact, why the
book is called Rational Choice rather than the more common “Rational
Choice Theory”: in the social sciences it is often hard to come up with
theories that are both useful and accurate. But there are many insights
and organizing principles that change the way we think about the
world. The focus in this book is on the latter.






2 Utility Maximization

21 Example

[Ann is sitting by a table. Barbara, her sister, enters.]
Barbara: Hey, what’s up?

Ann: Nothing.

Barbara: But you're depressed.

Ann: No, I'm not.

Barbara:  C'mon, I know you better than that. You are obviously, posi-
tively, definitely depressed.

Ann: I'm not depressed, it’s just that....
Barbara: ...yes?
Ann:  Well, you won't tell anyone, will you?

Barbara:  Of course not, you can trust me; this is what you have big
sisters for.

Ann: The same way I could trust you then with the chocolate?
Barbara:  Oh, don't be silly, we were kids then. [Both smile.]

Ann:  Well, the thing is that I have three guys who want to date me,
and I can’t make up my mind.

Barbara: 1 see. Well, I have some experience in this matter. Do you
like them?

Ann: Uh-huh.
Barbara: All three of them?
Ann:  Uh-huh.

Barbara:  You're not very selective, are you?
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Ann: Thank you very much. Why not say, my little sister is so won-
derful that she attracts the best guys around?

Barbara:  Sure, sure, that’s exactly what I meant. Anyway, you like all
three?

Ann:  Yes, sort of, you know, there are pluses and minuses, no one is
perfect.

Barbara: Do you love any of them?

Ann: 1 don’t know, I think so, I mean I sort of love each of them in
some way.

Barbara: That means you're not in love with any of them.

Ann: Maybe. But I still don’t want to be all alone. What happens if
I'm never in love?

Barbara: Okay, here’s my idea: you sit down, and attach to each one
of them a number. The better the guy is, the higher the number. Then
you select the one with the highest number.

Ann: That sounds crazy. Did you learn that at school?
Barbara:  Yes, we called it utility maximization.

Ann: Sounds just like the kind of thing that you would study in a
business school. How to maximize your utility. Great. Was the course
titled “How to use and abuse your boyfriend”?

Barbara: 'Why abuse? What are you working yourself up about?

Ann: Just listen to your words: utility, maximization—this sounds so
cold, so heartless! Do they also teach you to choose the boy who's rich-
est or whose father is best connected?

Barbara: No....

Ann: This is love we're talking about, not money! This is about peo-
ple, and relationships, and emotions, not about stocks and, and....
[She begins crying.]

Barbara:  Wait a minute, cool down, okay? First, they do not teach us
how to choose boyfriends there; it’s a business school, not a summer
camp. I was just thinking about this idea because of how we make
decisions. Second, I think you're carried away with rhetoric.

Ann:  Yes, sure, if I don’t think you're the greatest genius on earth, I'm
carried away with rhetoric.

Barbara: No, I mean it, could you give me a chance to explain?
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[Ann is silent, but it’s clear she’s willing to listen.]

Barbara:  And please, without getting overexcited and without attach-
ing meaning to the particular words—that’s what I meant by rhetoric:
forget about the terms, think about their contents.

Ann:  OK, I'm listening. But do me a favor, and don’t make it as long
as last time with the derivatives. I understood nothing.

Barbara:  Don’t worry, this is purely about concepts. And it’s short.
Ann: Okay, go ahead!

Barbara: Think of your choice between any pair of these candidates.
Ann: “Candidate”! This isn’t politics!

Barbara: You see, you get all hung up on the words. What do you
care if I call them candidates or choices or guys or alternatives?

Ann: It’s important how you refer to people. Language has an impact
on the way we think. You think of them as alternatives, and immedi-
ately I start thinking that each of them is dispensable.

Barbara: 1 see your point. In fact, I may even agree with you, for a
change. Seriously, I think that what you just said is quite deep. I won-
der if economists don’t get a lot of unnecessary criticism because of a
poor choice of words.

Ann: It’s not unnecessary. You just agreed that language has its
power.

Barbara: I meant, unnecessary in the sense that what these economists
have to say is actually quite sensible, but because they often choose
words that turn people off, people don'’t listen to what they have to

say.
Ann:  Okay, but I'm mature and open-minded and I'm listening.
Barbara:  So: consider your choice between any pair of guys.

Ann:  Any pair?

Barbara:  With three guys you have exactly three pairs. With four guys
you would have six pairs, with five, ten pairs, and so on.

Ann:  You promised no derivatives.

Barbara: Derivatives? Derivatives have to do with calculus. This is
combinatorics.

Ann:  You know what I mean.
Barbara:  Okay, so take these three pairs—think of a—b, b—c, a—c.
Ann:  I'm thinking of them.
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Barbara:  Would you like to be able to choose between any two?
Ann:  Yes, of course, that’s what I'm trying to do.

Barbara:  We call this completeness. It means that you can always make
a choice, that your preferences are complete.

Ann:  And if I find two of them just as good?

Barbara: Ties are allowed. You can say that you are indifferent be-
tween the two; each is as good as the other. Then you may choose the
first that comes to mind, but you won’t need to change your choice
later on. By the way, it’s good for your guys, too.

Ann: Huh?

Barbara:  Otherwise you’d drive them nuts. You'd say yes and no, first
you and then him, and then maybe. Do you know, for instance, that
Franz Kafka was twice engaged to marry the same woman, and he
canceled the marriage both times?

Ann: Really?
Barbara: Yes, it didn’t really make her happy.
Ann: Why did he do that?

Barbara:  Well, he was just incapable of making a decision. The point
is there’s nothing very romantic about this.

Ann:  Okay, I get it.

Barbara:  Good. Now: would your like your choices between pairs to
be transitive?

Ann: What's that?

Barbara: Transitive. This means that if you think that a is at least as
good as b, and b is at least as good as ¢, you also think that a is at least
as good as c.

Ann: 1 guess so.
Barbara: Sure, you want to make such decisions!
Ann: Here we go again. Big wise sister telling Ann what she wants.

Barbara: No, no, no, not because I'm your big sister, and not because
I'm wise, though both are true.

[Ann rolls her eyes.]

Barbara: You want to be transitive because otherwise you'll be dating
c and leaving him for b, then dating b and leaving him for 4, and then
you'll send a away and go back to c, and so on, until they're all fed up



Utility Maximization 15

with you. If you are not transitive, you will be cruel to all the guys
involved, and if they have any backbone, you'll be cruel to yourself,
too.

Ann:  Oh, I thought that being faithful to one means being cruel to all
the others.

Barbara: Did I ever say that?

Ann: Da Ponte did, giving this line to Don Giovanni.

Barbara:  Oh, good. I was afraid I might have been too honest.
Ann: Very funny.

Barbara: But you get the point—if you want to be neither as indeci-
sive as Kafka nor as fickle as Don Giovanni, you have to be complete
and transitive.

Ann: Okay, suppose I am. What wouldn’t one do for one’s sister!

Barbara: The point is that if you are complete and transitive in your
preferences, then it is as if you are maximizing a utility function.

Ann [suspiciously]: Function? This is something with a derivative,
isn’t it?

Barbara [smiling]: It might have a derivative in calculus. But all I mean
is a rule, a way to assign numbers to alternatives.

Ann: What’s a way? What is not a way?

Barbara:  Just think of a table, where in one column you have the name
of the alternative, and in another, the numerical value you attach to it.
Ann: If you mean a table, why do you call it a function? Sometimes I
feel you really don’t want me to understand what you're saying.

Barbara: I'm sorry. Don’t give me this look, I really mean it. The rea-
son it’s called a function is that sometimes it will not be given by a
table but by a formula. You know, like writing 2x instead of listing the
value for each and every value of x.

Ann:  Okay. But I can think of a function as a table?

Barbara:  Yes, you can think of it as a table of values that is sometimes
more succinctly described by a formula.

Ann: Great. But what did you want a function for?

Barbara: You're so argumentative, I nearly forgot why I mentioned a
function in the first place. But I think it’s coming back to me. I said
that if your preferences are complete and transitive, then I can think of
you as if you were maximizing a utility function.
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Ann: As if? But I'm not.

Barbara:  Well, this is up to you. But let’s start by agreeing that this is
now only a matter of representation. One can say, “Ann is choosing
among her alternatives by maximizing a utility function” and one can
also say, “Ann is choosing whom to date in a complete and transitive
way, or a decisive and faithful way,” and these two statements mean
exactly the same thing. It’s a mathematical theorem.

Ann: Whatis?

Barbara: That if you have a preference—a way to compare pairs of
alternatives—that is complete and transitive, then it can be represented
by a utility function, so that between any two alternatives the one with
the higher utility is chosen.

Ann:  Always?

Barbara: Well, at least if you have finitely many alternatives. And,
pretty as you are, I think that even you don’t have infinitely many
suitors.

Ann: You're so clever.

Barbara: More than you’d believe. There’s even more: not only can I
look at you and say, “Ann is maximizing a utility function,” without
thinking anything bad about you, I can even tell you that finding a
utility function and maximizing it is the only method I know that
can guarantee that you will indeed be complete and transitive in your
preferences.

Ann:  So you seriously suggest that I assign a number—call it utility if
this makes you happy—to each guy and choose the one with the high-
est number.

Barbara:  Yes, that is precisely what I suggest.

Ann: But I really hate the word utility. It makes me think of gas, elec-
tricity, and cable TV, not of love.

Barbara: Can we call it payoff?

Ann: Payoff is what you get when you gamble on horses. Or when
you're killed by the mafia.

Barbara: Call it whatever you like. I thought we agreed not to
attach too much importance to names. Just assign numbers to your
alternatives.

Ann: But I really don’t know how I would do that. How do I know if
Bob should have a higher number than, say, Jim?
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Barbara:  Ask yourself, which one do you like better?

Ann: But that’s precisely the point; I don’t know which one I like
better!

[Barbara is silent.]

Ann: I mean, this is what you were supposed to help me sort out in
the first place, weren’t you?

Barbara: You know what? I'll think about it.
2.2 Two Points

The example in the previous section illustrates two main points. The
first is that terms like utility and maximization should not turn you off.
They do not preclude emotional decision making, love and hate, lofty
or base motives. To say that someone maximizes a utility function is
merely to say that she is coherent in her choices. Mother Teresa could
possibly be described as maximizing the number of healthy children in
the world. That is, she maximized a certain function. Adolf Hitler tried
to maximize the percentage of Aryan people in Germany. He also
maximized a function. Thinking of Mother Teresa and Adolf Hitler
as utility maximizers only says that each of them pursued a goal in a
coherent way. It does not mean that they are equivalent in terms of
ethical judgments, character, or anything of the sort. You are likely to
admire Mother Teresa for her utility function and to loathe Adolf
Hitler for his. The notion of utility maximization leaves room for all
these attitudes.

The second important point, made at the end of the dialogue, is that
it doesn’t always help to want to maximize a utility function. In the ab-
sence of additional structure in the problem, the mathematical equiva-
lence mentioned in the dialogue leaves us no better off than we were
when we started.

The dialogue refers to a theorem stating that comparison between
pairs is complete and transitive if and only if it can be described by
maximization of a function (a utility function). Appendix B provides
mathematical details and two formal versions of this theorem. I now
turn to the theorem’s interpretations.

2.3 Interpretations

The theorem in appendix B has three types of interpretations. One
concerns normative applications of the theory of utility maximization,
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namely, applications of the theory recommending modes of behavior
to decision makers. The second deals with descriptive applications,
that is, with situations in which the theory is interpreted as attempting
to describe reality or to predict behavior. Finally, the theorem can be
interpreted in a metascientific way, as a way of defining the theoretical
terms.

2.3.1 Normative

Normative science refers to the activity of scientists, such as decision
and game theorists, economists, and political scientists, who address
members of an audience and recommend what they should be doing.
The audience may be a single decision maker, as in the case of choos-
ing a retirement plan, or a whole country, as in the case of writing a
constitution. The main point about normative science is that it’s not
about describing reality but rather about changing it. Normative
science does not try to say how things are but how they should be.

Wait a minute, one might think. How does the scientist know?
Where does she derive her authority from? Isn't it a bit pretentious to
tell people how they should run their lives or to preach to societies
what laws they should abide by?

Indeed, a good question. Sometimes people forget what can and
what cannot be expected of a social scientist. Let us agree that social
scientists are not religious preachers, and they do not have access to
any external source of authority. All the social scientist can do is to
help decision makers think about what’s best for them. Analyzing
problems, using general rules as well as specific analogies, invoking
mathematical results alongside empirical and experimental findings,
the scientist can try to convince decision makers that they would like
to make decisions differently than they do. But it is the decision maker
who has to make the final choice—the worker who decides on a retire-
ment plan or the country that votes on a constitutional amendment.

If we take the view that the role of the normative scientist is to con-
vince decision makers that they would like to behave in a certain way,
what tools does the scientist have? How can she convince others?

In principle, one can use all strategies of debate in order to convince
others. But let us assume (perhaps unrealistically) that the scientist has
no ulterior motives and that she really wants to do the best for the de-
cision maker. She doesn’t want to convince him to buy her software
or to keep using her services. She wants the decision maker to be
convinced of her teachings and to think, even years later, that he has
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learned a lot from her. Hence, the scientist does not want to resort to
rhetorical tricks in order to win a particular debate; she only wants to
use rhetorical tools that provide robust conclusions. Note that I use the
term rhetorical in a slightly different way than is customary; in this
usage rhetoric need not be negative. To be precise, we can distinguish
between negative rhetoric and positive rhetoric. Negative rhetoric refers
to tricks that may make one lose a debate but for which one has good
replies the morning after the debate. Positive rhetoric refers to the type
of arguments that make one view the issue differently. Roughly, posi-
tive rhetoric consists of devices that you can take from the debate and
later use to convince others of what you were convinced of yourself.

Mathematics is such a device. Consider the utility maximization is-
sue again. If a scientist told the decision maker to maximize a utility
function, her proposition might appear strange. But if she suggested
that decisions be made in accordance with the completeness and tran-
sitivity axioms, her recommendation would seem much less controver-
sial, perhaps even trivial. And then the theorem can be invoked to say
and prove that whoever agrees with the axioms has to agree with the
conclusion as well. It would be very embarrassing to accept the axioms
but to reject their implications.

To conclude, the first type of interpretation of the theorem is norma-
tive; it can help convince decision makers, ourselves included, that we
would actually like to behave in accordance with a particular decision
model.

2.3.2 Descriptive

Theories in the social sciences are often intended to be descriptions of
reality. They provide better understanding of phenomena, and enable
predictions, without trying to change reality. This type of interpreta-
tion is called descriptive. If this is how we conceive of the theory of
utility maximization, what does the theorem teach us? After all, it is an
equivalence result. Hence, it does not say anything new about reality;
it is just about (the equivalence between) different representations of
the same mode of behavior.

Indeed, if a theory makes specific predictions, and it is judged by
the accuracy of those predictions, then different mathematical repre-
sentations of that theory will, by definition, have the same degree of
accuracy. But even in the natural sciences, where one can find success-
ful specific theories, theories are selected based not only on their accu-
racy but also on other criteria such as simplicity and generality. These
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criteria, among others, do depend on representation. A theory may ap-
pear complex in one formulation and simple in another. Similarly,
rephrasing a theory may show that it is much more general than previ-
ously suspected because in its new formulation it encompasses theories
that were thought disparate.

Different representations of the same theory may be even more im-
portant when, as in the social sciences, theories often do not provide
specific predictions but rather ways of thought and general insights.
When we understand theories this way, as paradigms, we find that
their degrees of relevance and applicability depend on our intuitive
judgment of their plausibility. For example, I later discuss free markets
and the reason that economists tend to like them. The argument for the
optimality (or efficiency) of the market relies on the notion of utility
maximization. If I told you that I believe most people maximize a util-
ity function, you might think I was out of my mind. But if I redescribed
the same theory by saying that I believed most people satisfy com-
pleteness and transitivity, my claim might appear more reasonable.
Thus, the degree to which you believe in the accuracy of my claim
depends on how I represent it. The more inaccurate our theories are,
and the more we rely on intuition and qualitative arguments, the more
important is mathematical analysis, which allows us to view theories
in more than one way.

2.3.3 Metascientific

Finally, the theorem stated in section 2.2 can be viewed as relating the
theoretical term utility to the observable term choice. This is in line with
the logical positivist view in the philosophy of science, which held that
the meaning of theoretical concepts is in their observable manifesta-
tions. While this view has been criticized within the philosophy of
science, it remains a useful guideline in conducting scientific work as
well as in everyday life and in political debates. Before we start argu-
ing, it is always a good idea to ask what terms mean precisely. We
may find that we are referring to the same thing by different names, or
that we use the same word for completely different notions. In our
case, the theorem says what is the meaning of utility: according to this
revealed preference paradigm, utility is that function whose maximiza-
tion is compatible with the choices of the decision maker. This means,
in particular, that two utility functions that are equivalent in terms of
the observed choices they predict should not be considered different,
and we should not waste time and energy trying to decide which one
is the correct one.
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2.4 Measurement Issues

If we think of observable choice behavior as defining the theoretical
concept of utility, we can ask, is the utility function that is compatible
with the data unique? Or, given certain choice data, can there be differ-
ent functions that deserve to be called the utility of the decision maker
because each of them can provide a description of her choice by utility
maximization?

The question of uniqueness arises whenever one attempts to mea-
sure a certain quantity. Typically, a measurement function cannot be
unique because the unit of measurement matters. For instance, one can
measure weight by grams, kilograms, or ounces. It is meaningless to
say that the weight of an object is 5 unless one specifies a unit of mea-
surement and gets a more meaningful measure, such as 5 grams or 5
ounces. If one has measurements of weight using grams, one can mul-
tiply all numbers by 0.001 and get equivalent measurements of weight
using kilograms. Any reasonable theory that can be stated in terms
of grams can be restated in terms of kilograms. The same applies to
length, which can be measured by meters, centimeters, feet, and so on.
Thus, all physical quantities are measured with at least one degree of
freedom, namely, the choice of the unit of measurement.

In some cases, we have even more freedom in the choice of the scale.
We can choose not only the unit of measurement but also the location
of zero. Consider temperature. Fahrenheit and Celsius measures differ
not only in the unit of measurement, namely, the meaning of “one de-
gree,” but also in the temperature that is called zero. Height of the sur-
face of the earth is another example. We have chosen to measure it
relative to the height of the oceans, but we could have chosen a differ-
ent zero.

When it comes to the measurement of utility, we can hardly expect
to be able to have fewer degrees of freedom than in the measurement
of physical quantities. We don’t hope to be able to say, for example,
“My utility from this movie is 6.” If we have a function that measures
utility, we can multiply it by any positive number and get another
function that also measures utility. Moreover, as in the case of temper-
ature, we can probably also determine where to set zero. In other
words, given one utility function, we can add a certain number to all
its values without changing anything of import. The two types of
transformations—changing the unit of measurement (multiplying by a
positive number) and shifting the scale (adding a number)—together
allow us to take any increasing linear transformation of the utility
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function in order to get another utility function for the same decision
maker. Indeed, it seems natural that the same degrees of freedom that
exist in the measurement of temperature will also be present in the
measurement of utility.

But with the measurement of utility we have even more freedom
than with temperature. If utility means “the function being maxi-
mized,” then any increasing transformation, even if it is not linear, will
have the same observable meaning. The utility function that is mea-
sured from choice behavior is said to be only ordinal: no meaning
should be assigned to the particular values of the function; only their
ordering matters. Thus, if a2 has a higher utility than b, and b has a
higher utility than ¢, we will get the same observable implications if
we set their respective values to (10, 1, 0), (10, 9, 0), or (90, 54, 2). The
fact that the first alternative can be assigned the number 10 or 90, or
that the range of the utility values can be 10 or 88, has no observable
manifestations. Similarly, there are no observable implications to the
comparison of the utility drop between a and b versus b and c. The util-
ity values mean only that the first alternative is preferred to the second,
and both are preferred to the third. Any decreasing triple of numbers
describes this relation, and therefore any decreasing triple of numbers
can be the utility function for this decision maker.

There are other sources of data to help identify a utility function
with fewer degrees of freedom. For example, if we expect the function
to be used in algebraic calculations, not only in binary comparisons,
the family of utility functions that are observationally equivalent
shrinks. In chapter 4, I discuss such a theory: the utility function will
be used for calculations of expectation, and it will be as unique as the
measure of temperature. Alternatively, if we have more data about the
probability of choice, we can also pin down the utility function with
fewer degrees of freedom. But it is important to recall that utility will
typically not be defined in a unique way, and that, in particular, multi-
plying a function by a positive number yields another function that is,
according to most models, observationally equivalent.

2.5 Utility and Disutility

It often seems more natural to think of the minimization of disutility
rather than the maximization of utility. The two are not necessarily
synonymous. Psychology distinguishes between pleasure-seeking and
pain avoidance activities. For instance, when you decide which concert
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to attend, it seems most natural to describe your behavior as utility
maximization. By contrast, when you buy a headache medication, min-
imization of disutility appears to be a more intuitive description of
your behavior. Moreover, there are certain patterns of decisions that
differ between the two types of activities. It is tempting to think of
pleasure-seeking activity as having utility values in the positive range
and of pain avoidance as dealing with negative utility values. In such
a model, utility will have a meaningful zero, and shifting the utility
function by adding a constant will not describe the same behavior.
However, it is not clear that the interaction between the two types of
motivation can be fully captured by postulating different decision rules
in the positive as compared to the negative ranges of the utility scale.

Importantly, data on choice behavior may not sulffice to tell whether
a problem is one of utility maximization or disutility minimization.
When you prefer alternative a over b, it is possible that a gives you
more pleasure than does b, or that a causes less pain than does b. Fur-
ther, there are cases in which the distinction between pleasure seeking
and pain avoidance is not obvious even to the individual involved. We
eat to satisfy hunger, but we also enjoy the taste of food. We need
clothes and shelter to avoid suffering, but we also derive pleasure from
them when they are aesthetic and functional.

Thus, the distinction between the two types of motivation is not
always sharp and is hard to draw based on choice data. Luckily, in
many situations this distinction is not necessary for the description
and prediction of choices. If, confronted with the choice between 2 and
b, you consistently choose the former, I need not know what drives this
choice in order to predict it on the next occasion. For these reasons,
classical decision theory does not distinguish between utility maxi-
mization and disutility minimization. However, it is useful to bear in
mind that in certain problems we may wish to delve into the decision
maker’s motivation and perhaps treat pleasure seeking differently than
pain avoidance.






3 Constrained Optimization

3.1 General Framework

The discussion in chapter 1 concluded that rational choice should dis-
tinguish between the desirable and the feasible. Chapter 2 established
that desirable means “having a higher utility” for an appropriately
chosen utility function. Coupling these two ideas, we are led to a
model of rational choice as constrained optimization, namely, choosing
an alternative that maximizes utility (or an objective function or a pay-
off function) given constraints.

We may distinguish among three stages in the formulation of a
problem:

1. Identify the decision variables—which variables are under the deci-
sion maker’s control?

2. Identify the constraints—which combinations of values of the vari-
ables are feasible?

3. Specify the objective—which utility (disutility) function does the de-
cision maker want to maximize (minimize)?

For example, a firm may find that its decision variables are the quan-
tities of inputs and outputs; its constraints are given by the production
technology; and its objective is to maximize profit given market prices
of the inputs and outputs. Alternatively, think of a man who tries to
lose weight. His decision variables would be the quantities of different
foods consumed; his constraints might be ensuring proper nutrition;
and his objective minimizing calorie intake.

Schematically, the constrained optimization problem can be written
as
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max utility function
subject to
decision variables satisfy constraints

Observe that in a well-defined constrained optimization problem
there may be many constraints, which jointly define the feasible set,
but only one objective function (a utility function to be maximized or a
disutility function to be minimized). Clearly, in reality we often have
many goals and many criteria by which to evaluate a decision. But as
long as these criteria are not traded off in a single objective function,
the decision maker’s goals are not well defined. The completeness
axiom mentioned chapter 2 requires that the decision maker have pref-
erences between any two alternatives, and these implicitly define the
trade-off between different goals.

In real life the distinction between goals and constraints is not as
clear as one would like. Suppose that you want to buy a car. You care
about the car’s performance, price, safety, and so on. In principle, you
can buy any car you wish, making your feasible set rather large, and
introduce all possible considerations into the utility function. But this
requires that you know how to trade off, in a mathematical way, how
much safety you're willing to give up for a unit of performance,
how much money you're willing to pay for a unit of safety, and so
forth. You may find these questions hard to answer. You may even
feel that it’s simpler to choose the car you like best than to try to spec-
ify all these trade-offs mathematically. Indeed, sometimes you know
what you prefer without being able to rank all pairs of alternatives or
provide a mathematical definition that would apply to all alternatives.

If, however, you are not sure about your preferred choice, you may
decide to relegate some of your goals to constraints. For instance, you
could say that you require the car to be at least as safe as (specify your
lower bound on safety) and then ignore the safety criterion in specify-
ing your utility function. Alternatively, you could demand that the car
not cost more than a certain amount and perform at least at a certain
level, and then look for the safest car that satisfies these constraints.

If you do relegate some criteria to constraints, does that make them
more or less important? Compare, for example, two formulations of
the car problem:

(1) max safety
subject to  price < P
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and

(2) min price
subject to safety > S

Which formulation cares more about safety?

The answer is that it depends on the values of P and S. If, for in-
stance, P = $300,000, you'd say that the individual in (1) is a safety
freak. This individual will probably buy a tank. If, however, P =
$3,000, the individual in (1) cares mostly about money and is appar-
ently willing to risk her life quite a bit.

The utility function takes all criteria into account, but it leaves room
for compromises. Constraints, on the other hand, are dichotomous:
there are no compromises, but once an option satisfies the constraints,
the degree to which it does so is immaterial.

The formulation of a decision problem can be a dynamic process in
which you look at a given model, contrast it with your intuition, and
possibly decide to change its formulation. For example, you may start
by thinking that a bunch of criteria are absolutely essential. Say, you
look for an apartment and, no question about it, it should be in the cen-
ter of the city, large, convenient, and inexpensive. Then you find that
these constraints leave you with an empty set of feasible alternatives.
So you learn to compromise, relaxing some constraints, or moving
them into the utility function. For example, you may ask how far from
the center you'll have to go in order to satisfy the other constraints.

However, it is important to keep in mind the distinction between
feasibility and desirability. It may be useful, in a mathematical model,
to designate some criteria for utility as “constraints,” but this should
only be considered as a heuristic to help trim down the set of relevant
alternatives and to simplify the specification of the utility function.

3.2 Example: The Consumer Problem

As an example, suppose a consumer can decide how much to buy of
each product, as long as his total expenditure does not exceed his in-
come. For simplicity, assume there are only two products. The decision
variables are x, y, where x is the amount consumed of product 1, and y
the amount consumed of product 2. The consumer has an income I and
he faces prices p,, p,. Specifically, a unit of product 1 costs p, dollars,
and a unit of product 2 costs p, dollars.
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Note that this formulation assumes that neither price nor income is a
decision variable. Both are on the feasibility side of the equation, so to
speak. The consumer may wish to face lower prices or have a higher
income, but this would amount to wishful thinking.

Perhaps this is too restrictive. The consumer might have a higher in-
come if he decided to work more. He could also affect the price per
unit by deciding to buy large quantities at a discount. He may even af-
fect market prices by his own demand because prices are presumably
determined by equilibrium. After all, if all consumers decided to buy
more of product 1, the demand for that product would go up, and that
might result in a higher price p,. Thus, it does not make sense to
assume that no consumer has any effect on the price because this as-
sumption implies that prices do not depend on aggregate demand.

While these objections are not very relevant for the model as an ex-
ample of constrained optimization, it is worth considering them seri-
ously because that will teach something about the use of models in the
social sciences. First, consider income. Indeed, consumers can decide
how much to work, and this is a basic issue in the field of labor eco-
nomics. The standard way to deal with this question is to assume that
the consumer’s income is given in leisure—24 hours a day—translated
to money via the per hour wage. By deciding how much to work, the
consumer decides how much leisure she wants to consume: this will
be 24 hours a day minus the number of hours per day that she decides
to work. Now the model can describe both the choice of the amount of
leisure to be consumed and the allocation of the monetary income
among the other products. Thus, a model that seems too restrictive for
relevant economic phenomena may become satisfactory simply by
adding one variable, in this case, by considering leisure as one of the
products. This is an almost trivial example of the duality between
theories and paradigms. A formal model that may appear inappropri-
ate when considered literally can be recast as a general way of con-
ceptualizing the problem. Applying the same conceptualization in a
slightly more general setting makes the model more reasonable.

Second, the model assumes that the consumer has no effect on
prices, namely, that she is a price taker. Of course, this is not the case
if there are very few consumers in the market under consideration. But
in many problems, where there are many consumers and none has
too large an effect on prices, this effect can be ignored. This is a bit like
solving a problem in physics when one ignores an effect considered to
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be of secondary importance (say, friction). Whenever we construct a
mathematical model for a real phenomenon we make certain assump-
tions, and these can always be challenged. The question is therefore
not whether the model is perfectly accurate but whether it is a good
approximation of the phenomenon under discussion.

Finally, consider the issue of quantity-dependent prices due to dis-
counts. It is not clear that this problem can be assumed away as having
a negligible effect. Still, we may analyze the model as it stands, see
what qualitative insights it provides, and then ask to what extent these
insights depend on the unrealistic assumptions we made. Our hope is
that some insights and general conclusions will be robust to the unreal-
istic assumptions. This hope can be substantiated by more elaborate
research, testing the model’s predictions under more general assump-
tions. Sometimes, such research will be too complicated to carry out,
and we will only make do with intuitive reasoning. In this case we try
to focus on the insights that we feel we understand well enough to be
able to explain verbally, and independently of the specific mathemati-
cal model we started out with. Often researchers feel that mathematical
models are only a tool to find candidates for such results and that the
mathematical analysis has to be followed by intuitive reasoning, which
may sort out the robust insights from those that only hold under very
specific assumptions.

3.3 Marginality Principle

The marginal utility of a product is the increase in utility that one
would get per increase in the quantity of that product. If I consume
100 bananas, and I might consume one more, the utility difference be-
tween 101 bananas and 100 bananas is the marginal utility of bananas
for me. We can think of marginal utility as the change in utility for a
one-unit increase in the quantity, provided that one unit is a small
change. If, by contrast, one owns one house and considers buying a
second house, one could consider the marginal utility derived from
the second house, but this is not what most economists would have
in mind when they use the word marginal. In fact, the term marginal
typically refers to an infinitesimal change, and marginal utility means
the partial derivative of the utility function with respect to the quan-
tity of the product. If the words partial derivative are confusing, simply
think of a small increase in the quantity of the product, and ask
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what is the ratio between the increase in utility and the increase in the
quantity.

Whether we think of marginal utility in terms of partial derivatives,
small changes, or even large changes, we should be willing to accept
the fact that this marginal utility depends on the quantities of the prod-
ucts we already have—the product whose quantity we are changing as
well as other products. In particular, it is commonly assumed that the
marginal utility of a product is decreasing with respect to the quantity
of that product. That is, the extra utility one gets from a banana when
going up from a quantity of 0 bananas to 1 banana will be larger than
the extra utility one gets from the additional banana if one already had
100 bananas. And if you like bananas in a strawberry-banana milk-
shake, this marginal utility of bananas will also depend on how many
strawberries you have. In general, the marginal utility derived from a
given product is, like the utility itself, a function of the quantities of all
products.

You may recall that we had some measurement problems with the
utility function and that it was not uniquely defined. For instance, a
change of the unit of measurement amounts to multiplication of the
utility function by a positive number. Such a transformation will also
change the marginal utilities. Hence, marginal utility is not a well-
defined concept as far as observations go. Luckily, there is a marginal-
ity principle that does not depend on the actual values of the marginal
utilities (with respect to changes in quantities of the different products)
but only on their ratios. These turn out to be independent of the partic-
ular function chosen.

The marginality principle is a condition, stated in terms of marginal
utilities, that is closely related to optimal solutions. It is therefore an ex-
tremely powerful tool in identifying solutions. More concretely, under
certain assumptions (see appendix B), a solution is optimal if it satisfies
the following condition: for each product, the ratio of the marginal utility
to price is the same.

To see the logic of this condition, let us first write it down mathemat-
ically. Let u, be the marginal utility of product 1, that is, the increase in
utility (1) following a one-unit increase in the quantity of product 1 (x).
Similarly, let u, denote the marginal utility of product 2. The marginal-
ity condition is

Uy Uy

px Py
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This condition can be interpreted in economic terms as follows. As-
sume that I have a tentative allocation of my budget between the two
products and that I'm considering buying a little bit more of product
1. Because my budget is fully allocated, this would mean buying a little
less of product 2. Suppose I shifted one dollar from the expenditure on
product 2 to product 1. How much utility would I lose by consuming
less of 2, and how much would I gain by consuming more of 1?

Let us start with product 1. At price p,, one dollar would buy - units
of the product. How much additional utility would I get from this
quantity? Since the marginal utility is u,, I can approximate the addi-
tional utility of - extra units by
1 Uy
— Uy = —.

Px Px

Next, what would be the loss of utility due to the fact that I consume
less of product 2? By similar reasoning, spending one dollar less on 2
implies a loss of pl units of product 2. Given the marginal utility u,, the
utility loss will be approximately

Uy U
e Uy
Px Py

this shift would pay off: the extra utility derived from one more dollar
spent on product 1 would more than compensate for the loss of utility
due to that dollar not being spent on product 2. Since this change
makes me better off, the tentative allocation I started with could not
have been optimal. Obviously, if

Uy U
ux My
Px Py

then it would be a good idea to shift one dollar from product 1 to prod-
uct 2, and this also means that the tentative allocation could not have
been optimal.

Since an inequality in either direction is an indication of a subopti-
mal solution, the equality
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Ur _ Wy
P Py
that is, the marginality condition, will be helpful in identifying the op-

timal choice. However, note that certain conditions need to be satisfied
for the marginality condition to be sufficient for optimality.



II Risk and Uncertainty






4 Expected Utility

4.1 Examples

Insurance [ have a car, which is worth $10,000. I estimate the proba-
bility that it will be stolen, over the course of one year, at 1 percent. I
can buy insurance, which, for an annual premium of $200, will cover
the potential loss. Should I buy this insurance?

The loss is not known, of course. This is a problem under conditions
of risk, and the loss is called a random variable. It may assume different
values (hence it is a variable), but we do not determine its value (hence
it is random). Specifically, the random variable “loss” in this example
can assume one of the two values, $0 or $10,000 (where “no loss” is
captured by a loss of $0). Events will determine which will be the case;
the $0 value has probability of occurrence of 99 percent, and the
$10,000 value has a probability of occurrence of 1 percent.

One way to summarize the information about a numerical random
variable is by computing its expectation, a weighted average of all the
values it may assume, where the weights are the probabilities. In this
case, the expected loss is

(1% x $10,000) + (99% x $0) = $100.

Thus, for each given year, the expected loss is $100, and it turns out
that the premium is higher than the expected loss. Does this mean that
insurance is a bad idea?

Lotteries [ am invited to play roulette at a casino. If I pay $50, I can
gain $1,000 with probability 1/37. Otherwise, that is, with probability
36/37, I get nothing ($0). Should I play the game?
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Again, compute the expected gain, which is

1 36
(ﬁ X $1,000> + (ﬁ X $0) =~ $27.

Clearly, the expected gain is lower than the cost, $50. Does this mean
that I should not play the game?

4.2 Expected Value Maximization

In both examples, the answer is no: There is no rule that says, for a
single decision problem, that we should maximize the expected payoff.
Expectation is a way of summarizing a distribution of a random vari-
able by a number. It is a simple and intuitive measure, but that does
not mean that the only rational thing to do is to maximize it.

What does expectation mean, then? We need some preliminaries
first. A word of warning: If the next two subsections are too tech-
nical, you may skip them. If they are not technical enough, see appen-
dix A.

4.2.1 i.i.d. Random Variables

A collection of random variables are identically and independently distrib-
uted (ii.d.) if (1) each of them has the same distribution, namely, they
can all assume the same values, and they all assume each value with
the same probability; and (2) they are all independent—whatever we
know about the actual value of any subset of them, we do not have
any better guess about the rest; that is, the distribution of each random
variable conditional on the values of the others is the same as the uncon-
ditional, a priori, distribution of this variable.

Intuitively, if we observe a collection of i.i.d. random variables, it is
as if we observe a trial or experiment that is repeated under the same
conditions. Our beliefs about the first experiment are the same as our
beliefs will be about the second when it is about to be conducted, and
the same is true of the third, the tenth, or the seventeenth. Importantly,
the very fact that the second experiment comes after the first experi-
ment and that we will know the outcome of the first when the second
starts, does not change our beliefs about the second. This is the inde-
pendence part. The identicality part is that these beliefs about the sec-
ond experiment, independent of the result of the first, are the same
beliefs as our beliefs about the first.
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The concept of i.i.d. random variables is extremely important in sta-
tistics. Sampling and statistical inference usually rely on the assump-
tion that we observe variables that are i.i.d. Part of the strength of the
concept comes from the law of large numbers (LLN).

4.2.2 Law of Large Numbers
The law of large numbers says that if we consider the average of many
iid. random variables, this average, which is also a random variable,
will converge to their expectation with probability 1. Appendix A
explains the exact meaning of the average of the random variables, its
expectation, and the statement “with probability 1.” The main point is
that there is much less uncertainty about the average of i.i.d. random
variables than about each one of them in isolation. Even if the variables
themselves are rather wild, as long as they are i.i.d. (and not too wild),
averaging reduces noise.

The insurance example assumed that each car owner faces a loss,
which is a random variable with the following distribution:

Value ($) Probability
0 .99
10,000 .01

The expected loss ($) was
(.99 x 0) + (.01 x 10,000) = $100,

that is, the sum over all rows of the product of the value and the prob-
ability. Assume that there are many car owners, and that each of them
faces a loss with this distribution and that the losses are independent.
That is, whatever you know about the loss incurred by others, you do
not change your beliefs about your own loss. Then the more car own-
ers are included in the average, the more confident we can be in pre-
dicting that the average loss will be close to $100.

It is not a logical impossibility that the average will be very different
from $100. For example, it is logically possible that all insured cars will
be stolen, and then the average loss will be $10,000. It is also logically
possible that none will be stolen, resulting in an average loss of $0. It is
even possible that as the number of cars gets larger, the average will
not converge at all. But the probability of all these weird outcomes
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combined is zero. Thus, we can be practically certain that the average
will not be very far from the expectation.

4.2.3 Practical Meaning of Expected Value
We can now go back and ask what is the meaning of the expected loss
in the insurance problem or the expected gain in the roulette problem.

If we are considering a policy or strategy to be replicated in many
identical and independent problems, and if we are interested in the
sum (or average) of the payoffs, then we should indeed choose the
strategy that offers the highest expected payoff. This is what insurance
companies do. Because the insurance company has many clients who
presumably face similar and more or less independent risks, the com-
pany can be quite confident, thanks to the law of large numbers, that
the average claim will be very close to the expected loss. Hence, by set-
ting the premium higher than the expected loss, the insurance com-
pany is almost sure that it will make a positive profit. This, however,
crucially depends on the assumption that the random variables are,
roughly, i.i.d., or, specifically, that they are approximately independent
and have similar expectations. For example, if we consider insurance
against an earthquake, the claims that may be filed by different clients
are not independent. If one claim has been filed, the company can be
quite confident that there are others in the mail. In this case the insur-
ance company will still face an aggregate risk, despite the law of large
numbers.

Similar logic works for the casino. If it has many clients who are
playing the same game in an independent manner, the casino can
be practically certain that the average gain will be very close to the
expected gain. By charging a participation fee that is higher than the
expected gain, the casino is quite sure that it will make money. But
this would not be true if, for instance, the casino had only one cus-
tomer, or if it had many customers all betting on a single spin of the
roulette wheel.

The law of large numbers can be viewed as a machine that produces
certainty. It does so by taking many random variables and adding
them up. If they are independent and identically distributed, the uncer-
tainty about each of them does not accumulate to uncertainty about
their average; rather, it washes out, and the average is not subject
to uncertainty. However, if there aren’t enough random variables
involved, or if they are far from being independent, the law of large
numbers does not apply. In this case the insurance company and the
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casino will be facing aggregate uncertainty just like the individual deci-
sion maker. And then there is no reason to restrict attention to the
expected payoff as the sole decision criterion.

4.3 Expected Utility Maximization

In the mid-eighteenth century Daniel Bernoulli suggested that people
maximize expected utility rather than expected value. That is, he sug-
gested that if we want to predict human behavior, we will do better if
instead of calculating the expected monetary value of various choices,
we calculate the expected value of a utility function of these monetary
values.

Introducing utility into the weighted sum allows much more free-
dom. Maximization of expected utility can explain many more phe-
nomena than maximization of expected payoff. In particular, the
two examples, of insurance and of gambling, are incompatible with
expected value maximization but are compatible with expected utility
maximization.

Still, it is not clear why people should maximize expected utility
rather than some other formula that may or may not involve a util-
ity function. It is also not clear whether it is reasonable to assume that
in reality people behave as if they had a utility function whose expecta-
tion they were seeking to maximize. The theory of expected utility
maximization is more general than expected value maximization, but
we may still not be convinced that maximization of expected utility
makes sense, whether suggested as a descriptive or as a normative
theory.

4.3.1 von Neumann and Morgenstern’s Theorem

This state of confusion calls for the axiomatic approach. As noted in
chapter 2, axioms that relate theoretical concepts to observations can
greatly help us in seeing through the rhetoric of a particular theory.
For better or worse, knowing what a particular theory, such as ex-
pected utility maximization, actually means is necessary for us to judge
whether it is a reasonable descriptive or normative theory.

Such an axiomatization was provided by John von Neumann and
Oskar Morgenstern (vNM) in the 1940s.! They pioneered game theory,
in which a common assumption is that when players face distributions
over outcomes, they maximize expected utility (see chapter 7). vNM
justified this assumption axiomatically. In addition to the axioms of



40 Chapter 4

completeness and transitivity, already mentioned in connection with
decision making under certainty, they used two more axioms. One is a
continuity axiom, which can be viewed as a mathematical necessity.
The other, more substantive axiom is called independence. Roughly, it
states that when confronted with a pair of two-stage lotteries that have
a common component, the decision maker ignores this common com-
ponent and behaves as if she knew that the common part will not oc-
cur. The vNM theorem is formally stated and discussed in appendix B.
At this point, it is enough to mention that expected utility maximiza-
tion is not just an elegant decision rule invented by mathematicians; it
has a logic that can be explained in behavioral terms.

4.3.2 Uniqueness of Utility

In the context of utility maximization under certainty, I have said that
the utility function has many degrees of freedom. It is only ordinal in
the sense that any increasing transformation of the function could also
be a utility function describing the choices of the same decision maker.
For example, if we take all utility values and double them or raise them
to the third power, we will get a different mathematical function, but
its maximization will have the same observable meaning as the maxi-
mization of the original function.

With expected utility maximization the situation is a little different.
It is still true that if we double all utility values, the comparison be-
tween any two lotteries will yield the same result, but the result might
be different if we raise all values to the third power. In fact, part of the
vINM theorem is a statement that defines the degree of uniqueness of
the function. Once a utility function has been found, one can add to it
any number, and multiply it by any positive number, but that’s it. For
any other modification of the function there will be pairs of alterna-
tives P and Q for which the expectation of the original function is
higher for P and expectation of the modified function is higher for Q.
Thus, if the data include preferences over risky choices, and the expec-
tation of the utility function is used to describe choices, we can mea-
sure utility to the same degree of uniqueness as is customary in the
measurement of temperature. The increasing linear transformations,
which are the type of transformations that relate temperature mea-
sured in Celsius, Fahrenheit, or Kelvin scales, are precisely the trans-
formations we can apply to the vNM utility function.

Importantly, if we say that the utility difference between outcome x
and vy is equal to the difference between y and z, this statement has an
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observable meaning. The decision maker will be indifferent between
getting y for sure and getting a lottery that yields x with probability 50
percent and z with probability 50 percent. Thus, the equality between
these two differences will have to be respected by any other utility
function as well.

It follows that if we try to actually find a utility function for a deci-
sion maker, we can choose the utility values of two alternatives arbi-
trarily, as long as we assign to the better alternative a higher number.
It does not matter if these two numbers are 0 and 1, 2 and 17, or —5.6
and 23.5. What matters is only the fact that the second number is
higher than the first. The utility values of all other alternatives will be
uniquely defined given these two numbers (see section 4.4).

4.3.3 Risk Aversion

Consider the insurance example again. We observed that if one is max-
imizing expected value, one should not buy insurance. This is true
whenever the insurance premium is higher than the expected loss. We
have good reason to believe that this is generally the case with real
insurance policies. The insurance company can rely on the law of large
numbers and assume that the average claim will approximate the
expected loss. It can then set the premium above that expected loss to
cover its other expenses and make a profit. If the insurance company
were to set the premium below the expected loss, in all likelihood it
would not have enough revenue to cover the claims, let alone other
expenses. This doesn’t mean that insurance companies always price
premiums above expected losses; sometimes they make mistakes in
assessing the probabilities involved. But we would expect insurance
companies that are still in business not to make many mistakes of this
type.

It follows that, for the most part, when we buy insurance we pay
more than the expected loss. We behave in a way that can be explained
by expected utility maximization but not by expected value maxi-
mization. The reason we do it is, presumably, that we do not like risk,
and we are willing to pay the insurance company to bear the burden
of risk for us. This type of behavior is called risk aversion. More pre-
cisely, a decision maker is risk-averse if, whenever he faces a lottery
with monetary payoffs versus the expected value of that lottery for
sure, he opts for the latter. For example, if a risk-averse person is
invited to bet $10 on a fair coin, he would pass. He would prefer to get
the expected value, $0, for sure rather than gain $10 or lose $10 with
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equal probabilities. In the insurance example, he would prefer to have
$9,900 for sure rather than have $10,000 with probability 99 percent
and nothing otherwise ($0 with probability 1 percent). Such a person
will typically be willing to get even a lower sum—say, $9,800—for
sure rather than doing the lottery.

It turns out that an expected utility maximizer is risk-averse if and
only if his utility function exhibits decreasing marginal utility. This
means that if he already has x dollars, and one asks what is the extra
utility he would get from an additional $1, one would find that this ex-
tra utility is lower, the higher is x. In technical jargon, the utility func-
tion is concave (see appendix B).

One may consider the opposite attitude to risk. That is, a decision
maker faced with the choice between a lottery and its expected value,
she could prefer the lottery. This type of behavior is called risk-seeking.
It corresponds to a utility function whose marginal utility is increasing,
a convex function (see appendix B).

When we bet on roulette wheels in casinos, we exhibit risk-seeking
(or risk-loving) behavior. We start with an amount of money that is
certain, independent of the gamble, and replace it by a lottery whose
expected return is lower than that amount of money. How do we
know that this is indeed the case? Maybe the expected gain is higher
than the cost of participation? The answer is that if this were true, then
because of the law of large numbers, the casino would lose money.
Since casinos do make profits, it is safe to assume that, for the most
part, they offer bets whose expected gain is lower than the participa-
tion cost.?

If we observe a person buying insurance and gambling at the same
time, are they risk-averse or risk-seeking? The answer is not obvious.
They may be neither; their utility function may have decreasing mar-
ginal utility in some regions and increasing marginal utility in others.
It may also be the case that they derive pleasure from gambling that
cannot be reduced to calculations of expected utility over the sums of
money. To see what the model may be missing, consider the possibility
of making the bet much quicker. For example, instead of spending a
whole evening at the casino, suppose the gambler gets his net gain as
he walks in and then walks out. It seems likely that most gamblers
would not find this fun. Typically, they also enjoy the excitement. This
means that lotteries over monetary outcomes are inappropriate for
describing gambling. The model implicitly assumes that all determi-
nants of utility are summarized in the final outcomes. If a gambler



Expected Utility 43

enjoys the process of the lottery itself, this experience should be part of
the description of an outcome.

The standard assumption in economics is that people are risk-averse.
For many problems one may make the simplifying assumption that
people are risk-neutral, that is, they maximize the expected monetary
value. This is equivalent to maximizing expected utility when the util-
ity function is linear with respect to money. Such behavior can also be
viewed as a limit case of risk aversion. Risk-seeking behavior, how-
ever, is rarely assumed in economic models.

4.3.4 Prospect Theory

There is quite a bit of evidence in psychology suggesting that, at least
for descriptive applications, vINM’s axioms are violated in systematic
ways. Specifically, in their famous prospect theory,® Daniel Kahneman
and Amos Tversky showed that people tend to magnify small proba-
bilities in their behavior. That is, people react to small probabilities as
if they were larger than they are known to be.*

A more fundamental deviation of prospect theory from classical eco-
nomic theory is its claim that people react to changes in their levels of
wealth rather than to absolute levels thereof. Specifically, it is assumed
that the decision maker has a reference point, relative to which levels
of wealth are classified as gains or losses. The decision maker may
make different decisions involving the same absolute levels of wealth
depending on the reference point. Kahneman and Tversky argued that
risk aversion is a prevalent phenomenon in the domain of gains, but
that risk seeking is much more common in the domain of losses. They
argued that loss aversion may dispose people to risk greater losses
rather than to settle for smaller losses with certainty.

The distinction between gains and losses based on a reference point
is not a violation of an explicit axiom of the classical theory. Rather, it
shows that the very language of the classical model, which implicitly
assumes that only final outcomes matter, may be too restrictive.

Whereas prospect theory was ignored by economists for a long
while, in recent years it has become much more popular. Yet, expected
utility maximization is still considered by many to be a good first ap-
proximation for descriptive purposes, as well as a compelling theory
from a normative point of view. Like any other concrete model in the
social sciences, it cannot be a completely accurate description of reality.
It may be used to approximate actual behavior, but one should be
wary of using it for applications where it has been shown to be a poor
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model. No less important, we may use expected utility as a tool to de-
rive qualitative conclusions as long as, at the end of the analysis, we re-
turn to the assumptions and ask whether the conclusions arrived at
depend on the validity of the particular model used.

4.4 Elicitation of Utility
Suppose you are asked to choose between two random variables. The

probability distribution of one is given by P, and the distribution of
the second is given by Q:

x($) P Q
0 15
50 30
100 30 35
150 35 30
200 05 20

What is your preference between (the random variables whose dis-
tributions are) P and Q? You probably don’t know. It’s complicated. Q
has 15 percent probability of yielding nothing, whereas P is guaranteed
to yield a positive payoff. By contrast, Q has a higher chance of getting
the maximum payoff of $200. How would you know which to choose?

The vNM theorem suggests a way. Section 4.3.1 described the vNM
axioms only vaguely, but suppose you have read appendix B and
accepted these axioms from a normative viewpoint, that is, that you
would like to satisfy them; you would prefer to be the kind of decision
maker who does not violate the axioms. This doesn’t tell you what
your choice should be between P and Q. There are many ways to sat-
isfty the vINM axioms. In fact, the theorem says the axioms will be satis-
fied if and only if your choices are consistent with the maximization of
the expectation of some (utility) function, but it does not indicate which
function to choose. Any function will be fine if you want only to satisfy
the axioms.

However, the theorem provides quite a bit of structure to help you
determine your preferences in simple cases and extend them to com-
plex ones. If you know your preferences between pairs of lotteries that
involve only three outcomes, you will have a unique way to define
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your preferences between any pair of lotteries. Moreover, it is sufficient
to know your preferences between sure outcomes on the one hand and
lotteries with two possible outcomes on the other. Let’s see how this
works.

You probably prefer more money to less. In particular, the outcome
$200 is better than $0. Looking for the simplest two values for these ex-
treme alternatives, we can set

1(200) = 1,
u(0) = 0.

Now consider another outcome, say, $100. It seems reasonable that
its utility, u(100), should lie between the two extreme values, that is,

0 =u(0) < u(100) < u(200) =1,

but where? Is the utility for $100 above or below, say, 0.5?

There is a simple way to find out. What do you prefer: to get $100
for sure or to get a lottery that gives you $200 with probability 50 per-
cent and otherwise nothing ($0)? The expected utility of the lottery is

(0.5 x u(0)) + (0.5 x 1(200)) = (0.5 x 0) + (0.5 x 1) = 0.5,

whereas the sure gain of $100 guarantees the utility #(100). This means
that its expected utility is also 1(100).

If you prefer the lottery, and you are an expected utility maximizer,
then your utility function satisfies

1(100) < (0.5 x u(0)) + (0.5 x 1(200)) = 0.5,

and if you prefer to get $100 for sure, the converse inequality holds.
You may also be indifferent, in which case #(100) = 0.5. Notice that in
this case the job is done: we have found the value of your utility func-
tion for $100.

If we were not that lucky, we can keep trying. If, for instance, you
prefer $100 for sure to the lottery, we know that 1(100) > 0.5. Is your
utility for $100 higher or lower than, say, 0.6? All we need ask is
whether you prefer the $100 for sure to the lottery that yields $200
with probability .6 and otherwise nothing. If this time you prefer the
lottery, #(100) < 0.6, and we can continue to compare #(100) to, say,
0.55. If you still prefer the sure gain, #(100) > 0.6, and we can then
compare $100 to the lottery that yields $200 with probability .7, and so
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forth. At some point we will find a value p such that you are indifferent
between $100 and getting $200 with probability p (and otherwise noth-
ing). We can then set 1(100) = p.

The same value p, computed for the sure gain of $100, will also be
used for all lotteries involving $100, whether they have one, two, or fif-
teen additional possible outcomes. And when we repeat the exercise
for a sure gain of $50 instead of $100, and finally for a sure gain of
$150, we will also find u(50) and #(150), and there will be a unique
way to rank P and Q in accordance with your reported preferences
and the vNM axioms.

The point of the exercise is the following. If you accept expected util-
ity maximization (or the vNM axioms) normatively, that is, you make
a metachoice to be one of those decision makers who do not violate
this theory, you can build up your preferences in complex choice situa-
tions from your preferences in simple ones. Presumably, you have
well-defined preferences in some situations. Undoubtedly, you can be
confused by increasingly complex problems. The theory can help you
extend your intuition from the simple cases to complex ones.

4.5 From Simple to Complex

The previous exercise can in principle be done whenever we use axi-
oms normatively. But axioms are more helpful if there is enough struc-
ture in the problem to provide a unique definition of the theoretical
concept. To see this, compare the previous exercise using the vNM
theorem with utility maximization in chapter 2. There, in a dialogue
between two sisters, Barbara convinced Ann that Ann would like to
maximize a utility function, but at the end of the dialogue Ann wasn’t
sure whether she had gotten any closer to a decision. There are two
related differences between utility maximization (under conditions of
certainty) and expected utility maximization (under conditions of risk)
that make elicitation a more useful exercise in the latter than in the
former.

First, expected utility maximization involves the multiplication of
utility numbers by probabilities, the addition of the results, and the
comparison of these sums. By contrast, utility maximization only com-
pares numbers. Hence, there is more mathematical structure in
expected utility maximization than in utility maximization. Also, in
expected utility theory there is sufficient structure for both simple and
complex problems, and thus intuition can be extended from simple



Expected Utility 47

problems to complex ones. By contrast, in Ann’s decision problem all
pairwise comparisons were equally simple (or equally complex).

Second, expected utility maximization provides a utility function
that is unique up to the determination of two parameters. Thus, we
can measure the utility function in one problem, and after it has been
calibrated, we can take the unique value that was measured in the sim-
ple problem and use it in the complex one. Such an exercise would not
have been so simple for Ann’s decision problem. There, even if we had
fixed certain free parameters, we would have found that a given com-
parison yielded a set of possible utility functions but didn’t pin down
a single value for any alternative.

A few comments are in order. First, having a more complex struc-
ture is not equivalent to having a unique definition of numerical
parameters. We may have very intricate formal models, in which some
problems are simple and some are complex, without uniqueness of
the parameters involved. On the other hand, even simple models can
sometimes uniquely determine certain parameters.

Second, even when there is enough structure to define simple and
complex problems, it is not always the case that we have better intu-
ition for the simple ones. For example, suppose you compare life in
Paris and in London. The two cities differ on many criteria. Such a
problem has enough structure to define simple and complex problems.
In particular, one can think of comparisons between hypothetical
choices that differ only on one criterion, for example, would you prefer
to live in Paris or in a hypothetical Eng-Paris, which is identical to Paris
in all respects except that everyone there speaks English instead of
French. It is possible that you have clear and well-defined preferences
about language that are independent of the other criteria in this prob-
lem, and you find this question easy to answer. But it is also possible
that you'd say, “I have no idea what Eng-Paris would be like. I find it
hard to imagine. By contrast, I do have much more sound intuition for
my preferences between the actual Paris and the actual London.”

Finally, even without explicit structure in the problem, and even
without uniqueness, axioms may be useful in constructing preferences.
For example, transitivity can help save some comparisons: if x is better
than y, and y is better than z, we don’t need to compare x and z.

These qualifications notwithstanding, it is useful to recall that an axi-
omatization that yields a unique numerical representation can be use-
ful in calibrating the representation in simple problems in order to use
it in complex ones.






5 Probability and Statistics

5.1 What Is Probability?

Natasha: 1 think it’s not a good idea to buy an apartment right now.
Olga: Oh, yes, why?

Natasha: They say that the housing market is going to go down.
Olga: Really? For sure?

Natasha:  Well, not for sure. If they knew this for sure, the market
would go down immediately.

Olga: So?

Natasha: Not for sure, but with very high probability.
Olga: How high?

Natasha: 1'd say, 80 percent.

Olga: 80 percent?

Natasha: Yes, that’s a reasonable estimate.

Olga:  What does it mean?

Natasha:  You don’t know what 80 percent means?

Olga: Don’t be silly. I know what 80 percent means. I don’t know
what probability of 80 percent means.

Natasha: If you don’t know what probability is, I suggest you read
appendix A. Ann said that it’s all explained there very clearly.

Olga: Ann?

Natasha:  Yes, the girl from chapter 2 who didn’t know what a func-
tion was.

Olga: Thank you very much. I know the mathematical model of prob-
ability. My father even studied with Kolmogorov.
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Natasha: Kolmogorov?
Olga: Kolmogorov.

Natasha: Whatever. So you know what probability is; it’s in your
genes.

Olga: Exactly. But that wasn’t my question.
Natasha: So? What was your question?

Olga: I'm trying to understand what it means in real life that the
probability of the market’s going down is 80 percent. What do you
want me to understand when you say that?

Natasha:  You should understand that it’s very likely. It means that it’s
more likely than unlikely.

Olga: Yes. Isee. Sort of, like 70 percent.
Natasha: No, more.

Olga: But 70 percent is also very likely. And more likely than
unlikely.

Natasha: 1 don’t understand what you're trying to say.

Olga: I mean I don’t understand what’s the difference between 80
percent and 70 percent. Of course, I know the difference between 70
and 80 percent of, say, the profit from a movie. But I don’t understand
the difference between saying that the housing market will go down
with 80 percent probability and saying that it will go down with 70
percent probability.

Natasha: Isn’t it obvious that 80 percent is more likely than 70
percent?

Olga: Yes, but it’s not clear that the numbers mean anything. If you're
supposed to give me 80 percent of your profits or 70 percent of your
profits, I can check what your profits are and how much you gave me,
and see what the percentage is, 70 or 80.

Natasha: Yes?

Olga: Well, I just told you a way to tell whether 70 percent or 80 per-
cent is accurate. But now try to do the same with probability.

Natasha: Okay, go on.

Olga: Suppose one forecaster says that the probability of the market’s
going down is 70 percent, and another says that the probability is 80

percent. Now you observe the outcome. Suppose the outcome is that
the market went down. Which forecaster was right?
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Natasha: The one who said 80 percent?

Olga: But the one who said 70 percent also thought that the market
was more likely to go down than not.

Natasha: So the one who said 80 percent was “more right” than the
other?

Olga:  Well, I can sort of understand this. But I don’t understand the
meaning of probability of an event that occurs only once in history.
Natasha: How many times can it occur?

Olga: TI'll give you an example. I work for an insurance company. We
sell policies. People pay us money, and if something bad happens to
them, we compensate them.

Natasha: Hey, I know what insurance is. Even if my father didn’t
study with Kolmogorov.

Olga: Okay, so we try to estimate the probability of something bad
happening, say, of a burglar’s breaking into an apartment. And we do
it by taking the number of burglaries per year, and dividing it by the
number of apartments.

Natasha: So?

Olga:  So I understand what probability means. It’s the proportion of
cases in which something will happen. Or at least has happened in the
past. But I don’t understand what it means in a single case.

Natasha: You mean, like the housing market.
Olga:  Yes.
Natasha: Well, it’s sort of similar.

Olga: What do you mean? Do you have many housing markets like
we insure many apartments?

Natasha: Not exactly. We learn from what’s going on in other housing
markets, but each one is a separate case.

Olga: You mean, the market in Russia is not exactly the same as the
market in the United States?

Natasha: Right.

Olga: Let me guess that they are not unrelated either. If the U.S. mar-
ket goes down, people may start asking questions about the Russian
market, too.

Natasha:  Well, there are differences. The U.S. market may go down
without the Russian one going down.
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Olga: But one can affect the other. People read newspapers.
Natasha:  Of course.

Olga: Well, we don't really have that problem at the office. If one
apartment has been broken into, it doesn’t mean that another one will
or won't be broken into. I can take evidence and use it to estimate
probability without worrying that I changed the probability I'm trying
to estimate.

Natasha: Change the probability?
Olga: Well, I'm not sure. Maybe it’s a way to think about it.

Natasha: If you don’t know what probability is, how would you
know if it changed?

Olga: Okay, maybe not. But you understand what I mean. Estimating
the probability of an apartment’s being broken into is something I can
understand. I understand the difference between 0.2 percent and 0.3
percent. But I'm not sure what you mean when you talk about the
probability of the housing market’s going down.

Natasha: Do you understand the probability of global warming?
Olga: No, I have the same problem with that.

Natasha:  Well, it’s a manner of speech.

The notion of probability is ubiquitous. We use probabilities when
we discuss risky choice (as in chapter 4), when we deal with the stock
market, and with political events. We get the weather forecast in terms
of probabilities, and we use probabilities to describe health and envi-
ronmental risks as well as the outcomes of medical procedures, educa-
tion plans, and so forth. But what is probability precisely? What do we
mean when we say “the probability of an event A is p”?

5.2 Relative Frequencies as Objective Probabilities

One common answer is the limit of empirical frequencies. When we
toss a coin, and say that the probability of heads is 50 percent, one pos-
sible interpretation is that if we toss the same coin over and over again
under the same conditions, we will find that approximately 50 percent
of the times it came up heads. This is referred to as the frequentist
approach to probability, defining objective probabilities by limit (rela-
tive) frequencies.
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This notion might remind you of the law of large numbers (LLN)
(see section 4.2.2 and appendix A). Suppose we have a certain trial or
experiment repeated infinitely many times. In each repetition, the event
A may or may not occur. The different repetitions are assumed to be
identical in terms of the probability of A occurring in each, p. Also,
they are assumed to be independent in the sense that whatever we
know about some of them, we get no information about the others.
Then the law of large numbers guarantees that the relative frequency
of A will converge to its probability p.

Note that the LLN relies on assumptions that are defined in terms
of probabilities. In saying that random variables have the same distri-
bution or are independent, we presuppose a notion of probability.
Also, the statement of the LLN is given in terms of probabilities. There-
fore, the LLN cannot be used to define probabilities. However, the intu-
itive definition of probability as “limit relative frequency” turns the
law on its head and uses the result of the LLN as the definition of
probabilities.

Relying on the intuition of the LLN, we can rephrase this definition
of objective probabilities as follows. Assume that we have a large num-
ber of experiments that are run under the same conditions. By this we
mean that (1) as far as we can tell, the experiments are identical, and
(2) the experiments are causally independent—the outcomes of some
of them do not affect the outcomes of others. Then, we can take the em-
pirical relative frequency of an event as a definition of its probability in
future experiments of the same type.

There are situations, such as the toss of a coin or the shuffling of a
deck of cards, in which experiments are run under the same condi-
tions. There are other situations in which experiments are not literally
run under the same conditions but may be assumed to be. For exam-
ple, consider my decision to insure my car. In an attempt to assess the
probability of its being stolen, I take the relative frequency of car thefts
in the last year as a definition of probability. Indeed, there were many
cars that could have been stolen, but only a few were in fact stolen. But
were they all identical? Wasn’t a brand new luxury car more attractive
to thieves than an old inexpensive one? Doesn’t the location of the car
in the city matter? In fact, no two cars are precisely identical if we take
into account all the relevant parameters, such as the car price, condi-
tion, and location. Even the assumption of causal independence seems
dubious; if two guys are busy stealing your car, they might not have
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the time to steal mine. It therefore appears that the events in question
are neither identical nor causally independent.

Come to think of it, we can make similar arguments about tossing a
coin. Even if I toss the same coin over and over again, certain parame-
ters change from one toss to another. My hand may be getting tired.
The humidity in the air might change. A comet might change the grav-
itational field. Causal independence also doesn’t seem very plausible;
a particularly vigorous toss tires my thumb and increases the tem-
perature of the coin. Similar arguments indicate that in other classical
examples, such as rolling dice, spinning roulettes, and shuffling cards,
consecutive experiments are never precisely identical or causally
independent.

We come to the conclusion that the notion of identical conditions
is only an assumption. As is always the case in science, we shouldn’t
expect assumptions to be perfectly accurate descriptions of reality. It
is fine to use models that approximate reality. The wisdom, which is
often more a matter of art than of science, is to judge when a certain
model is appropriate and when its assumptions are so unrealistic as to
become misleading. The same is true of the assumption of identical
conditions in the definition of probability. When we use empirical rela-
tive frequencies to define the probability of a coin’s coming up heads,
or the probability of a car’s being stolen, we merely assume that the
different experiments are practically run under identical conditions.

5.3 Subijective Probabilities

In contrast to the previous examples, there are situations in which we
can’t assume that experiments are identical or causally independent.
The result of a medical procedure depends on a host of variables, the
combination of which makes each instance unique. The behavior of
the stock market also depends on sufficiently many variables to make
any day a unique day in history. Moreover, in the case of the stock
market, different cases are causally interdependent. This means that if
an event occurred in the past with relative frequency of, say, 70 per-
cent, it may now be more or less likely precisely because of its past oc-
currence. A war that is considered a fiasco will render another, similar
war less likely to occur. The big financial crisis of 1929 indicates that
such crises are possible. But it also resulted in a variety of safety nets
that make the occurrence of similar crises in the future less likely. In
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short, past relative frequencies are not a reasonable definition of proba-
bility in many cases of interest.

Still, people often talk in terms of probabilities. The reason is that
the machinery of probability theory has been found to be a convenient
tool to sharpen our intuition about uncertainty. The need to assign
numbers to events in a way that satisfies the basic laws of probability
imposes a certain discipline on our thinking. For example, if event A
implies event B, we can’t assign a higher probability to A than to B.!

When probabilities are defined objectively by observed empirical
frequencies, different people who have the same data should, in prin-
ciple, compute the same probabilities. By contrast, when probability
is used only to impose coherence on the quantification of beliefs, we
should not be surprised if different people sometimes have different
opinions. Their probability assessments are called subjective. The Baye-
sian approach, named for Thomas Bayes, suggests that all uncertainty
be quantified probabilistically. If objective evidence exists to suggest a
unique definition, as in the case of empirical relative frequencies, we
expect rational decision makers to adopt the objectively available prob-
abilities. But if such evidence does not exist, the Bayesian approach
still holds that the only rational way to deal with uncertainty is to
quantify it by probabilities, even if the resulting probabilities are only
subjective.

The notion that probability theory can be used both for objective
probabilities (chance) and for the quantification of subjective beliefs
has been around from the early days of probability theory (the mid-
seventeenth century). The debate as to whether all uncertainty can be
quantified by probabilities has been going on ever since, and it seems
far from settled.

The Bayesian approach, suggesting that uncertainty can always be
quantified and reduced to chance or risk, has received powerful sup-
port from axiomatic models. Such a model describes choices under
uncertainty, involving events whose probabilities are not known, and
suggests a set of axioms on choices, mostly focusing on internal coher-
ence across different decision situations. A theorem is then proved,
showing that the axioms are equivalent to the claim that choices
can be represented by a certain decision rule—typically, expected
utility maximization—that involves probabilities. These probabilities
are subjective because they are derived from the decision maker’s
preferences.?
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The Bayesian approach can be supported by elicitation schemes that
are similar to those discussed previously for the elicitation of utility.
Again, the idea would be to start from simple questions and build up
toward more complex ones. For example, suppose you are faced with
a complicated decision that involves ten different scenarios. You wish
to assess your own subjective probability for each scenario. For a given
scenario A, ask a question of the type, “Do I prefer to get $100 if A
occurs or to get $100 if a fair coin comes up heads?” If you prefer to
bet on A, you may be described as assigning a subjective probability to
A that is higher than 50 percent. You can now ask whether you prefer
to bet on A or on “at least one head in two independent tosses of the
fair coin,” comparing your subjective probability of A with .75, and so
forth. This way you can calibrate your subjective probability for each
event separately and then go on to use these probabilities in more com-
plex decision situations.

There is a claim, however, that betting questions such as these do not
have well-defined answers for many events. Asked, “Do you prefer
to get $100 if A occurs or to get $100 if a fair coin comes up heads?”
I might respond, “Well, you're basically asking me whether the prob-
ability of A is higher or lower than 50 percent. But I don’t know
the probability of A; if I did, I would not need your questionnaire
anyway!”

Such difficulties have given rise to the development of alternatives to
the Bayesian approach.® A relatively simple theory that is more general
than the Bayesian theory is referred to as maxmin expected utility. It
suggests that the decision maker does not necessarily have a unique
probability over events but rather a set of such probabilities. When
faced with a particular alternative, there are many different ways to
compute its expected utility because each probability in the set can be
used for the calculation, and different probabilities will generally result
in different expectations. The maxmin theory suggests that the decision
maker tends to evaluate an alternative by its worst case, that is, by
the minimal expected utility it can have, where one considers all prob-
abilities in the set. However, this is but one particular theory of non-
Bayesian decision making, and many others have been developed.

5.4 Statistical Pitfalls

Statistics is used to estimate probabilities explicitly in scientific and
nonscientific studies as well as implicitly by most of us in everyday
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life. It is important to recall that there are several known problems for
which we may be led to draw wrong conclusions from available data.
The following is a partial list of the types of mistakes that people often
make. If you read a daily newspaper, you may try going over the news
and asking how many of the headlines lead the reader to make errone-
ous inferences of these types.

5.4.1 Confounding Conditional Probabilities

Suppose you are about to board a flight and you fear the plane might
be blown up by a bomb. An old joke suggests that you take a bomb on
the plane with you, because the probability of two bombs is really low.

The point of this not-so-funny joke is that, assuming independence
of your action and the other passengers’ actions, the probability of
there being two bombs conditional on your bringing one is equal to the
probability of one bomb conditional on your not bringing one. Quot-
ing the unconditional probability of two bombs (brought by other pas-
sengers) is an example of confounding conditional and unconditional
probabilities.

Another mistake that people often make is confusing the conditional
probability of one event given another with the conditional probability
of the second given the first. Consider the following example. You are
concerned that you might have a disease. You are going to take a test,
with the following accuracy: if you have the disease, the test will show
it with probability 90 percent; if you don’t, the test might still be posi-
tive (a false positive) with probability 5 percent. Assume that you took
the test and you tested positive. What is the probability that you actu-
ally have the disease?

Many people tend to give answers like 90 percent, 95 percent, or
something in between. The correct answer is that you have no idea.
The reason is that we are only given the conditional probabilities of
testing positive given that you are sick and given that you are healthy.
But we have no information about the unconditional, a priori probabil-
ity of being sick. And this information is needed to figure out the con-
ditional probability of being sick given testing positive.

To see this, think about proportions in a given sample of people
rather than of probabilities of yet untested cases. Assume there are
10,000 people, of whom 100 are sick. That is, the a priori (uncondi-
tional) frequency of the disease is only 1 percent. Within the popu-
lation of these 100 sick people, the test identifies the disease in 90
cases. Thus, the conditional frequency of testing positive given the sick
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population is 90 percent. The remaining 9,900 people are healthy. Yet,
5 percent of them will still test positive. This amounts to 495 false posi-
tives. Overall, there will be 495 + 90 = 585 cases of people who test
positive. But the sick people among them number only 90. Thus, the
conditional frequency of the sick people among those who test positive
is only 90/585 = 15.38 percent.

Translating this back to the language of probability, the probability
of testing positive given the disease is 90 percent, but the probabil-
ity of the disease given a positive test is only 15.38 percent. Note that it
is not good news to test positive; before you knew the result of the test,
you used to have a probability of 1 percent of having the disease.
Given the test, this probability has increased to about 15 percent. Yet,
it is much smaller than 90 percent. It is even much smaller than 50 per-
cent. Thus, while the majority of sick people test positive, the majority
of those who test positive are not sick.

The relative frequencies we compute in the two cases have the same
numerator but different denominators. When we ask what is the pro-
portion of positive tests among the sick, we take the size of the popula-
tion that satisfies both conditions—the 90 people who are sick and
who test positive—and divide it by the size of the population of the
sick, 100 people. This ratio, 90/100, reflects the high frequency of test-
ing positive within the sick population. By contrast, when we ask what
is the proportion of sick among those who test positive, we take the
size of the same population satisfying both conditions, but this time di-
vide it by the size of the population of those who test positive. The
same numerator, 90, is now divided by a different denominator, 585,
and the result can correspondingly be very different. Yet, people tend
to forget that the denominators are different.

Kahneman and Tversky have documented this phenomenon in care-
ful experiments.* They called it “ignoring base rates,” because what
relates the conditional probability of one event given the other to the
converse conditional probability is the ratio between the unconditional
(base) probabilities of the two events (100/585, in our example). Ignor-
ing base probabilities, or confounding conditional probabilities, is the
probabilistic equivalent of the confusion between “A implies B” and “B
implies A.” Apparently, both are natural mistakes that most of us tend
to make unless we are very careful.

Confounding conditional probabilities may also be related to many
cases of prejudice about various groups. For example, assume that
most of the top squash players are Pakistani. This does not mean that
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most Pakistanis are top squash players. Yet, the phenomenon we are
considering suggests that people often make this wrong implication.
And if one replaces this example by something less benevolent, one
may find certain prejudices against groups in society that are prevalent
but are not statistically justified.

5.4.2 Biased Samples

One of the most famous fiascoes in the history of statistics was the
prediction of the outcome of the U.S. presidential election in 1936. The
Literary Digest poll predicted that the Republican candidate, Alfred
Landon, would win with a significant margin, whereas in fact the
Democratic candidate, Franklin D. Roosevelt, was the winner. In hind-
sight, people noticed that the poll relied on car and telephone registra-
tion lists. Not all voters had cars and phones in 1936, and the sample
that resulted was biased. It contained a larger proportion of rich people
than did the population it was attempting to represent. Consequently,
a candidate could have a majority among those sampled but not neces-
sarily among the entire population.®

Similar problems may occur if the percentages of poll respondents
vary across the relevant subpopulations. For instance, assume that
supporters of an ultrareligious party refuse to respond to the pollsters’
questions. If the sample is taken at face value, it will underestimate
that party’s popular support.

These samples were biased because the question of interest hap-
pened to be correlated with another phenomenon that affected the
probability of appearing in the sample. Some examples involve a bias
that is introduced by the sampling procedure itself.

Family Size Suppose I wish to find the average number of children
in a family. I go to a school, randomly select several dozen children,
and ask them how many siblings they have. I compute the average
and take it, plus one (to account for the child sampled), to be an esti-
mate of the average number of children in a family.

A family with five children has a probability of being sampled that is
five times larger than a family with one child. A family with no chil-
dren will disappear from my sample completely. Notice that the bias
here stems from my decision to sample children. As opposed to the Lit-
erary Digest example, to see the bias you don’t need to know anything
else about the population (such as the fact that Republican voters
tended to be richer on average than Democratic voters). It is sufficient
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to read the description of my sampling strategy to realize that it will
result in a biased sample.

Note that the sample is not biased if we want to answer the question,
“How many children did you grow up with (including yourself)?” For
example, if there are two families, one with a single child and the other
with nine children, the average family size is five, but the average
number of children living with a child in the same household is indeed
((9/10) x 9) + ((1/10) x 1) = 8.2. Thus, whether a sample is biased or
not may depend on the question we are interested in.

Waiting Time [ wish to estimate the average time between the ar-
rival of two consecutive buses. I go to the bus stop, measure the time,
and multiply it by 2 (to correct for the fact that I might have arrived
anywhere over the time interval).

The logic here is similar to that of the previous example. A bus that
happens to take longer to arrive has a higher probability of appearing
in my sample. If you define “families” of minutes to be intervals be-
tween two buses, a minute that belongs to a longer interval has more
“siblings.”

Observe that the average waiting time in the sample is an unbiased
estimate of the waiting time for a passenger who arrives at the stop at
a random moment. It is true that such a passenger is more likely to
wait for a bus that takes longer to arrive than for a bus that arrives
sooner. The sample will be biased, however, if we wish to compute the
average over the buses rather than over the minutes.

The Winner’s Curse We are conducting an auction for a good that
has a common value, say, an oil field, which is worth the same to who-
ever wins it. This common value is not known with certainty, though.
Assume that each firm gets an estimate of the worth of the oil field
and submits a bid, and that the estimates the firms get are statistically
unbiased (that is, their expectations are the correct unknown value). If
only one firm submits a bid, its expected profit is zero. But if more
than one firm bids, the firm that wins the bid is likely to lose money.
The reason is that the bids are accurate only in expectation. Some-
times they will be above and sometimes below the correct value. With
a single firm, the loss in case it overbid will be offset by the gain in case
it underbid, and in expectation it will neither lose nor gain money. But
when there are more firms, a firm is more likely to win the auction
when it overbids than when it underbids. Thus, when it overbids, it is
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likely to lose money, but when it underbids, it is likely to gain nothing
(because it will not be the one winning the auction).

This is an example of a biased sample. Think of “winning the auc-
tion” as a sampling procedure. The bids that are sampled, namely, the
bids that win the auction, are not representative of the overall popula-
tion of bids. As in the previous examples, the bias here in inherent to
the sampling procedure.

The winner’s curse refers to the phenomenon that the winner of the
auction tends to lose money on it. It was observed in practice long
ago, and it because obvious that a firm needs to correct its bid down-
ward so as not to lose money in expectation. How the bid should be
corrected depends also on what other firms do. In recent decades,
game theory has been used to find equilibria in auctions as well as to
find optimal auction rules for the seller.

5.4.3 Regression to the Mean

In regression analysis we are given data and attempt to find regular-
ities in it. For example, let x denote the height of a man, and y the
height of his son. We observe many pairs of values for x and y, and
ask whether a simple relationship suggests itself. In linear regression
we consider only a linear relationship and attempt to find the line that
best fits the data points (see figure 5.1).

\ 4

Figure 5.1
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\

Figure 5.2

Why do we look for a simple function such as a line, which will not
fit all points, rather than use a more sophisticated function that
matches the data more accurately? The reason is that we believe there
is inherent noise in the data. In the exact sciences this noise is often re-
ferred to as measurement errors. In the life and social sciences the noise
also encapsulates many variables that are known to be important but
cannot be measured. In any event, given that noise exists, a compli-
cated curve that fits the data precisely (as in figure 5.2) will be too sen-
sitive to random noise and is likely to generate poor predictions. This
phenomenon is called overfitting.

When a linear function was computed for the data (as in figure 5.1),
it was found that the regression line was increasing, which means that,
on average, we'd expect a taller man to have taller sons. But the line
had a slope lower than 1 (less than 45°), that is, a unit increase in the
man’s height resulted, on average, in less than a unit increase in
the expected height of the son. Because of this fact, the technique is
called regression (and not, say, progression).

We can expect the slope of the regression line to be lower than 1 for
the following reason. Let’s make the plausible assumption that the
height of a man depends on his father’s genes and on a host of other
phenomena, including his mother’s genes, his nutrition, and so forth.
Without any information on these other factors, let’s lump them to-
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gether into a noise variable and assume, for simplicity, that this noise
variable is independent of the father’s height.

Let’s now pick a particularly tall father, say, the tallest in the sample.
This guy probably got to be that tall because of a combination of
factors—his genes and his noise variables. Of the two, he will pass on
to his son the genes. The noise variable will be sampled afresh by the
son. Because the genes do pass on, we would expect the son to be taller
than average. But because the random factors are not inherited, we
would also expect the son to be shorter than his father. Similarly,
markedly short men are likely to have sons who are shorter than aver-
age but taller than themselves. This phenomenon is known as regres-
sion to the mean.

Regression to the mean is a very common phenomenon. If the vari-
ables x and y are measured on the same scale, tend to move up and
down together, and a priori one variable can be a reasonable guess for
the value of the other variable, the phenomenon is likely to occur. Sup-
pose, for example, that you select students by their grades on an exam-
ination and assign the best to a separate class. After a year you check
their progress. You would expect them to do better than the average
student but also, on average, to be below their previous level. This is
simply because of the way you selected them. Having very good
grades probably means they have a special talent but also that they
were lucky on the day of the exam. You would expect the talent to be
a robust trait that will still be there—hence, performance should be
above average—but also that the luck component would not repeat
itself—hence, performance would drop below last year’s.

Imagine that your friend tells you that you simply must see a movie
that she just saw. It’s the best movie she has ever seen, she says. Re-
gression to the mean should tell you that this is probably a good movie
but also that you are likely to be disappointed with the movie given
her superlatives.

Unfortunately, the same phenomenon occurs if you rely on your
own recommendations. You may be excited about a book or a trip or a
restaurant, and wait impatiently to enjoy it again. When you do, you
may often be a little disappointed, partly because the freshness of the
original experience is not repeated and partly because of regression to
the mean.

Other disappointments await us when we select political leaders or
investment consultants by their past performance. Clearly, there are
some skills that are required to succeed in each of these types of jobs.
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We are therefore better off choosing someone who has performed well
in a similar job in the past than someone who is a proven failure. But
since there is a non-negligible component of luck (noise) in the success
of politicians and investment consultants, we should not be surprised
that they do not perform quite as well as we hoped when we (s)elected
them.

5.4.4 Correlation and Causation

Another statistical mistake we are often prone to make is to confound
correlation with causation. Two variables, X and Y, are correlated if
they tend to assume high values together and low values together.
That is, a high value of X makes it more likely to observe a high value
of Y than would a low value of X, and a low value of X tends to co-
occur with a low value of Y. Correlation is a symmetric relation. If X is
correlated with Y, then Y is correlated with X (see appendix A).

Causality, on the other hand, is a much trickier concept. Intuitively,
we understand what it means to say that X causes Y, or that a high
value of X is the cause of Y’s taking on a high value as well. We mean
something that involves a counterfactual, such as, “ X is high and so is
Y; but had X been low, Y would have been low, too.” Causality is not
symmetric. If X is a cause of Y, Y cannot be a cause of X .Specifically,
if X is a cause of Y, it has to happen before Y. It is possible that a high
value of X today is the cause of a high value of Y tomorrow and that
the latter is in turn the cause of a high value of X the following day.
Yet, a high value of Y tomorrow cannot be the cause of a high value of
X today. Correlation need not respect temporal precedence. A high
value of Y tomorrow may be correlated with, or may be an indication
of, a high value of X today. But the former cannot be the cause of the
latter because causality does respect temporal precedence.

Causality is harder to define, measure, and establish than correlation
because causality involves counterfactual statements such as “had X
been low, Y would have been low, too.” The basic problem is that it
is not always clear what would have happened if X had taken on a dif-
ferent value than it did in reality. To consider an extreme example, we
can think of causality in history. What were the causes of Hitler’s de-
feat? Would he have won the war if he had not attacked the USSR?
And what were the causes of the collapse of the Soviet Union? Would
the USSR have survived were it not for the “star wars” project? or the
decline in the price of 0il? We do not know the answers to these ques-
tions. It is hard to give exact conditions under which the answer
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should be yes or no because we cannot rerun history and check what
would have happened under different circumstances.

Historical events are an extreme example because they tend to be
unique. When every two events differ from each other in a multitude
of observable features, it is difficult to define correlation, let alone cau-
sality. But even when we have sufficiently similar repetitions of events
to define correlation, causality may still be elusive. The reason is that a
given correlation is compatible with many causal stories. For example,
assume there is a correlation between income, X, and expenditure on a
car, Y. This statistical relation may be a result of (1) X being the cause
of Y, (2) Y being the cause of X, (3) a causal relation that does not
directly relate X and Y, for instance, another variable, Z, may be the
cause of both X and Y, and (4) pure chance.

There are statistical inference techniques that are designed to rule
out the last case, pure chance. The notion of statistical significance
attempts to distinguish the fundamental relationships from those that
just happened to reveal themselves in the data due to sampling errors.
But the correlation between X and Y can be statistically significant in
any of the cases (1)—(3).

Fortunately, if we just want to learn things about the world, we need
not worry about causality. If we see a person who owns an expensive
car, we may conclude that she is more likely to be rich than if she
owned an inexpensive car. This would be a valid statistical inference
even if we believed that causation goes the other way around, namely,
that she bought an expensive car because she could afford it.

Unfortunately, if we wish to study relationships among phenomena
in order to change things in the world, we do need to establish causal
relationships. If you want to have an expensive car, it makes sense that
you should try to get rich. But it would probably be a bad idea to buy
an expensive car in the hope that you will thereby become rich.

There are many examples in which common sense may ensure that
we do not confuse correlation with causation. Being sick is correlated
with seeing doctors, but we are unlikely to mistake the doctors as the
main cause of diseases. Taller children tend to have taller parents, but
it is clear that the height of the child is not the cause of the height of
the parent. To consider examples with more than two variables, we
may find that the population sizes in Greece and in Argentina are
correlated (over different years), and this may be a result of both popu-
lations growing with time. Such a spurious correlation results from
two causal relationships but does not convey a causal relationship
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itself. Spurious correlations will disappear once we control for the rele-
vant variables. If we take into account the time variable, we will find
that given the effect of this variable, the other two variables are not
correlated.

But there are examples in which the causal relationships are not so
obvious. Suppose a study finds that a little bit of smoking is related to
diseases less than not smoking at all, and only at high levels of nicotine
consumption are negative health effects observed. One might suspect
that some smoking is actually good for us. (Indeed, this is allegedly
the case with red wine.) But it may also be the case that the population
of nonsmokers includes those people who are already sick and who
were ordered by their doctors to stop smoking. In this case, the sick
nonsmokers do not smoke because they are sick rather than the other
way around.

If we find that children’s verbal abilities are related to their height,
we are unlikely to stretch children in the hope of making them more
verbal. We will probably realize that age must be the common factor
that causes both an increase in height and in verbal abilities. In this
case, common sense helps rule out a direct causal link between height
and verbal skills. But if we find that children of richer parents do better
in school, we may find it hard to judge which causal theory makes
more sense: it is possible that more money allows better education but
also that people who are a priori more talented tend to have more
money as well as more talented children.

How can we establish causal relationships? If we know which vari-
ables are suspected of mediating a correlation between X and Y and
which may be common causes of both (such as the parents’ talent in
the last example), we can include them in the analysis and see if corre-
lation persists. If the correlation between X and Y is there given the
same value of a suspected variable Z, then this variable is probably
not the cause of Y.

But how many variables should we consider? There may be no end
to the possible causes of a given phenomenon. It is therefore desirable
to have controlled experiments, in which one can change the value of
only one variable, X, and see its effect on another, Y. If the assignment
of cases to the groups of different X values is random, and different
values of Y result, one feels that a causal relationship has been estab-
lished. The trick about random assignment is that another variable Z
that we should have controlled for has the same distribution in the var-
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ious groups (defined by X values). For example, if I wish to test the ef-
ficacy of a new learning program, and I can assign students to different
groups at random, a significant difference in their performance at the
end can only be attributed to the learning program to which they were
assigned.

There are many situations, however, in which controlled experi-
ments are impossible, impractical, or unethical. History is one example
in which experiments are theoretically impossible. We cannot rebuild
the Soviet Union and see what might bring its disintegration, if only
because the memory of the first event changes the second one. More-
over, any experiment that involves a whole country, society, or econ-
omy will typically not be practical. Practical experiments also need to
end in a reasonable time. Finding out the effects of a certain education
system on future performance of children might require an experiment
that takes, say, 40 years. By the time it is done, it will probably not be
relevant any longer. Finally, ethical constraints abound. Suppose, for
example, that we're not sure whether pregnant women can drink a lit-
tle bit of wine without harm. We can’t take a sample of pregnant wom-
en and randomly tell half of them to drink while the others don't, in
order to see which group produces children with more birth defects.

There are more sophisticated statistical techniques that are designed
to identify causation based on naturally available data. But they are
limited, and leave unanswered many causal questions in macro-
economics and finance, political science, sociology, and so forth.
Moreover, many statistical correlations are reported without further
analysis. It is therefore important, when consuming statistical data, to
bear in mind that correlation does not imply causation.

5.4.5 Statistical Significance
The standard way that facts are statistically proven is by hypotheses
testing. This technique is not always straightforward, and it is worth-
while to explain how it works.

When a researcher suspects that a certain fact is the case, for in-
stance, that smoking is related to lung cancer, she formulates a hypoth-
esis to test. The hypothesis being tested is the negation of the conjecture
that we are trying to prove. Trying to be very careful, we state that
something has been proven only if it is objectively beyond a reasonable
doubt. Thus, we allow the negation of the conjecture the benefit of the
doubt. In this example, the researcher would formulate as the null
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hypothesis, Hy, the claim that smoking is not related to lung cancer. The
hypothesis that it is related will play the role of the alternative, often
denoted H;.

Next, the researcher selects a test, which is a procedure of taking
a sample, performing some calculations, and based on these calcula-
tions, making the decision of rejecting Hy or not. The sample will typi-
cally consist of i.i.d. random variables from the relevant populations,
say, the population of smokers and the population of nonsmokers.
Then the test could say that the null hypothesis should be rejected
if and only if the percentage of lung cancer cases in the smokers’ popu-
lation is sufficiently higher than the percentage in the population of
nonsmokers.

What is sufficiently high? We start by observing that statistical
proofs almost never attain the degree of certainty of logical proofs.
However large the samples, and however stark the difference between
the two populations, it is still possible that the differences in the sam-
ples are due to coincidence. Realizing that this is the normal state of
affairs, we can ask how much of a coincidence needs to be assumed
to reconcile the data with the null hypothesis. That is, if we do give
Hy the benefit of the doubt and assume it is true, how likely would
it be to observe that which we have indeed observed? If the answer
is extremely unlikely, we end up rejecting Hy, thereby proving the
alternative.

In other words, the basic logic of hypothesis testing is similar to
showing that it is embarrassing or ridiculous to hold on to the negation
of the claim we try to prove. For instance, a cigarette manufacturer
insists that smoking has nothing to do with lung cancer. A priori, this
would be a valid conjecture. But if we see that, in very large samples,
almost all the smokers suffer from the disease and almost all non-
smokers do not, we will ask the manufacturer, “Well, what do you say
now?” “Just a coincidence” might be the answer. Then we should ask,
“OK, let’s try to quantify it—how unlikely was the event that you
wish us to believe has occurred by chance? Let’s assume that the two
phenomena are not related, and compute what would have been the
(maximal) probability of observing the data we have actually observed
under your assumption.” Suppose we go through the calculation and
find that this maximal probability is .001. Now we can turn back to the
producer and say, “Sorry, we don’t believe your conjecture. Everything
is theoretically possible. But you ask us to believe that we have just
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witnessed a very unlikely event. It makes much more sense to admit
that there is a relation between the two phenomena.”

It is important to realize that hypotheses testing does not rely on an
a priori judgment of the likelihood of the hypothesis being correct (ver-
sus its negation). Such a priori judgments are bound to be subjective.
Hypotheses testing aspires to objectivity. Hence it cannot rely on sub-
jective prior beliefs, reflecting bias, prejudice, or preconception.

There are some important caveats regarding the interpretation of
hypotheses tests:

* When a hypothesis is not rejected based on the data, it need not be
correct or even strongly supported by the data. A failure to reject a hy-
pothesis (sometimes referred to as acceptance) only means that it could
not be rejected. To prove the hypothesis Hy we would need to switch
roles, define Hy as the alternative, and attempt to reject the negation of
Hy. Often, neither the hypothesis nor its negation can be rejected based
on the data available. Importantly, when one restricts oneself to objec-
tive statements, one has to remain silent on many issues.

+ While hypotheses testing attempts to be objective, there are always
sources of subjectivity. In many real life situations, there is more than
one way of formulating a hypothesis. For a particular hypothesis there
are many possible tests. And the degree of coincidence allowed, called
the significance level, can also be chosen at various levels.

Scientific studies try to cope with these sources of subjectivity in
various ways. For example, a particular conjecture about real life
events can be tested in the guise of different formal hypotheses. For
many simple hypotheses there are standard tests that are selected by
theoretical considerations, so that there is less leeway in choosing the
test according to one’s goals. And there are standards of the signifi-
cance level that have become the norms in a given scientific commu-
nity. Having said that, it is useful to recall that objectivity is always
qualified.

* An effect that is statistically significant need not be significant in any
intuitive sense of the word. Suppose, for example, that the probability
of developing lung cancer for nonsmokers is .0129 and for smokers
.0131. In this case, for large enough sample sizes, we can be confident
that we will eventually reject the hypothesis that the probability in the
two populations is identical (or lower for smokers), thereby proving
that smoking is related to lung cancer. Further, this will be true for any
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level of significance chosen as a threshold. But the difference is not
very important; smoking results in a less than 2 percent increase in
probability (relative to the base of 1.29 percent), and the overall danger
is anyhow rather low. In fact, given these (hypothetical) numbers, a
smoker might find it rational to keep smoking even though the proba-
bility of the disease is significantly higher for smokers than for non-
smokers (in the statistical sense of significance).

Statistics has developed more refined techniques to cope with this
problem. In particular, the concept of effect size attempts to trade off
the size of the effect with the size of the sample that was used to prove
its significance. But such refined concepts are rarely reported in the
popular press. In fact, when we read that “scientists have shown
that...” we typically know very little about the details of the tests that
were employed.

* Another problem is that significance levels are computed when one
plans the study a priori. In actual studies, one often comes up with
conjectures after the data have been gathered. In fact, this practice is
crucial for scientific discovery. It is only natural to keep developing
theories while observing the data. But the notion of significance
assumes this is not the case. Moreover, if one measures many variables
in a given population, one is likely to be able to find some hypotheses
that can be rejected post hoc. Scientific empirical studies are rather
careful in trying to avoid this phenomenon. But, again, our everyday
consumption of scientific findings is often susceptible to such pitfalls.



III Group Choices

We have so far assumed a single decision maker. This decision maker
can be a person or an organization, such as a state or a firm. It can also
be an animal or a species or even an inanimate object such as a robot.
All these decision makers can be ascribed a utility function and can be
viewed as making decisions under certainty or uncertainty, according
to objective or subjective beliefs, which reflect correct or erroneous sta-
tistical inference. In short, the discussion thus far can be quite general
in terms of its applications. But it says nothing about what choices
should be, or would be made, in case there is more than one decision
maker involved.

Many of the problems in the social sciences involve more than one
individual, and one main question they deal with is how to reconcile
different individuals” preferences. We may think of economic markets,
where an alternative specifies how much of each good will be allocated
to each individual. In this example the individuals may be similar to
each other, but because each consumes her share of the goods, and
each prefers more rather than less, they are likely to have conflicts of
interest. We may also think of a country’s foreign policy, where all citi-
zens experience the same outcome but value it differently. And there
are situations in which an alternative specifies each individual’s pri-
vate consumption as well as the economy’s joint consumption of
public goods (such as schools, hospitals, roads, military). In this case
disagreements may arise partly because of the allocation of private
goods and partly because of differences in tastes.

Each individual i has preferences over alternatives. Assume they are
represented by the maximization of a utility function u;. Can we define
society’s preference given the individual preferences? In other words,
can we aggregate preferences?
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The discussion of individual choice did not draw a very clear dis-
tinction between descriptive and normative theories. The reason is that
our notion of rationality is closely related to that of a successful norma-
tive theory, and both have to do with a comparison between theory
and behavior. A normative theory is successful if people can be con-
vinced that they would like to follow it. A theory describes rational
choice if people are not embarrassed to find out that it applies to them,
or if people cannot be convinced that they would not like to follow it.
The two concepts are not identical because it is possible that I can con-
vince you neither that a certain mode of behavior is wrong for you
(hence, it is rational for you) nor that it is right for you (hence, it is not
effective as a normative theory). Yet, these concepts are close.

This is not the case when we discuss groups of individuals. It is pos-
sible that each decision maker is rational and cannot be convinced to
change his behavior unilaterally but that the group can be convinced
to change its behavior jointly. For example, we may consider a legal
system and provide a theory of rational choices of individuals given
the system, whereas we can also consider a normative theory that sug-
gests changing the legal system. Thus, discussing rational choices in
groups, we need to draw a sharper distinction between a descriptive
theory, describing rational choices by individuals, and a normative
theory, recommending modes of behavior to society as a whole.

This part begins with a normative approach, focusing on how pref-
erences should be aggregated. The discussion leads to the notion of
Pareto optimality. This rather weak criterion serves as the benchmark
for the descriptive discussion that follows.



6 Aggregation of Preferences

6.1 Summation of Utilities

It appears that the simplest way of aggregating preferences is to add
up the utility functions of all individuals involved and to maximize
this sum. If we take the utility function u; as a measure of the well-
being of individual 7, the sum of utilities across individuals will give
us a measure of the overall well-being in society. Maximizing this sum
appears to be the right thing to do.

This maximization is often referred to as utilitarianism. This term
was coined in the late eighteenth century by Jeremy Bentham, who
suggested that one should bring about “the greatest happiness of the
greatest number.” John Stuart Mill in the mid-nineteenth century also
contributed to and refined this philosophical position. In particular,
he argued that there are determinants of utility that should not be
endorsed by the utilitarian aggregation. For example, Schadenfreude
(enjoying someone else’s misfortune) is commonly viewed as a type of
enjoyment that should be excluded from the summation of utilities to
be maximized by society.

Utilitarianism is often criticized because it derives the notions of
good and evil from consequences rather than from general principles.
Immanuel Kant, the most prominent anti-utilitarianist, argued that
morality of an act should be determined by the general rules one
should follow rather than by the specific outcomes it may lead to. In
terms of formal models, this critique may be rephrased as saying that
the consequences we consider should also specify which rules have
been followed and which have been violated. Such a reinterpretation
of consequences may allow the formal model of utilitarianism to cap-
ture certain nonutilitarian ideas. That is, one can use utilitarianism as a
paradigm rather than as a theory (see section 7.1.8).
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The addition of utility functions across individuals is reminiscent of
the notion of expected utility, in which we add up utility functions
across different states of the world or different possible scenarios. In
fact, this mathematical analogy is quite deep. John Harsanyi (in the
1950s) and John Rawls (in the 1970s) suggested that when considering
a social choice problem, one should ask what the choice would have
been if the decision maker had not been born yet and his identity was
not known.! In this “original position” behind a “veil of ignorance,”
the social choice problem is actually a problem of decision under un-
certainty. If one is willing to accept this mental leap backward in time,
and if one maximizes expected utility when facing uncertainty, one
may find this a reason to support utilitarianism in a social choice
problem.

One may be willing to discuss the hypothetical decision problem be-
hind the veil of ignorance but reject the principle of maximization of
expected utility in this problem. Different criteria for decision under
uncertainty would result in different approaches to the social choice
problem. Indeed, Rawls suggested that the more conservative criterion
of maximizing the worst possible outcome (maxmin) results in a pref-
erence for the social policy that maximizes the well-being of the indi-
vidual who is worst off.

There are several problems with the attempt to operationalize utili-
tarianism by summing utility functions. First, it is not obvious that the
utility functions used to represent preferences actually measure well-
being or happiness (see chapter 10). Second, the utility function that
describes an individual’s choices is not unique. Even the vINM utility
function for choice under risk is only given up to a shift (addition of a
constant) and multiplication by a positive constant. This freedom is
sufficient to make utilitarianism ill-defined.

To see this, suppose there are two individuals, 1 and 2. For each al-
ternative x, u; (x) is the utility of individual 1, and u,(x) is the utility of
individual 2. The choice of a transformation is immaterial if we only
want to find the best alternative for a single individual. Maximizing
u1(x) and maximizing 2u;(x) + 3 are equivalent. Even the maximiza-
tion of the expectation of u;(x) is equivalent to the maximization of the
expectation of 2u; (x) 4+ 3. Moreover, adding 3 to 1; will not make a dif-
ference even for the maximization of the sum of the utilities. If we do
so, every social alternative x will be evaluated by three more aggregate
utility points, but the selection of the best alternative x will not be
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affected by this shift. However, multiplication by the number 2 will
make a big difference; it determines individual 1’s weight in society.

For concreteness, let U be the utilitarian aggregation function with
the original functions,

U(x) = u1(x) + uz(x),

and let V be the corresponding aggregation after the modification of
individual 1’s utility

V(x) = 2u1(x) + 3 + ua(x).

Suppose there are two alternatives, x and y, with the following util-
ity values for the two individuals:

Uy 23]
X 0 10
y 8 0

Clearly,
U(x) > U(y) but V(x) < V(y).

In other words, the maximizing the sum of utilities would give us dif-
ferent societal preferences if we choose 1y or (2u; + 3) to represent in-
dividual 1’s preferences, even though the two functions are equivalent
in terms of their observable meaning. Whether u; or (2u; + 3) is indi-
vidual 1’s “true” utility function is devoid of scientific content. Yet, the
preference between x and y depends on this question (among others).

Another problem with the maximization of utility values has to do
with truthful reports. Suppose we have a preference questionnaire that
could measure individuals” utility functions. Knowing that the mea-
surement will be used for the addition of utilities across individuals,
each individual has an incentive to report values that are spread over
a larger scale, so as to effectively get a higher weight in the social sum-
mation. Thus, even if we had a way to tell the difference between a
function u; and (2u; + 3), we should not assume that all individuals
truthfully report their utility functions.

Both problems—the nonuniqueness of the utility function and the
manipulation of individual reports—can be solved if one ignores the
actual utility functions of the individuals and applies utilitarianism to
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a common utility function that is imposed on these individuals by
the social planner. This social planner, or impartial observer, judges the
utility of outcomes (such as bundles of goods in an economy) and then,
neither resorting to questionnaires nor paying attention to individual
preferences, chooses an alternative that maximizes the sum of this (sin-
gle) utility function across individuals.

This idea has great merit, and it is probably a rather good model of
what we do in practice. Suppose there are two individuals, 1, who has
an income of $100 per day, and 2, who has an income of $5 per day. A
redistribution of income is being considered. Suppose individual 1
argues that increasing her income from $100 to $101 per day will result
in a huge increase in utility, much greater than the loss of one dollar
for individual 2, who might go down from $5 to $4 a day. Such an
argument would seem preposterous. But if we have no way to make
interpersonal comparisons of utility, it is not obvious how we can rule it
out. By contrast, if we adopt a single utility function, apply it to all
individuals” incomes, and sum it up, such an argument will be irrele-
vant. And for a reasonable utility function we will find that the loss of
utility in going down from $5 to $4 per day is greater than the gain
derived from going up from $100 to $101 per day.

Indeed, if we believe that the marginal utility of money is decreasing
(with respect to the amount of money we already have), that is, if we
assume that the utility function is concave, summation of this utility
across individuals will prefer egalitarian allocations. This is precisely
the same logic as for risk aversion; a concave utility results in a higher
sum when its argument is smoothed across the summands. If we sum
over states of the world (in the case of expected utility), we prefer less
risk; if we sum over individuals (in the case of utilitarianism), we pre-
fer less inequality.

This is one justification for progressive taxation, namely, the policy
that the rich pay a higher marginal tax than the poor. Having to make
decisions, we are forced to choose between giving one more dollar to
the rich or to the poor, and we prefer the latter.

Note, however, that attributing a prespecified utility function to all
individuals, irrespective of their personal tastes, does not amount to in-
terpersonal comparisons of utility. It is in fact a way to avoid the ques-
tion by ignoring individuals” utility functions. This approach makes
sense for the distribution of income, but it doesn’t seem very satisfac-
tory when we consider more general alternatives, with more than one
good. People do differ in their tastes, and this is part of the reason
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for trade. Also, many choice problems are not about redistribution of
goods but about choices that the group makes as a whole. When a
group of friends debates which movie to go to, and when a country
decides whether to wage war on another country, there are differences
in preferences and in opinions about what is in the best interest of the
group. In these situations, we do not have a function u that describes
the preferences of each individual in the group.

To conclude, the aggregation of utilities is an appealing option that
has many conceptual and practical difficulties. It seems applicable
mostly for redistribution problems in which differences in tastes may
be ignored. More generally, we understand why economists, for the
most part, prefer to avoid interpersonal comparisons of utility.

6.2 Condorcet’s Paradox

A major conceptual problem with the summation of utilities in the pre-
vious discussion was that an individual’s utility function is given only
up to monotone transformations. That is, it is ordinal, not cardinal. It
therefore makes sense to restrict attention to observable data, namely,
to the pairwise comparisons made by each individual, and see what
can be said about them. In particular, when we compare two alterna-
tives, the most natural thing to do is to have a vote and follow the
majority. This appears the most democratic and also most common
nonviolent way to resolve conflicts or to aggregate preferences.

Unfortunately, such a resolution of conflicts is hardly rational. In the
eighteenth century the Marquis de Condorcet presented the following
paradox. Assume there are three alternatives, x, v, z, and three individ-
uals who have the following preferences:

Individual

1 2 3
Rank 1 X z Y
Rank 2 y z
Rank 3 z y X

where each column specifies the preferences of one individual, with
alternatives ranked from top to bottom. When we put x and y to a ma-
jority vote, x wins two-thirds of the votes; individuals 1 and 2 prefer
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x to v, and only individual 3 prefers y to x. Next, if we ask the individ-
uals to vote between x and z, z wins two-thirds of the votes (indi-
viduals 2 and 3). Finally, when this recent winner, z, is confronted
with y, the latter wins, again by a two-thirds majority (individuals 1
and 3). Majority vote may generate cycles. Since it fails to guarantee
transitivity of preferences, this method cannot be relied upon to ag-
gregate preferences.

Condorcet’s paradox also indicates how sequential votes can be
manipulated. Suppose I am chairing a meeting in which one of the
alternatives x, y, z will be chosen. Also, one of the alternatives is the
status quo and will be the default decision if no decision is made. (Gen-
erally, if there is an option of not deciding, we expect it to be listed
as one of the alternatives.) Suppose that I know the preferences of the
people at the meeting and that they are split into three equal-size
groups, having the preferences of 1, 2, and 3 in the preceding table. I
actually prefer x. I may start by suggesting that we first decide be-
tween y and z. There is a majority for y, and z is ruled out. Now I sug-
gest that we vote on the choice between y and x. There is a majority for
x, and I suggest we record this as our democratic vote. Everyone might
know that z could beat x, but it would seem counterproductive to raise
the issue again; after all, z has already been voted out, hasn’t it?

Clearly, this applies not only to x but to any other alternative that is
a preferred choice. This may suggest that the person controlling the
agenda will fully control the outcome of the election. In reality one
may expect people to be sophisticated enough to see where the process
is going, to challenge the order of issues on the agenda, and maybe
also to vote strategically, that is, to vote in a way that need not corre-
spond to their true preferences. But the main point remains. Majority
votes between pairs of alternatives are a great idea if there are only
two alternatives. Beyond that, they are problematic.

6.3 Impossibility Theorems

6.3.1 Arrow’s Theorem

One might wonder what it is about majority votes that may result
in intransitivities. It may be hard to imagine more sensible ways to ag-
gregate binary preferences, but perhaps we would be able to find a
method of aggregation that would not be prone to such incoherent
choices. Unfortunately, this is not the case, as Kenneth Arrow has
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proved.? Thinking about new aggregation methods will not help be-
cause none exist.

Here I describe Arrow’s theorem informally. (A formal statement is
given in appendix B.) Assume there are at least three alternatives.
Each individual has a transitive preference relation over these alterna-
tives. The input to the social choice problem is a profile, that is, a list of
preferences, one for each individual. We consider functions that accept
as input such profiles of preferences and yield as output another pref-
erence relation, that of society. We wish society’s preferences to be
transitive (as are the preferences of each individual). Assume that all
ranking involved (individuals’ and society’s) allow no indifferences
(ties). This assumption is not crucial, but it slightly simplifies the state-
ment of one condition.

Arrow formulated two axioms on the aggregation function.

Unanimity If everyone prefers x to y, then so should society. It is
generally taken to be a minimal condition that any notion of aggrega-
tion should satisfy. Indeed, to think of a counterexample, one would
need to imagine a situation in which everyone prefers x to y but the so-
cial planner decides to choose y over x. It is not clear on what grounds
such a choice could be justified.

Independence of Irrelevant Alternatives (IIA) The social preference
between two specific alternatives, x and y, only depends on individual
preferences between these two alternatives. Whereas unanimity is an
axiom that applies to a given profile of preferences, the IIA is an axiom
of coherence; it requires that the aggregation of preferences in different
profiles be related to each other in a way that (presumably) makes
sense. Note that if one has a particular profile of individual prefer-
ences, the ITA axiom does not restrict social preferences in any way. It
only says that if, given one profile, society prefers x to y, then, given
other profiles (in which every individual has the same preferences be-
tween x and y as in the first profile), society should also prefer x to y.
This axiom is discussed in detail later. At this point it’s sufficient to un-
derstand its basic logic.

Arrow’s result is that the only functions that satisfy the two conditions
are dictatorial, that is, functions that always adopt the preferences of a
particular individual. It is easy to see that such functions will do the
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trick. If society’s preferences are always defined to be the preferences
of individual 1, for example, then (unanimity) when everyone prefers x
to y, in particular, individual 1 prefers x to y, so will society; and (IIA)
society’s preference between any two x and y depends only on the way
these two alternatives are ranked by the individuals; in fact, it depends
only the ranking of these alternatives by one of these individuals.

Thus, with n individuals, there are n different dictatorial functions
that satisfy both of Arrow’s conditions. The amazing result is that these
are the only ones.

It is important to understand that the object of the impossibility the-
orem is a function. That is, we seek a general rule of aggregation of
preferences, which should be prepared to aggregate any profile of pref-
erences. Arrow’s impossibility theorem does not say that in a particu-
lar society, that is, for a particular profile of preferences, there is no
way to aggregate preferences. It says that there is no way to do it for
all possible profiles in a coherent way.

This result is called Arrow’s impossibility theorem. It refers to as im-
possibility because, whatever aggregation of preferences should mean,
it cannot mean having a dictator. If f is dictatorial, it doesn’t perform
any aggregation—no compromises, no give-and-take, nothing that has
a flavor of democracy. Or, differently put, the theorem says that any
aggregation that is nontrivial (in the sense that it is nondictatorial) and
that satisfies the two axioms will not produce a transitive order. If we
use such a method of aggregation, the social preferences will exhibit
some intransitivities, as in Condorcet’s paradox.

6.3.2 Scoring Rules and Grading Systems

While the IIA axiom appears very natural, it is hardly as compelling as
the unanimity axiom. Consider, for instance, the following two pro-
files, with alternatives ranked from top (most preferred) to bottom
(least preferred):

Individual

1 2 3 4
Rank 1 X X a a
Rank 2 a a b b
Rank 3 b b Yy y
Rank 4 y y x x
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and

Individual

1 2 3 4
Rank 1 a a Y y
Rank 2 b b a a
Rank 3 X X b b
Rank 4 y y x x

In both profiles the relative ranking of x and y are the same. The first
two individuals prefer x to y, and the second two individuals exhibit
the opposite preference. Hence, the IIA axiom requires that the social
aggregation function rank x over y in both profiles, or y over x in both.
But this doesn’t seem quite right. In the first profile, the two individu-
als who prefer x to y place the former at the very top and the latter at
the very bottom, whereas the two individuals who prefer y to x rank
both at the bottom. It appears that those who prefer x to y feel more
strongly about their preference than those who prefer y to x. One could
say there is a reason to prefer x over y in this case. In the second profile
the situation is reversed. This time the same reasoning would lead to
preferring y over x. This would be a violation of the IIA axiom.

But what is meant by those who prefer x to y “feel more strongly”
than those who have the opposite preference? We know we can’t com-
pare preferences across individuals. Yet, the existence of other alterna-
tives and the way they are ranked relative to x and y—in between the
pair x, y or outside it—may be informative. Importantly, the number of
alternatives that are between x and y is an observable quantity that
may be used as an indirect measure of strength of preference. Indeed,
if each alternative is assigned a value from a given distribution in an
iid. manner, then the number of alternatives that happen to get values
between the values of x and y will tell us something about the differ-
ence between these values.

In short, the IIA axiom may not be as compelling as it first appears.
And if we are willing to drop this axiom, there are many ways to ag-
gregate preferences so as to satisfy the unanimity axiom and obtain
transitive social preferences without appointing a dictator. For exam-
ple, suppose that each individual fills in a grade sheet where the grade
of an alternative is its position in the rank from the bottom. In the first
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profile in this section, the grade of x will be 4 for the first two individu-
als, and 1 for the next two. The grades of y will be 1, 1, 2, 2. It is natural
to add up these grades to define a social utility function (or equiva-
lently, to compute their average). We then find that x has an overall
grade higher than y’s in the first profile and that this is reversed in the
second profile.

This grading system is known as the Borda count; it was suggested
by Jean-Charles de Borda in 1770. Clearly, this aggregation function
satisfies unanimity. It is, however, not a unique grading system that
satisfies unanimity because one need not assign grades that are equally
spaced. For instance, with four alternatives one can decide that, for
each individual, the grades of the alternatives are 0, 1, 9, 10. Again, if
all individuals prefer x to y, each individual will allocate to x a higher
grade than to y, and consequently x will have a higher sum than will y.

Grading systems in which the grade is determined by the alterna-
tive’s rank are also known as scoring rules. More generally, we can
think of grading systems that allow ties, the possibility that different
individuals use different scales, and so forth. The key feature is that a
ballot cast by an individual assigns a numerical grade to each alterna-
tive, and alternatives are ranked according to the sum of their grades.
All these systems have the nice feature that if one takes the union of
two disjoint populations in each of which x is preferred to y, this pref-
erence will be also exhibited by the union of the two populations.®

In a plurality vote each individual chooses one alternative, and soci-
ety’s ranking is defined by the number of votes each alternative
receives. This is a special case of a scoring rule in which the scores
(grades) are restricted to be in 0 or 1, and moreover each voter can as-
sign 1 only to one alternative.

Another special case retains the restriction to scores in 0 or 1 but
allows each voter to assign 1 to any number of alternatives. When we
sum up the scores, we basically count, for each alternative, how many
individuals assigned it 1. This voting method is called approval voting;
it was suggested in the 1970s by Robert Weber and by Steven Brams
and Peter Fishburn.* The idea is that voters are not asked to choose
one candidate but to say who are the candidates of whom they
approve.

To see the advantage of approval voting over a plurality vote, con-
sider the following example. In the U.S. presidential elections, there
are two main contenders, representing the Democratic and Republican
parties. There are often also independent candidates, who almost never
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stand a serious chance of winning, but they do run for various reasons.
For example, a Green candidate, promoting the environment as a sin-
gle issue, may not win the election, but he does make an important
point and can change the course of the election. It has been argued
that such a candidate should drop out because he pulls notes away
from the Democratic candidate, who is generally closer to him in his
views.

It is not hard to see how this can happen in a variety of examples.
There is always a danger of splitting a camp into smaller subcamps
and thereby losing the majority to a party that is in fact a minority
party. For example, assume that a left-wing party has 60 percent of the
votes and can defeat the right-wing party, which has only 40 percent of
the votes. Then the left-wing party is split into two smaller parties,
with votes of 30 percent each, whose positions differ only in minor
details. Together they stand, divided they fall. Clearly, the right-wing
party will win the election, having the largest share of the votes. Still,
a majority of the voters prefer either one of the other parties to the
winner.

One possible solution, which is implemented in the French presiden-
tial elections, is to have two voting rounds; in the second, only the top
two candidates compete. Thus, in the previous example, in the second
round one of the left-wing parties would defeat the right-wing one. But
sometimes two rounds will not suffice. By contrast, approval voting
seems to alleviate this problem. For instance, if a left-wing party splits
into two, voters may cast a ballot that approves of both of them with-
out weakening them as a block.

6.3.3 Gibbard-Satterthwaite’s Theorem

Despite the optimistic tone of the last section, the problem is not actu-
ally solved by approval voting or by scoring rules in general. The rea-
son is that voters might still have an incentive to report preferences
that do not accurately reflect their opinion. In the previous example,
suppose there are two left-wing parties, supported by 60 percent of
the voters, and a single right-wing party, supported by 40 percent of
the voters. Approval voting has been chosen as the voting rule, and
I'm a left-wing voter. How should I vote?

I may cast a ballot that approves of the two left-wing parties. But if
all left-wing voters do so, each of these parties will have 60 percent ap-
proval, and both will beat the right-wing party. This is good news for
me. | am more relaxed knowing that a left-wing party will be elected.
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But I may still care about which one it is. If I have some minor prefer-
ence for one over the other, it may make more sense for me to approve
only my most preferred party, thus giving it an edge in the competition
for the most widely approved party. But if everyone votes this way, we
are back to a plurality vote, and the two left-wing parties will lose the
election.

Thus, approval voting, like a plurality vote, encourages strategic
thinking. Voters may have an incentive not to vote as if they were dic-
tators but to take into account what they believe other voters will do
and respond optimally to that. This notion of strategic voting, which
is contrasted with sincere voting, need not carry negative connotations.
A voter who prefers to support the Democratic candidate even if
her top choice is the independent Green candidate is not dishonest
in any way. Such a voter recognizes that she lives in a democratic soci-
ety, where the result of the election is going to be some compromise
among different voters’ preferences. Trying to support the preferred
candidate among those who have a chance to win can be viewed as an
instance of separating the feasible from the desirable. We could call
this phenomenon sophisticated voting and distinguish it from naive
voting.

But even if we do not frown upon strategic voting as an immoral
phenomenon, we may be concerned that it might bring about un-
desired outcomes. For example, suppose that for some reason every-
one believes that the independent candidate is going to get more votes
than the Democratic one. If this is the prevailing belief, the majority of
the Democrats, who actually prefer their candidate to the independent
candidate, may end up voting for the latter rather than the former, for
the same type of reasoning. In other words, strategic voting allows var-
ious outcomes, some of which may not reflect the majority of the vot-
ers’ preferences.

It is therefore natural to ask whether we can have a voting system in
which voters can always report their actual preferences? That is, can
we construct a mechanism whereby voters report preferences, candi-
dates are ranked as a function of these reported preferences, and no
voter will ever have an incentive to misrepresent her preferences?

A negative answer was given by Allan Gibbard and Mark Sat-
terthwaite (in the 1970s).”> They showed that the only methods of vot-
ing in which such incentives do not exist are dictatorial, namely,
mechanisms that pick a particular individual and follow her reported
preferences.
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6.3.4 An Argument for Approval Voting

In approval voting, voters are not asked to report their entire ranking
of the alternatives but only a subset of alternatives, which can be inter-
preted as acceptable or sufficiently desirable. In this system voters
never have an incentive to approve of an alternative y that is worst
in their eyes, and they always have an incentive to approve of an alter-
native x that is best in their eyes. If only three alternatives exist, this
means that voters will never have an incentive to approve of an alter-
native they like less than some other alternative they decided not to
approve of. Specifically, if a voter prefers x to y to z, the voter might
approve of x alone, or of x and y, but he will never wish to vote for,
say, y alone, or for z but not for y, and so on.

This property is called sincere voting because the voter does not “lie”
by approving of y but not of x while in fact preferring x to y. Unfortu-
nately, approval voting is not guaranteed to give rise to sincere voting
when there are more than three alternatives.

6.3.5 Conclusion

The notion of aggregation of different individuals’ preferences is
fraught with difficulties. Some pertain to the definition of utility, some
to the coherence of aggregation, and some to the incentives to report
preferences truthfully. When we consider the workings of actual
democracies and deplore the process of political compromise, it is
useful to keep in mind that even theoretically we don’t have magic
solutions.

6.4 Pareto Optimality/Efficiency

In light of the difficulties with aggregation of preferences, one may
take a much more humble point of view. Instead of saying what we
wish to do, we can at least rule out some things we are quite sure
we don’t want to do. In particular, we should respect unanimity. It
seems unobjectionable that if every individual finds x at least as good
as y, so should society. Moreover, if every individual finds x at least as
good as y, and for at least one individual x is strictly better than y, we
may feel that x should be strictly preferred to y by society.

This relation is called Pareto dominance. Intuitively, x Pareto-
dominates y if, when x and y are put to a vote, there would be some
individuals who vote for x and some that are indifferent, but no one
would object to choosing x over y.
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An alternative x is called Pareto-optimal or Pareto-efficient if it is not
Pareto-dominated by any other feasible alternative z. The terms Pareto-
optimal and Pareto-efficient are synonymous, and they are both very
popular. Unfortunately, both are misleading. This is a sorry state of
affairs in light of the fact that the concept is one of the most important
in economics, game theory, and social choice theory. Often, people
read too much into the term optimal and too little into efficient. Section
6.5.2 discusses, among the limitations of the concept, why optimal
means less than it may suggest. Here I explain why efficient deserves
more than it connotes.

To understand the term efficiency, it is useful to think of an economy
with individuals who consume private goods. The term is more gen-
eral and can apply to any social choice problem, such as the choice of
a country’s foreign policy, but efficiency probably originates with pro-
duction. Indeed, Pareto efficiency generalizes the requirement that
resources be used efficiently. Suppose that production is not efficient
and that we could use the same resources and let each individual
have more of each good. Assuming that individuals like the goods,
this implies that the alternative we started out with was not Pareto-
efficient. Thus, technological inefficiency implies Pareto inefficiency.
Equivalently, Pareto efficiency requires efficient production.

But efficient production is not sufficient for Pareto efficiency. Sup-
pose, for example, that we produce, very efficiently, huge amounts
of broccoli. There is no way to improve upon the process and get more
broccoli with the same resources. Alas, no one in the economy likes
broccoli. Some people like bananas, and some people like mangos. In-
stead of all this broccoli, we could have produced some bananas,
which would have made the banana eaters happier, or some mangos,
which the mango eaters would have appreciated. In this case produc-
tion is efficient, but the allocation is not Pareto-efficient. We could have
made everyone better off, not by producing more of the disliked good
but by producing a different good that fits individuals’ tastes.

Next, suppose we produce the right products and do this efficiently.
We do not waste land and water on broccoli but produce instead
bananas and mangos. Moreover, production is efficient, and we can’t
grow more bananas or mangos than we currently do. But one little
problem remains: it so happens that the mangos are in the hands of
the banana eaters, and vice versa. Again, the economy is technologi-
cally efficient and even produces the right goods in the aggregate. But
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it does not allocate the goods efficiently. We could obtain a Pareto im-
provement if individuals were to trade, exchanging bananas for man-
gos, so that everyone has more of what they like.

Thus, in the context of an economy, Pareto efficiency requires that
the goods be produced efficiently, that the right quantities of products
be produced, and that they be allocated wisely. Often people take the
word efficient to refer only to technological efficiency, with connotations
of machines, mass production, long shifts, and so forth. All these may
indeed be related to Pareto efficiency, but this concept also takes into
account individuals and their needs and desires. In particular, working
more hours a day will result in more product, but if workers prefer to
have more leisure, this will not be a Pareto improvement.

Finally, recall that the concept is not restricted to economies with
goods and production. It applies to any social choice problem, and it
only means that we can’t make some individuals better off without
hurting others.

It appears reasonable to restrict attention to Pareto-efficient alterna-
tives. Choosing anything else, say an alternative y that is not Pareto-
efficient, means that we could have chosen an x that is better than y
according to some and at least as good as y according to all, yet we
picked y. Pareto optimality /efficiency is therefore a minimal condition
on the aggregation of preferences. This condition does not try to get
into the truly difficult trade-offs, where there is real conflict, when
one has to make interpersonal comparisons of utility. Many economists
believe that the role of science—economics as well as other social
sciences—ends with the notion of Pareto optimality, and that any fur-
ther choices, which do involve real trade-offs, should be left to others
(philosophers, politicians). Other economists are willing to delve into
the theoretically less secure grounds of non-unanimous preferences.
The desirability of Pareto optimality, however, enjoys a wide consen-
sus. Unfortunately, even this mild criterion is not always easy to
satisfy.

6.5 Limitations of Pareto Optimality

Much of the discussion that follows, as well as many discussions in
economics and game theory, revolves around Pareto optimality. More-
over, economic discussions in the popular press often refer to optimal-
ity or efficiency. Many readers are not aware that these terms mean
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Pareto efficiency, and they often do not know what this means. It is
therefore important to understand the term and to be aware of some
of its limitations.

6.5.1 Silent on Equality

Because the notion of Pareto optimality (or efficiency) veers away from
interpersonal comparisons of utility, it says nothing about equality. As-
sume there is one loaf of bread to share between two individuals, that
each individual cares only about how much she gets, and that she pre-
fers more to less. Under these assumptions, any split will be Pareto-
optimal. One individual can have the entire loaf while the other one
would be starving to death, and this allocation will be Pareto-optimal.

6.5.2 A Partial Order

The Pareto dominance relation is a partial order, that is, it does not
compare any pair of alternatives. The truly interesting questions, where
some individuals (strictly) prefer one alternative and others prefer dif-
ferent alternatives, are not resolved by Pareto domination.

As a result, the term optimality may be confusing. By definition, an
alternative x is optimal if no alternative y is strictly better than x. An al-
ternative x is an optimum if x is at least as good as any other alternative.

When the relation “at least as good as” is complete, and any pair of
alternatives can be compared, it is true that an optimal alternative is
an optimum. An alternative that cannot be improved upon is also a
best alternative. It may not be a unique best alternative, but it is among
the best, and all best alternatives are equivalent.

This is not the case when we discuss partial orders. When an order is
partial, an optimum has to be optimal, but the converse is not true. An
optimal alternative need not be at least as good as all the others. It may
well be incomparable to some. To consider an extreme case, if no alter-
native can be compared to any other, all alternatives are optimal but
none is an optimum.

It is important to stress this fact because the term optimal tends to
confuse people. We tend to think in terms of complete orders, such as
“taller than,” “bigger than,” “faster than,” and so forth. Much of our in-
tuition is therefore based on complete orders. With a complete order, it
is true that an optimal alternative is at least as good as an alternative
that is not optimal. But this is not the case with partial orders. For ex-
ample, it may be the case that an alternative x is Pareto-optimal, and y
is not Pareto-optimal, but x does not Pareto-dominate y.
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To consider a trivial example, assume there is one loaf of bread and
two individuals. Let pairs of numbers denote possible amounts of
bread given to the two individuals. For instance, x = (1,0) is an alter-
native in which individual 1 gets the entire loaf and individual 2 gets
nothing. An equal split of the entire loaf is given by z = (0.5,0.5),
whereas y = (0.4,0.4) is an equal split that involves some waste (see
figure 6.1).

Clearly, x is Pareto-optimal because one cannot give both individu-
als more bread. By contrast, y is not Pareto-optimal. In fact, z Pareto-
dominates y; both individuals have more bread in z than in y. Yet, x
does not Pareto-dominate y; Individual 1 prefers x to y, but individual
2 has the opposite preferences. Knowing that y is not Pareto-optimal
says that there exists an alternative that Pareto-dominates it. It need
not be x.

Thus a Pareto-optimal alternative (x) need not Pareto-dominate a
Pareto-suboptimal alternative (). We should not automatically prefer
any alternative that is Pareto-optimal to any other that isn’t.

Examples of this type are often encountered in economics. It is possi-
ble that the market brings us to the point x and that we care about
equality and wish to make a transfer from individual 1 to 2. If the
transfer involves taxation, we typically find that we lose Pareto opti-
mality. Thus, we may end up at a point such as y. This does not mean
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that there will be a consensus against this transfer. It will not be true
that the original point, by virtue of being Pareto-optimal, Pareto-
dominates the new point, which is not Pareto-optimal. A social planner
may well prefer a Pareto nonoptimal point to a Pareto-optimal one. In
fact, this is typically what we do when we tax the rich and provide
welfare to the poor.

6.5.3 Subjective Beliefs

When uncertainty is present, and no objective probabilities are given,
people may use subjective probabilities. In these situations, the notion
of Pareto domination has a weaker appeal than it does under condi-
tions of certainty or with known, objective probabilities. The reason is
that beliefs can be wrong in a way that utilities cannot. Hence the argu-
ment for Pareto dominance, which is rather compelling when individu-
als only differ in utilities, is less compelling when they differ in beliefs.
The following example illustrates.®

Two gentlemen are about to engage in a duel. Each believes that he
is going to kill the other and emerge unscathed with probability 90 per-
cent. Each would rather flee town if he thought that the probability of
his victory were 80 percent or lower. However, given their very differ-
ent beliefs and their very different tastes (each prefers to be the one
who survives the duel), they both prefer that the duel take place than
not. In other words, having a duel Pareto-dominates not having a
duel. But it is not obvious that this instance of Pareto domination is
a very compelling reason to endorse the duel. Because the two gentle-
men’s beliefs are very different, and there are no beliefs that can simul-
taneously justify the preferences of both, it is possible that we should
shrug our shoulders in face of this “domination.”

The gentlemen need not be shooting at each other; they may simply
be betting on the price of oil a year hence. If they are risk-averse, there
are no joint beliefs that justify the decision of each to engage in the bet.
We may not know who is wrong in his subjective beliefs, but we do
know that they can’t both be right. In such cases, we may settle for
alternatives that are Pareto-dominated.



7 Games and Equilibria

7.1 Prisoner’s Dilemma

7.1.1 The Basic Story

The original story of prisoner’s dilemma is well known but worth
repeating. Two guys commit a crime. They are arrested by the police,
who are quite sure they are guilty but cannot prove it without at least
one of them confessing. The police offer them the following deal. Each
one of them can confess and get some credit for it. If only one con-
fesses, he becomes a state witness, and not only is he not punished,
he gets a reward (sent on a vacation to the Bahamas, away from his
ex-collaborator’s friends). If both confess, they will be punished but
will get reduced sentences for helping the police. If neither confesses,
the police honestly admit there is no way to convict them, and they
are set free. All this is stated clearly and fairly—mno cheating or asym-
metric information is involved. However, the two suspects are sent to
their own cells to contemplate their options and make their decisions
independently.

Each prisoner reasons as follows. “Suppose that the other guy con-
fesses. Then I face a choice between confessing and getting a reduced
sentence, or not confessing and spending a longer time in jail. I should
then confess. If, however, the other guy keeps silent, I can be set free by
keeping silent myself, but I can do even better by confessing—I'll get a
free trip to the Bahamas. It follows that I should confess no matter
what the other guy does.”

Thus, both confess and are sent to jail. However, if they had both
kept silent, they would both have been set free. The striking thing
about this example is that each individual does what is obviously ra-
tional for himself, but the result is not rational for them as a group.
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The outcome, of both getting a reduced sentence, is Pareto-dominated
by the alternative of both being set free.

It is useful to think of the situation as a game. A game consists of a
set of players, a set of strategies for each player, and a utility function
for each player, defined on the combinations of strategies of all players.
Importantly, the choices of all players may affect not only themselves
but all other players as well.

In this case, we have two players, each with two possible strategies,
C and D, where C stands for cooperate and D for defect. The strategy C
means cooperate with the other player (not with the police), and it
refers in general to being nice to the other player, to following the so-
cial contract. The strategy D means defect from the social contract, or
being selfish. In this example, C would mean keeping silent and not
incriminating his friend, and D means incriminating his friend for per-
sonal gain.

The situation can be modeled by the following game:

Game 1. Prisoner’s Dilemma
C D

C 133 (0,4
D140 (11

In each entry, the first number denotes the payoff (or utility) of
player I (the row player) and the second the payoff of player II (the col-
umn player). The actual numbers do not matter very much.

This is a good opportunity to introduce the concept of domination
between strategies in a game. The concept is basic, and its applicability
extends beyond the prisoner’s dilemma.

7.1.2 Dominated Strategies

Considering player I's choice, we observe that D promises a strictly
higher payoff than C whatever player 1I chooses. (That is, 4 > 3 in the
first column, and 1 > 0 in the second column.) In this case we say that
strategy D strictly dominates strategy C. We distinguish between strict
domination of strategy s over t, which means that the payoffs associated
with s are always strictly larger than those of ¢, and weak domination,
where s is guaranteed to yield a payoff that is at least as high as t’s,
but for some strategies of the opponent’s, s can be just as good as t,
provided that sometimes it is strictly better. Weak domination is for-
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mally equivalent to Pareto domination. If one replaces “strategies of
the others” by “individuals,” it is the same definition.

Consider the variant of the prisoner’s dilemma presented in game 2.
All payoffs are the same, apart from player I's payoff for the pair of
choices (D, C). For player I in this game, strategy D weakly dominates
strategy C, but this domination is not strict; there exists at least one
choice of player II (namely, C), for which playing D (for player I) yields
the same payoff as playing C.

Game 2. A Variant of Prisoner’s Dilemma
C D

C
D | (3,0 (1,1)

It is commonly believed that dominated strategies will not be played.
When applied to strict domination, this prediction is very compelling.
Consider strategy D for player II in game 2. As in the original game
(game 1), it strictly dominates strategy C (for player II). If we had only
one row (for player I), the prediction that player II will play D rather
than C would be tautological. This is how we assign utility num-
bers to alternatives, namely, in such a way that represents preferences.
By contrast, the representation of preferences does not say anything
about the choice in a decision matrix like the one shown for the game.
Yet, it seems a rather mild assumption of rationality to argue that
strictly dominating strategies should be selected over dominated ones,
whether we take a descriptive or a normative approach. If the player
is Bayesian and entertains probabilistic beliefs over the choices of the
other player (namely, which row will be played), the vNM axioms
also imply that a strictly dominating strategy will be chosen over a
dominated one. But even if the player has no idea what the proba-
bilities of the other player’s strategies are, the logic of domination is
just as compelling.

Weak domination is slightly less powerful. For instance, if player I is
Bayesian and is convinced, for some reason, that player II will play C
for sure, C will be a best response for him as well as D, despite the fact
that D weakly dominates C. True, he can never lose by switching from
C to D, but if player II plays C, he cannot gain either. Still, it makes
sense that weakly dominated strategies will not be played. If the player
is not Bayesian and has no clear idea about the choice of the other
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player, it is safer for him to choose the dominating strategy, even if it is
only weakly dominating. This will also be the conclusion of a Bayesian
player whose beliefs are not too extreme, allowing a positive probabil-
ity for each strategy selection by his opponent. Indeed, if we take into
account that the other player may, if only by mistake, play any avail-
able strategy with some positive probability, however small, then
weak domination and strict domination have the same implications.

In games 1 and 2, since there are only two strategies, D dominates
every other strategy (because there is only one such other), and it thus
qualifies as a dominant strategy. Domination is a relation between two
strategies, whereas dominance is an adjective that applies to a single
strategy, meaning that it dominates every other one.

When there are some dominated strategies (for some players) in a
game, we may eliminate them and see what happens in the reduced
game. Often new dominations appear. For example, in game 2, if
we eliminate the strictly dominated strategy (C) of player II, in the
reduced game D strictly dominates C for player I. The same can occur
with weak domination. Unfortunately, weak domination between
strategies of one player may also disappear when we eliminate strat-
egies of other players. On the bright side, this phenomenon cannot oc-
cur with strict domination.

When we assume that dominated strategies will not be played, we
make a mild assumption regarding the rationality of the players,
namely, that it dictates that each player avoid a choice that is domi-
nated according to her own utility function. But when we eliminate
dominated strategies and look for new dominations that may arise in
the reduced game, we are making additional assumptions about the
behavior and reasoning of the players. Iterative elimination of domi-
nated strategies can be justified by the assumption that players are
rational and also think that other players are rational, so that it is safe
to assume that these others will not play their dominated strategies.
Every layer of iterated elimination of dominated strategies assumes
another layer of belief that everyone believes that everyone believes
that...everyone is rational.

Alternatively, iterative elimination of dominated strategies can be
justified if one considers a dynamic process by which dominated strat-
egies are not being played, and over time the fact that they are not
chosen is observed by other players, who react optimally to the ob-
served behavior, and so forth. In this case, every layer of iterated elimi-
nation requires more time for players to realize that the dominated
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strategies of the others are not being played. Again, the more layers of
iterative elimination of dominated strategies are required for a predic-
tion in a game, the less compelling is the prediction.

7.1.3 Back to Prisoner’s Dilemma

The claim that players will never play dominated strategies thus re-
quires some qualifications. It may not be entirely compelling when ap-
plied to a reduced game obtained from a long sequence of iterative
eliminations of dominated strategies. It is less compelling when the no-
tion of domination is weak, especially in iterated elimination. And in
large games it is also possible that the players will not notice certain
domination pairs.

None of these qualifications applies to prisoner’s dilemma. Strategy
D dominates strategy C. This domination is strict and requires no itera-
tive elimination of dominated strategies. Moreover, the game is about
as simple as could be, with only two strategies for each player. Hence,
we expect player I to play D, and the same applies to player II. It fol-
lows that (D, D) will be played, yielding the payoffs (1,1). But the two
players could have chosen (C,C), which would have resulted in the
Pareto-superior payoffs (3,3). Looking at the matrix it is obvious why
individual rationality does not necessarily imply group rationality:
each player distinguishes between what is under his control and what
isn’t, as rationality dictates. The row player compares payoffs along
columns, realizing that he cannot choose the column. Similarly, the col-
umn player compares payoffs across rows, knowing that he cannot
choose which row will be played. But then neither gets to compare
payoffs along the diagonal. They can look at the matrix and see that
(3,3) is better than (1, 1) for both of them, but neither can make a deci-
sion based on this comparison. Neither can decide, single-handedly, to
move along the diagonal. It would be irrational for them to compare
payoffs along the diagonal. It would be equivalent to wishful thinking,
to the belief that they can change that which they cannot.

7.1.4 The Meaning of Utility

Prisoner’s dilemma is one of the best and worst parables in the social
sciences. It is striking in its simplicity. If you have never thought about
this problem before, and especially if you tend to believe that people
should be left to their own devices, to pursue their own good, this ex-
ample might change the way you think about social interactions. How-
ever, the choice of the story about the prisoners is one of the worst
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choices that could have been made. The problem is that the story
makes one believe that the prisoners don’t have any loyalty to each
other, that they are heartless and selfish individuals, and that if they
had been more altruistic, the problem would have been solved. It has
also been argued that game theorists do not understand what moti-
vates people, that they can only conceive of selfish motives, and, worse
still, that they preach selfishness. The fact that game theorists get a bad
reputation is not very pleasant for anyone who might be known as a
game theorist, but in addition this interpretation clouds the main mes-
sage of prisoner’s dilemma. It may make you believe there is no prob-
lem here, while in fact there is.

The originators of game theory are not to blame for the poor choice
of the prisoners’ story. The example was discussed at RAND and
Princeton in the 1950s, and it is attributed to Merrill Flood and Melvin
Dresher. They were mathematicians, as were the handful of people
interested in game theory at the time. This small group realized that
the prisoners’ story was only a metaphor and that the utility numbers
to be put into a game matrix should be the values of the vNM utility
function, which is derived from preferences. They could not have
imagined how popular the example would become or how much con-
fusion it would generate.

Recall that according to the methodology described in previous
chapters, we first observe behavior, then attach utility numbers to the
alternatives. Individuals may violate the axioms that are required for
such a representation to exist. But if the axioms are not violated, the
maximization of utility (or expected utility) is tautological. The utility
numbers already incorporate any relevant payoffs—material, psycho-
logical, sociological, and so forth. If I play the game with my child,
and I prefer to go to jail in his stead, then there will be a higher utility
function for me to be in jail and set my child free rather than vice versa.
Once we have formulated the game as shown, the inequality 4 > 3
should mean that after all considerations are taken into account, I pre-
fer defecting even if my partner cooperates. If this is not the case, we
should have used different numbers in the game. That is, we would be
dealing with a game that is not prisoner’s dilemma.

If there were no real life situations for which game 1 was a good
model, there would be no problem indeed. Unfortunately, this is not
the case. There are situations for which the best simple model does
look like game 1, and in such situations we should expect rational indi-
viduals to end up in a Pareto-dominated outcome. To see this more
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clearly, let us consider a different story. You are randomly matched
with another person, whom you don’t know and will not meet again,
to play the following game. Each player goes to a computer screen on
which two buttons are drawn. If you touch the first button, the bank
will give you a gift of $1,000. If you touch the second button, the bank
will give the other player a gift of $3,000. The money comes from the
bank, not from your account. The situation is symmetric: the other
player will determine whether she gets a gift of $1,000 or you get a gift
of $3,000 from the bank. What will you do?

You realize that whatever the other player is doing right now, if you
touch the first button you will be richer by $1,000. If this is what both
players do, they end up with $1,000 each. But they could end up with
$3,000 each if each gave the gift to the other. Clearly, if all you care
about is money, the game is precisely the same game as stated (with
payoffs interpreted as thousands of dollars). For each player, strategy
D dominates C. In fact, D promises a payoff higher than C’s by pre-
cisely $1,000. Yet, (D, D) is Pareto-dominated by (C, C).

As in the original prisoner’s dilemma, in this story it is also not obvi-
ous that the model captures the essence of the situation. It is possible
that you don’t care only about your own bank account. Perhaps you
are altruistic. But then, again, the situation described will not be an ex-
ample of game 1. The details of the second story were supposed to
make the payoffs in game 1 more realistic by minimizing the role of al-
truism, loyalty, future relationships, and so forth. Perhaps you still do
not find game 1 a good model of the proposed story. The claim, how-
ever, is that if the payoffs in the matrix capture all that matters to the
players, then the (D, D) prediction relies on very mild assumptions of
rationality.

7.1.5 Main Lessons
The main point of prisoner’s dilemma is that there are many situations
of social interaction in which individual rationality does not lead to
group rationality. These are situations in which we should think how
to change the rules of the game and make it rational for players to
play (C,C). It is very dangerous to assume that altruism will take care
of the problem. Again, if altruism did suffice, it would have been
reflected in the utility functions to begin with. Unfortunately, altruism
is not always sufficient.

Some of the greatest mistakes in human history had to do with
assumptions that people will be kinder, gentler, and more altruistic
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than they ended up being. You may or may not like communist ideas,
but it is obvious that communism sounds better than it ended up be-
ing. If people were to incorporate in their utility functions the well-
being of others to a sufficient degree, perhaps communism would have
fared better. But the fact is that whenever communism was imple-
mented on a large scale, it was accompanied by secret police. Some-
how the lofty ideals of communism did not suffice to implement
cooperative behavior. From the point of view of social engineering we
could say that the communist ideal suffered from the irrationality dis-
cussed in chapter 1. It asked what would be desirable for a society
without asking what was feasible, given human nature.

There is no doubt that altruism exists. People do good deeds, volun-
teer to help, and donate money to worthy causes. Yet, altruism has its
limits. Consider the case of public goods such as hospitals, schools,
roads, the military—services that serve an entire community. They are
called public because all members of the community enjoy benefits
from their existence. A unit of a public good can be consumed by many
individuals simultaneously. This is in contrast with private goods,
such as, say, tomatoes, which cannot be eaten by different people. Typ-
ically, we are all better off if we all donate some of our income and get
these services than if we all don’t donate and have no hospitals and no
schools. Public goods are typically provided by public institutions,
such as a state or a municipality. They collect taxes in order to finance
the public goods. Why is that? Why aren’t such services provided by
voluntary donations?

The situation is very similar to prisoner’s dilemma played among
many players. It is true that everyone is better off if everyone donates
than if everyone doesn’t. Yet, this comparison along the diagonal, as it
were, is not the choice faced by any individual. Each individual asks
herself, given what the others are doing, should I donate money or
not? Each can then tell herself, “Whatever is the total donation of the
others, the impact of my own donation on the quality of hospitals is
minuscule. By contrast, this has been a tough month, and skipping my
donation this time might really help me a great deal.” As a result,
many if not all individuals might decide to opt out, and the public
good will not be provided.

Whether public goods should be supported by donations or by the
government out of tax revenues depends on many factors, including
ideology and culture. In the United States, for instance, much more is
left to voluntary donations than in western Europe. Yet, even in the
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United States there are federal and state income taxes, and big expen-
ditures (such as the military) are not left to voluntary donations.
Importantly, paying these taxes is supported by the threat of penalty.
Those who do not pay their taxes may end up in jail.

We should therefore read prisoner’s dilemma as a metaphor. It is not
about suspects who may decide to betray each other or to be loyal, and
it is not about the claim that we should be altruistic or recognize how
altruistic people really are. Prisoner’s dilemma is about the design of
social institutions. It warns us that often we will not obtain a Pareto-
optimal outcome unless we change the rules of the game.

7.1.6 Changing the Rules of the Game

It would be nice if people played C in game 1. Therefore, we would
like it to be rational for people to play C. We don’t need to make C a
dominant strategy; it suffices that it be rational to play C given that the
other is playing C. To this effect, it would suffice to change one payoff,
the 4 in the matrix of game 1. Suppose that if the other player plays C
and you play D, instead of the enticing 4 you get punished and your
utility is —1. This punishment becomes the worst payoff in the matrix,
but any number lower than 3 would do. Now we have the following
game matrix:

Game 3. Prisoner’s Dilemma with Payoffs Modified by Punishment
C D

C (3,3) (0,-1)
D | (-1,0) (1,1)

In this game, (C, C) is a reasonable prediction. If both players expect
the other one to play C, it is a best response for both to play C. This is
called a Nash equilibrium.! It is still true that if both expect the other to
play D, they will be better off playing D themselves. That is, (D, D) is
also a Nash equilibrium. Yet, D is no longer a dominant strategy, and
if we manage somehow to get common expectation to be (C, C), coop-
eration will be sustained. Taking a normative approach, we can recom-
mend to the players to play (C, C), and such a recommendation would
make sense.

How do we change the 4 to a —1? One way was already discussed;
in the income tax example, legislation is a way to change payoffs.
If you do not pay taxes, you will go to jail. This might not be a cred-
ible threat if no one pays taxes because jail space is limited. But if
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everyone else pays taxes, it can be a credible threat, and we can con-
vince people that a pretty low payoff (utility) awaits them if they evade
tax payments.

Legislation is often a solution to prisoner’s dilemma-type situations.
In democratic countries many laws have the features that (1) everyone
is better off if everyone follows the law than if everyone doesn’t, and
(2) everyone is better off if one is exempt from following the law,
whether others follow it or not. When such a situation is identified,
even a liberal-minded person might support legislation that curbs indi-
vidual rights.

But laws may be complicated to pass and to enforce. Often, social
norms can serve the same purpose at a much lower cost. Suppose you
drive down the road and honk or litter. You may be breaching a law,
but it can be quite complicated to get you prosecuted and convicted. It
is much simpler to frown at you and make you feel antisocial. Thus,
the punishment of social reproach can be sufficient to change payoffs
and make the cooperative behavior an equilibrium.

To enforce the law we need police and courts of law. To enforce so-
cial norms we only need other people. But we can do even better than
that. If we change the payoff of defection by generating guilt feelings,
we won't even need an external observer to sustain cooperation as an
equilibrium. Suppose that when you were a child, your mother told
you that it’s wrong to litter. Years later, even if no one is around to see
you, you may still feel bad if you do litter. Thus, the inculcation of guilt
feelings can be an effective way to change payoffs. It can be so effective
that you may still feel guilty for littering even if everyone around you
does the same.

What is the most effective and least harmful way to enforce coopera-
tion would depend on context. There might also be situations in which
the cooperative solution cannot be enforced as equilibrium. But the
main lesson is that we should be aware of the possibility of social situa-
tions that are of the prisoner’s dilemma type and also of the possibility
that we may use law, norms, and education to change the payoffs in
such situations.

7.1.7 Repetition

Another important way of changing the payoffs of a game is to repeat
it. If the game is played more than once, the choice of a move (strategy)
by a player depends on the history known to her. Hence, when a
player contemplates her choice in the present, she has to take into ac-



Games and Equilibria 101

count the possible reactions of others later on, including the possibility
of reward and punishment. Once these exist, it is no longer a dominant
strategy to defect in the prisoner’s dilemma game. In particular, if the
other player chooses a strategy that rewards C by playing C herself
and punishes D by playing D, it may be better to play C at present.

The benefits of repetition of a game, that is, of long-term interaction,
are familiar from everyday life. It is not crucial that the players be ex-
actly the same. It suffices that they be drawn from a given population,
where there is a non-negligible probability of encountering the same
player again or encountering someone who encountered someone who
encountered . ..someone who played with this player. In this case, if
other players may start punishing their partners by playing D, such
reactions may spread and get back to the player who first played D.
One may then find that it doesn’t pay to violate the social norm of
playing C for a one-time gain. If, however, the population is very large,
so that the probability of meeting the same player again (or anyone
who has met anyone who has met...the same player) is very small,
one may be tempted to reap the one-time payoff of D, realizing that it
has little or no effect on future payoffs.

One lesson we learn from this way of thinking is that when there is a
temptation to behave selfishly and noncooperatively, cooperative be-
havior is easier to sustain in small groups than in large ones. In quiet
suburbs people tend to drive differently than in large cities. When we
have a higher chance of meeting the same individuals again, we tend
to respect their rights more than in one-shot interactions. If a kitchen is
being used by only a few colleagues, it is more likely to be kept clean
than if it is used by hundreds of people.

Based on the same intuition, if we think of C as contributing to soci-
ety as much as we can and of D as shirking, we also find that com-
munism would work in small communes better than in large ones.
Indeed, Israeli kibbutzim remained true to the communist ideals
much longer than any communist country. When a few hundred peo-
ple are involved, repetition helps sustain the cooperative strategy.
When millions of people are involved, the temptations of shirking are
larger, and secret police are more likely to be relied upon to support
the ideals.

7.1.8 Kant’s Categorical Imperative and the Golden Rule
Kant suggested that one’s moral philosophy should be dictated by the
categorical imperative: “Act only according to that maxim whereby
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you can at the same time will that it should become a universal law.”?
While Kant’s philosophy is beyond the scope of this book, I discuss the
practical counterpart of the categorical imperative, which is a rather in-
tuitive criterion for moral judgment. When a child is too noisy, he may
hear, “Imagine what would happen if everyone were as noisy as you
are.” For want of a better name, and in honor of Kant, I still refer to it
as the categorical imperative (CI).

The CI could be viewed as attempting to change the payoff of 4 in
the original prisoner’s dilemma matrix (game 1). If you are about to
play D and expect to enjoy the high payoff, Kant urges you to think
what would happen if everyone played D and you'd get only 1. Alter-
natively, we can think of the consequence that involves a high material
payoff but a violation of a general rule.

It is important to realize that accepting the CI is a moral choice that
we make, to forgo the payoff of 4 as if it led to 1. Clearly, when one
player chooses D, it does not follow that the other player does the same.
When we draw a game matrix, it is implicitly understood that these are
two sovereign and causally independent decision makers. It would be
a mistake to think that if you play D, so will the other player. This
would be true if you were playing with your mirror image, in which
case the game would look as follows:

Game 4. Prisoner’s Dilemma Played with the Mirror Image

Reflection
C | (3,3)
D | (1,1)

That is, the row player (you) can make a choice between C and D,
knowing that the mirror image will do the same. In this case C is
clearly dominant. But this is not the game we are playing. We are look-
ing at two independent decision makers, and the CI can be viewed as
attempting to change their payoffs despite the fact that they are not
causally related.

It is worthy of note that the CI involves a process of induction—
judging a particular deed as an instance of a universal law. But the ap-
plicability as well as the moral validity of the CI is limited because it is
not always obvious what the appropriate generalization is. To consider
a trivial example, suppose I wonder whether it would be ethical for
me to have coffee in my living room. It seems obvious that the appro-
priate generalization is “everyone is having coffee in their living room”
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rather than, say, “everyone is having coffee in my living room.” But
sometimes the appropriate generalization is less obvious. Suppose we
attempt to judge the moral status of the European immigration to the
Americas. One possible generalization would be “every nation with a
superior technology invades another nation’s country and conquers it.”
Another is “every hungry or persecuted individual seeks to move to a
free and less populated land.” Both rules can be argued to be generaliz-
ing the particular instance, but our willingness to accept them is quite
different. The difficulty is that often an argument for or against a cer-
tain deed may be incorporated into its description, so that a generaliza-
tion to a universal law will include only cases in which this argument
holds. In this sense, the CI as a guiding principle is not always helpful
is solving moral dilemmas.

The CI is still helpful in reminding us that our moral judgment
should not depend on our own identity. Whatever we consider moral
should be generalizable across individuals, and we should not judge
ourselves differently than others. In this sense, the CI is reminiscent
of the Golden Rule, which can be summarized as “treat others as you
would like to be treated.” The Golden Rule appeared in Greek phi-
losophy as well as in other ancient cultures. Again, it is an attempt
to change one’s payoffs by imagining a hypothetical situation. The
Golden Rule asks us to imagine only a reversal of roles, whereas Kant’s
CI asks us to imagine a situation in which everyone does the same as
we do. Thus, the cognitive task required by the CI is more demanding;
we are asked to imagine a situation that might not be similar to any-
thing we have seen. Both, however, are ways to change payoffs and
can be viewed as definitions of the utility one should use rather than
the utility one actually uses.

7.2 Nash Equilibria

7.2.1 Definition

As previously mentioned, a selection of strategies for players is a Nash
equilibrium if the strategy of each player is a best response to the selec-
tion of strategies of the others. (See appendix B for formal definitions
and a statement of Nash'’s result.)

7.2.2 Justifications
Why is the notion of a Nash equilibrium interesting? Why should we
believe that players will play a Nash equilibrium? It makes sense that
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each player will take the other players’ choices as independent of his
own and maximize his utility given these constraints. This is basically
what constrained optimization dictates. But how would a player know
what the others are going to play?

There are several ways in which such knowledge or belief may arise.
One is history. Suppose the game is played over and over again, with
different players selected at random from large populations to play the
game each time. Thus, there exists a long history from which players
can learn. At the same time, players wish to play optimally at each
round because the probability of being matched with the same players
in the future is negligible. That is, this is not a repeated game in which
a player might expect long-term effects such as reward or retaliation.
Suppose, further, that in this setup we find that the same strategies are
being played every time over a long history. It would appear strange if
the strategies did not constitute a Nash equilibrium. When history is
sufficiently regular we expect players (1) to learn what the others are
doing, and (2) to respond optimally to it. Thus, a Nash equilibrium
seems to be a minimal requirement on a selection of strategies to be
played over and over again when players are randomly selected from
large populations.

Another scenario in which a Nash equilibrium is expected to result is
when a coordinator suggests to the players a way to play the game.
Suppose the players get the recommendation together and then go
their own way and choose what to play independently. If the recom-
mendation failed to be a Nash equilibrium, we would not be surprised
to see that it isn’t followed. It seems that for a recommendation to be
followed, it should satisfy the minimal condition that if the players be-
lieve it is going to be followed by others, they wish to follow it them-
selves. This is basically what a Nash equilibrium is.

It is important to point out, however, that in the absence of history, a
coordinator, or another correlation device, it is not entirely clear why a
Nash equilibrium will be played. Moreover, history may not exhibit
any convergence to a Nash equilibrium, and we have no general re-
sults on reasonable dynamic processes that converge to equilibria.

If all we are equipped with are the assumptions that players are ra-
tional, that they know that others are, that they know that others
know it, and so on, we end up with a solution concept called rational-
izability, a concept introduced by Douglas Bernheim and David Pearce
in the 1980s.% A strategy is rationalizable if it is a best response to some
Bayesian beliefs about other players” choices, where these beliefs have



Games and Equilibria 105

to be compatible with the other players” also choosing best responses
to some beliefs, which are, in turn, also restricted to strategies that are
best responses to some beliefs, and so on. A Nash equilibrium identi-
fies a rationalizable strategy for each player. The player chooses a best
response to his beliefs, and these beliefs are assumed to be correct. In
particular, a player’s beliefs about the others is that they choose opti-
mal strategies given their own (correct) beliefs. However, a selection of
a rationalizable strategy for each player need not be a Nash equilib-
rium because the concept of rationalizability does not presuppose that
beliefs are correct or common to all players.

7.2.3 Mixed Strategies

A classic game called matching pennies involves two players who
simultaneously pull coins out of their pockets. Each can choose a side
of the coin, H or T, and player I wins if and only if the two coins show
the same side. Suppose that they play for one dollar. The game is the
following:

Game 5. Matching Pennies
H T

H|1-1) (-1,1)
T (_lal) (17_1)

It is easy to see that this game has no Nash equilibrium among the
choices (H,H), (H,T), (T,H), (T, T). It also makes sense intuitively;
whatever one suggests as a play of the game, there will be a player
who is about to lose a dollar and who can change the outcome to gain-
ing a dollar by changing (only) her own choice.

This is reminiscent of many real games, such as parlor and sports
games. For example, think of a penalty kick in soccer, where the row
player can choose where to kick the ball, and the column player, the
goalie, can choose where to jump. Assuming that each has only two
choices, and that their decisions are made simultaneously (in particu-
lar, the goalie has to decide where to jump before he can watch the
ball, if he wants to have a chance at getting it), the game is similar to
the game 5 matrix. Indeed, there could be no equilibrium in such a
game. If both players know what is going to be played, one of them
will have an incentive to choose a different strategy.

What happens in such games? Players try to be unpredictable so as
not to be outguessed. We can model this by assuming that players
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randomize. Their choices need not be truly random; they only need to
appear random to others. The choice of a strategy according to a ran-
dom device is referred to as a mixed strategy. The original, deterministic
strategies are referred to as pure.

Once players are allowed to randomize, how do they rank random
payoffs? The standard assumption is that they maximize the expected
payoff, as suggested by the vNM theorem. To be precise, if the players
satisfy the vNM axioms, we should use their vINM utility functions to
model the game. It then follows that they will maximize the expected
value of the numbers in the game matrix. With this assumption, Nash
has proved that (Nash) equilibria always exist, that is, every finite
game has at least one Nash equilibrium.

There are several interpretations of Nash equilibrium with mixed
strategies that are more or less the counterparts of the interpretations
of probability discussed previously. The simplest interpretation, corre-
sponding to the notion of empirical frequencies, has to do with choices
in a game that is repeated over and over again, where the players are
randomly drawn at each stage from large populations. Consider a
given player at a particular stage in the game. She asks, What are the
other players likely to do? and What is my best choice, given that?

The assumption of random matching suggests simple answers to
both questions. First, having observed the past choices of other players
in similar conditions, the player can use the frequencies of choices in
the past as a reasonable definition of the probability of choice in the
next stage. Second, since the player realizes that she is unlikely to be
matched with the same players again in the near future, she has an in-
centive to maximize her expected stage payoff, ignoring long-run con-
siderations such as rewards or punishments.

If the game is played repeatedly by the same players, a player
should not only ask what would be the short-term outcome of possible
strategies but also what would be their impact on future stages. As a
result, the game should be conceived of as a single play of a large
game in which there are many stages.

In the absence of history, players may use subjective probability, and
this corresponds to an interpretation of Nash equilibrium as “equilib-
rium in beliefs.” This interpretation suggests that a mixed strategy does
not represent actual randomization by the player; rather, it reflects the
beliefs of the other players about her choice. The equilibrium concept
implicitly assumes that these beliefs are shared by all players. More-
over, if we wish to interpret the equilibrium as a prediction about
actual play, we need to assume also that these beliefs are correct.
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The existence of Nash equilibria is important from a theoretical point
of view. Yet, a few qualifications are in order. First, existence of mixed
equilibria does not provide a refutable prediction for one-shot games.
A mixed equilibrium may be interpreted as average frequency of play
over many repetitions, but it does not specify what we should expect
to observe in a single play. Second, as mentioned for pure strategy
Nash equilibria, there is no general result that guarantees that a rea-
sonable dynamic process would converge to a Nash equilibrium. Fi-
nally, on the bright side, a general existence result is not always needed
for applications. For example, we can consider Nash equilibria in pure
strategies. We know that they need not always exist. But if we consider
a game that has such an equilibrium, we may use this prediction, and
our trust in it need not depend on general existence results.

7.3 Equilibrium Selection

Now that we know that Nash equilibria exist, it would be nice to know
that they are unique. If they were, the notion of equilibrium would
provide a well-defined prediction for every game. Unfortunately, Nash
equilibria are not unique. We begin with a few very simple examples
in two-person games and then continue with more realistic exam-
ples with more players.

7.3.1 Stylized Examples

To consider the simplest of examples, suppose we have to decide
whether to drive on the right or on the left. Let’s focus on a single inter-
action between two cars approaching each other on the road. The game
may be modeled as follows:

Game 6. Pure Coordination 1
R L

R | (1,1) (0,0)
L | (0,00 (1,1)

Both drivers are alive (payoff of 1) if they choose the same driving
side, and they are in bad shape (payoff of 0) if they choose different
driving sides. In this game both (R,R) and (L,L) are pure strategy
equilibria, and both are played in reality (e.g., in the U.S. and the
U.K.). Obviously, there is complete symmetry between the two strat-
egies, and we cannot hope for any theoretical consideration to choose
one equilibrium over the other.
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Observe that this is a game of pure coordination. There is no conflict
of interest between the two players. They just want to be coordinated.
Yet, they may not be coordinated and end up crashing. It would there-
fore be useful to have a law that dictates on which side of the road one
should drive. Here the role of the law is not to solve a prisoner’s di-
lemma type of situation but to serve as a coordination device.

Pure coordination games might have Nash equilibria that are not
equivalent in the eyes of the players. Suppose, for example, that play-
ers I and II wish to meet, and they can each go to restaurant A or to
restaurant B. Both prefer A to B, but their main goal is to get together.
If they do not meet each other, they’ll skip dinner. The game might
look as follows:

Game 7. Pure Coordination 2

A B
Al (3,3) (0,0
B | (0,0) (1,1)

Again, we have two pure strategy Nash equilibria. We might hope
that the players will be smart enough to coordinate on A, but if, for
whatever reason, they came to believe that the meeting was set to B,
they both have an incentive to go to B. Here we could expect a law or
regulation not only to help the players coordinate but also to exclude
the Pareto-dominated equilibrium, thus eliminating the “bad” option
from their choices.

Games that are not pure coordination can still have an aspect of co-
ordination as well as of competition. For example, the “battle of the
sexes” is a story of a couple, very much in love with each other, who
have to decide whether to go to the ballet or a boxing match. Impor-
tantly, the choices are made individually. Neither would enjoy any
show on their own, but, given that they are going to meet, they have
different tastes. The game can be modeled as follows:

Game 8. Battle of the Sexes
Ballet Boxing

Ballet | (2,1) (0,0)
Boxing | (0,0) (1,2)

(The woman is the row player, and the man is the column player, if
you are willing to stick to gender stereotypes.) Here, again, we have
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two pure strategy Nash equilibria, which are differently ranked by the
two players.

In each of games 6, 7, and 8 there is also a mixed strategy equilib-
rium, but such an equilibrium is not a very reasonable prediction in
these games. If one perturbs the beliefs a little bit, one finds that the
best response leads to one of the pure strategy Nash equilibria rather
than back to the mixed one.

Finally, consider the following stag hunt game (inspired by a meta-
phor of Jean-Jacques Rousseau). Two people go into the forest to hunt.
Each can go after a hare or a stag. A stag is a better prize, but it
requires the collaboration of both. A hare isnt a lot of food, but each
hunter can get a hare on his own. The game can be modeled as follows:

Game 9. Stag Hunt
Stag Hare

Stag | (10,10) (0,7)
Hare (7,0) (7,7)

Both (Stag, Stag) and (Hare, Hare) are pure strategy Nash equilibria.
The former Pareto-dominates the latter. But, as opposed to a pure coor-
dination game, the Pareto-dominating equilibrium is riskier. If you go
for a stag, and your colleague goes for a hare, you're going to starve. If
there is a doubt about whether the other player will indeed play his
equilibrium strategy, you may start thinking about the hare. And the
fact that your colleague might be having the exact same thoughts
might only encourage you to switch to the safer option, the hare. In a
term coined by John Harsanyi and Reinhard Selten, (Hare, Hare) risk-
dominates (Stag, Stag) because it is optimal given a wider set of beliefs
about the behavior of the other player.*

7.3.2 Real-Life Examples

Revolutions Consider a country in which there is a totalitarian re-
gime, which is disliked by the vast majority of the citizens. The regime
relies on the military and the secret police, and if a few citizens engage
in illegal activities, they will be punished. But if a large enough portion
of the population joins an insurgence, the regime will be overthrown.
Viewed as a game among the citizens, each having two options, rebel
and acquiesce, there are two pure strategy Nash equilibria. The transi-
tion from one to the other is what we call a revolution or a coup d’état.
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In reality, some attempts to topple regimes succeed and some fail. That
is, when the political system is perturbed, it sometimes settles on one
equilibrium and sometimes on another. We often find it hard to predict
which equilibrium will be played.

Bank Runs Banks are based on the idea that people deposit their
money and ask to withdraw it when they need it. If times of with-
drawal are random, the bank can keep only a portion of the deposits
and invest the rest. If, for some reason, all clients show up one morning
and ask for their money, the bank will not be able to pay them and will
go bankrupt.

Should the bank’s clients ask for their money? It depends. If they
tend to believe that others won't, then the bank is financially stable,
and there is no need to withdraw the money. It’s actually better to
leave it in the bank and earn some interest. But if the clients believe
that other clients are about to withdraw their money, they realize that
the bank is in danger of bankruptcy, and it then makes sense to with-
draw the money, preferably fast. This leads to a phenomenon of a
bank run; people rush to be among the first to withdraw their deposits
while the bank still has some money.

This situation can be viewed as a game with many players and two
pure strategy equilibria: one in which everyone trusts the bank, and
then everyone has a good reason to trust the bank, and another in
which no one does, and then everyone has a good reason not to. The
selection of equilibrium here is crucial; it is the difference between fi-
nancial stability and a financial crisis.

Respecting the Law Suppose that a new antismoking law is being
passed. It may be respected, but it may also be ignored. In many coun-
tries there are laws that exist on paper but are never enforced. What
will be the fate of a new law?

As in the previous examples, there are two reasonable equilibria in
the game. If everyone follows the law, a single individual who violates
it is likely to be penalized, and thus obeying the law is an equilibrium.
If, however, everyone ignores the law, the state does not have the
resources to penalize every violation, and it is then a best response for
an individual to ignore the law.

Conclusion In all these examples each equilibrium is a self-fulfilling
prophecy. The choice of equilibrium cannot be made based on theoret-
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ical considerations alone. One needs to understand culture and history
in order to make predictions regarding the equilibrium that will end
up being played. Game theory provides us with a powerful tool to
clarify our thinking and trim down the set of scenarios that might ma-
terialize, but it does not come up with a single prediction. Analytical
thinking is tremendously helpful in identifying the set of reasonable
eventualities, but it cannot replace acquaintance with history, under-
standing of institutional details, or intuition.

7.4 The Power of Commitment

Consider the battle of the sexes (game 8) again. The game has two pure
strategy Nash equilibria, each preferred by one of the players to the
other equilibrium. Assume now that the man, who is the column
player, puts on his running shoes and leaves the house. Interpret this
move as a unilateral commitment of the player not to go to the ballet
(where running shoes will be unacceptable). That is, the man elimi-
nates one of his choices. What will happen next? The woman, knowing
that the man cannot go to the ballet, faces the following reduced game:

Game 10. Battle of the Sexes after Elimination of One Column

Boxing

Ballet | (0,0)
Boxing | (1,2)

Her best response is to go to the boxing match. Evidently, this is the
Nash equilibrium preferred by the column player in the original game.
Thus, we find that he can benefit from commitment; by eliminating
one of his strategies, we changed the game. Rather than having a game
with two pure Nash equilibria, he generated a new game in which
there is only one equilibrium. Instead of having some uncertainty
about which equilibrium will be played, if at all, the player imposed
his preferred equilibrium on his partner.

Before proceeding, a comment is due. Game-theoretic analysis as-
sumes that the game under discussion describes all relevant moves by
all players. Hence, if indeed a player can eliminate some of his strat-
egies, or send signals to the other players, or do anything else that
can change the nature of the game, these moves should be a priori
introduced into the game. In the ballet/boxing example, if the man
does indeed have a choice between putting on his running shoes
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and disappearing or staying and negotiating, this choice should be
described as part of the game, presumably as a first step before the
play of the battle of the sexes. In other words, the battle of the sexes as
described in game 8 implicitly assumes that no additional moves are
possible by the players. The game with running shoes is a different
game despite the fact that in certain stages it resembles game 8.

The fact that a player may benefit from elimination of possible alter-
natives is peculiar. In a one-person decision problem we did not en-
counter this phenomenon; a player who is rational in the classic sense
can only benefit from more options. Indeed, if she doesn’t like the
additional options, she is free not to select them. One could have
exceptions due to cognitive limitations or to problems of self-control.
But a classically rational player cannot suffer from the addition of alter-
natives nor benefit from their elimination.

By contrast, in a strategic interaction one may benefit from elimina-
tion of alternatives, or equivalently, from committing to choose a strat-
egy in a given subset. The player in fact does not benefit from having
fewer options per se. He benefits from the fact that the others know
that he is not going to choose the eliminated options.

The power of commitment is familiar from international politics.
Consider a fragile peace between two nuclear superpowers A and B. A
might attack B in a limited way, and then B will have to decide wheth-
er to respond, risking further escalation, or negotiate a new peaceful
agreement. If B is rational, it may prefer the latter alternative, if indeed
attacked. Since A knows that, it may be tempted to attack for the im-
mediate gain, trusting that B will be rational enough not to try to pun-
ish A, thereby risking further escalation. Now assume that B considers
the installation of an automatic retaliation system, which would re-
spond to any attack without further decisions being made by the
player. Such a system is tantamount to a commitment to a certain strat-
egy (of response), that is, to an elimination of some of the player’s
strategies. But this commitment may be beneficial because it reduces
A’s incentive to attack in the first place.

Along similar lines, commitment to vulnerability can also be benefi-
cial. Consider the same example, and suppose that B may install a mis-
sile defense system that would greatly reduce, but not eliminate, A’s
ability to hurt B. B knows that the installation of such a system would
make it less costly to attack, and that, knowing this, A may wish to
preempt an attack by B. By contrast, if B remains vulnerable, it signals
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to A that it has no aggressive intentions, thereby reducing A’s incentive
to strike first.

7.5 Common Knowledge

The discussion of Nash equilibrium in general, and of equilibrium se-
lection in particular, touches on issues of knowledge or belief about
the world, including the other players in the game. Reasoning about
what these players will do, one has to think what they know or be-
lieve, and one finds that they are thinking about other players as well.
Pretty soon one realizes that it is important to know what players be-
lieve that other players believe that other players believe, and so forth.

A fact is called common knowledge among a set of individuals if
everyone knows it, everyone knows that everyone knows it, and so
on. This concept was developed in philosophy by David Lewis (late
1960s), in game theory by Robert Aumann (mid-1970s), and in com-
puter science by Joseph Halpern and Yoram Moses (early 1980s).°
Lewis was interested in social conventions, Aumann in equilibria in
games, and Halpern and Moses in coordination among computers.

When we think about equilibrium play, we realize that in order to
justify why rational players would play it, we resort to something that
is quite close to common knowledge. A rational player will play an
equilibrium strategy if he thinks that the others are going to play their
respective strategies. We don’t need more than this single layer of
belief in order to justify the equilibrium. But if the other players are
also supposed to be reasoning entities, we may ask the player why he
thinks that the others will play their equilibrium strategies. And he
would probably say, “Because they are rational and do what is a best
response for them,” but this means that he believes that these other
players also believe that this equilibrium will be played. And if we
delve deeper and ask why he thinks that these other players so think,
we become interested in his third-order beliefs, namely, what he
believes the other players believe that other players believe, and so
forth.

7.6 Extensive Form Games

The games described in previous sections were defined by matrices,
where rows and columns described strategies and the matrix specified
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the utility functions. This formulation can be extended to more than
two players. It is referred to as the normal form or strategic form of
the game. It lists all strategies without describing the dynamics of the
game.

Another way to model games follows the chronological order of the
moves by the players. In this extensive form, the game is described by a
tree, where at each node a particular player is assigned to play, and the
edges coming out of the node describe the various moves that the
player can make. (See figures 7.1 and 7.2 in the next section.) This de-
piction of a game is particularly appealing when the game has a clear
chronological unfolding.

If the game is not so clearly structured chronologically, and some
players make some decisions simultaneously, the extensive form can
still be used to model the game with the addition of information sets.
An information set is a set of nodes of a particular player that are indis-
tinguishable as far as that player is concerned when called upon to
play. That is, if the player is actually at one of the nodes in an informa-
tion set, she knows that she is at one of those nodes but not which one.

If players always know at which node they are, namely, they know
precisely what other players played before them, we say that the game
is of perfect information. (This means that each information set contains
only one element.) Such games include chess, checkers, tic-tac-toe, and
other parlor games in which no element of chance is involved. Perfect
information games also often appear as models of strategic interactions
between countries, firms, or individuals.

Any strategic interaction can be modeled either as a game in the nor-
mal form or in the extensive form. There are standard ways to trans-
form a game from the normal to the extensive form, and vice versa.
Basic concepts such as dominated strategies and Nash equilibria can
be defined in the extensive form model in equivalent ways to their re-
spective definitions in the normal form model.

7.7 Perfectness and Credible Threats

Consider the following situation. You are walking down a deserted
dark alley. Suddenly you feel a hard pointed object pushed against
your back, and a voice says, “Your money or your life.” What do you
do?

You can think of this situation as an extensive form game. You are
player I, who can decide to give his wallet or not. You don’t know
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Figure 7.1

who the robber is and whether he has a loaded gun. For simplicity, as-
sume that he does and that the only uncertainty is strategic: will he use
it? Think of the robber as player II. To simplify the problem further, as-
sume he has no incentive to shoot you if you give your wallet. Thus, if
you give the wallet, the game ends in an outcome that is best for the
robber. For you (player I) this outcome is worse than keeping your
money and not being shot, but better than being shot. This situation is
modeled in figure 7.1 as an extensive form game. The game starts after
the pointed object has already been felt on your back. You now have
two options. The option Give yields a payoff of 5 to you and 10 to the
robber. If you refuse, the robber (player II) can choose to shoot you
and take the wallet, or to pass. If he shoots you, your payoff will be 0
and his will be 8. If he passes, you will get a payoff of 10 (keeping
your wallet and your life), and he will get a payoff of 5.

When you consider what to do, you're likely to think about the rob-
ber’s strategy. Suppose you don’t give your wallet. What will the
robber do? You realize he can shoot you and take the wallet out of
your pocket himself. The point of the story is that this is a better out-
come for him than walking away without the money. Hence, the rob-
ber’s threat, “Your money or your life,” is credible; it is the choice of
the strategy Shoot, which is a best response to player I's strategy Re-
fuse. However, player I's strategy Refuse is not a best response to
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player II's strategy Shoot. Given that player II intends to shoot, player
I's best response is Give. And for player II, Shoot is a best reply also to
Give because if Give is selected by player I, player II does not have a
chance to play, and whatever he does is optimal. In short, the pair of
strategies Give and Shoot constitutes a Nash equilibrium. In fact, this
is the only Nash equilibrium in this game in pure strategies.

Next, consider the same example with the modification that the rob-
ber is not equipped with a gun but with a hand grenade. He stands be-
hind you, saying, “If you don’t give me the wallet, I'll blow you up.”
But it is clear to both of you that the technology of hand grenades
is such that both of you will be blown up in this case. The game is
depicted in figure 7.2. The only difference between this game and that
of figure 7.1 is that Shoot, yielding payoffs (0,8), was replaced by
Blow up, with payoff (0,0). Will you give your wallet in this game?

Reinhard Selten suggested distinguishing between credible and non-
credible threats using his notions of subgame perfect and perfect equilib-
ria (introduced in the 1960s and 1970s).® In the first example (with the
gun), the robber’s threat to kill you is credible. If he has to carry it out,
he has an incentive to do so. Restricting attention to the subgame that
would result from your refusal to give your wallet, it is a best response
for the robber to shoot you, as specified by his equilibrium strategy.
Selten called this a subgame perfect equilibrium because it is an equi-
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librium of the entire game, and the restriction of equilibrium strategies
to each subgame (starting from a given node in the tree) also results in
an equilibrium in this subgame.

By contrast, in the second (hand grenade) example, the threat is not
credible. If the robber has to carry it out, he would have an incentive
to reconsider his threat and stay alive rather than blowing both of you
up. Importantly, the Nash equilibrium of the first game (with the gun)
is also an equilibrium of the second game. Your strategy Give is a best
response to his strategy Blow up because, knowing that the robber
plans to blow up the hand grenade if you refuse to give the wallet, it is
a best response for you to give the wallet. The robber’s strategy is also
a best response to yours because, knowing that you will give the wal-
let, the robber loses nothing by his blow-up threat.

But there is something artificial in this Nash equilibrium. The rob-
ber’s strategy is a best response to yours only because he is never
called upon to actually play it. In fact, his hand grenade threat is not
credible. If he finds himself choosing between blowing up both of you
or not, he will prefer not to. Knowing this in advance, you may call his
bluff. You can deviate from your equilibrium strategy and say, “I'm
not giving you the wallet; let’s see if you really intend to blow us both
up!” The fact that this threat is not credible is captured by the notion of
subgame perfectness. If we restrict the Nash equilibrium strategies to
the subgame starting from the node in which player II has to move,
we find that in this subgame his strategy is not optimal for him. Thus,
the Nash equilibrium in which you give your wallet is not subgame
perfect.

7.7.1 Backward Induction

Games of perfect information can be analyzed by backward induction.
We start at the leaves of the tree and work backward. At each stage
we ask what the player would do at a given node, assuming we have
already solved the remainder of the tree. Since no uncertainty is in-
volved, the player’s choice is well defined, up to breaking ties. That is,
we may not get a unique prediction if the player has to choose among
several options that yield the same payoff to her. We may still care
about the way she makes her decision because the outcomes that are
equivalent in her eyes may be different for the other players. If, how-
ever, all payoffs differ from each other, the backward induction proce-
dure provides a unique prediction.



118 Chapter 7

In an intuitive sense, the backward induction solution relies on com-
mon knowledge of rationality, understood to imply maximization of
one’s own utility when the outcome of each choice is known. When
we are at the end of the tree and have to predict a player’s choice be-
tween alternatives under conditions of certainty, it suffices to assume
rationality of that player in order to predict that she will choose the
leaf that promises her the highest payoff. In fact, if we model the inter-
action correctly, the payoff should be a utility function that describes
choices, and the maximization of this function is tautological.

When we climb one step up, we need to assume that the player who
makes the choice is rational but also that he believes that the player
who plays after him is rational. Without such a belief, our analysis of
behavior at the last decision node may not be shared by the player
who plays before it. When we climb one more layer up, in order to jus-
tify the backward induction solution we need to assume that the player
whose turn it is to play is rational, that he knows that those playing
after him are rational, and that he knows that they know that those
playing after them are rational. And on it goes. It is easy to see that in
order to justify the backward induction solution, we need to assume
that the number of layers of knowledge of rationality is at least as large
as the depth of the tree.

Common knowledge of rationality need not give us a unique predic-
tionin games in general. But it is widely believed that in (finite) exten-
sive form games of perfect information, if all payoffs differ from each
other (for each player), common knowledge of rationality leads to a
unique prediction, which is the backward induction solution.” Indeed,
in these games the backward induction solution is the unique subgame
perfect equilibrium, and also the unique selection of strategies that
results from iterative elimination of weakly dominated strategies.
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8.1 Example: The Case for Globalization

Olivier: 1 hate what’s happening to this country. It doesn’t feel like
France anymore.

Paul:  What do you mean?

Olivier: Everything is produced elsewhere. Nothing is real. Anything
you can think of is produced in China or Korea.

Paul:  And what’s wrong with that?

Olivier: It’s just not my country anymore. Apart from cheeses, thank
God, which they still haven't figured out how to import.

Paul:  And...?

Olivier:  You know, wherever you go it feels like the country’s being
taken over by foreigners.

Paul: 1 see. You mean that there are too many immigrants.

Olivier: There are a lot, that’s for sure.

Paul:  So what'’s really bothering you is not that they sew clothes in

China. What’s bothering you is that there are too many non-French
people around. I suspected as much.

Olivier: Look here, I always vote right-wing, but I'm not racist. Don’t
try to make me out to be one.
Paul: 1 still don’t understand what your problem is. It sounds very

much like La France aux francais. [“France for the French,” a right-wing
election slogan. |

Olivier:  As far as I recall, you were never a great supporter of global-
ization either.



120 Chapter 8

Paul:  Sure, but for very different reasons.
Olivier: Such as?

Paul:  1t’s terrible to see what the Western world is doing to develop-
ing countries. It’s colonization all over again. The idea is to get cheap
labor, poor kids working for pitiful salaries.

Olivier: Okay, that, too. A very bad practice.

Paul:  Plus, capitalism and consumerism are making us all the same.
Wherever you go, you find Starbucks and Nike and, of course, Mc-
Donald’s. First all the airports looked the same, now all the cities look
the same, wherever you are in the world. No variety, no richness of ex-
perience. We're all like automated consumers who march according to
the tunes of the market.

Olivier:  So, you see, you hate globalization, too.

Paul:  Yes, but I hate it because I love people, not because I hate them.
I object to globalization because it erases and flattens cultures, not be-
cause, like you, I prefer to keep those cultures away.

[Michel enters.]
Michel:  Oh, you two are denigrating globalization again, eh?

Olivier: Well, it’s a very bad thing, let me tell you. And it’s going to
be our ruin.

Michel: At least you have this in common with the rest of the world.
It’s quite impressive that the same arguments against globalization ap-
pear everywhere around the globe.

Paul:  So maybe they are convincing.

Michel: But so are the counterarguments. The arguments apparently
do not depend on nationality as much as on profession.

Paul: You mean that all economists around the world have been
brainwashed to sing the praise of globalization.

Michel: Not quite all. But it is true that they at least know what the ar-
gument for globalization is.

Olivier: And what is it? Enlighten us!

Michel: 1t’s quite simple, but not always obvious. The point is that if
you let people trade—I/et, not force—you allow them to do things that
improve the conditions of all parties involved. And this works whether
you think of buying clothes or buying labor, whether you import the fi-
nal goods or whether people emigrate. Markets are efficient.
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Paul: 1 hate this notion of efficiency. I don’t want to be efficient and to
run around all day long. I want to have time to think and feel and be
myself.

Michel: That’s fine, but it’s not the kind of efficiency I'm talking
about.

Paul:  What other kinds of efficiency are there?

Michel:  Economists think about Pareto efficiency, named after Pareto.
The idea of efficiency is not to produce or consume more. The idea is
only not to miss opportunities to make some people better off without
hurting others.

Olivier: That sounds impossible. You always hurt someone.

Michel:  Slowly. I'm trying to define, actually, what is inefficient. It is
inefficient to be in a situation where you can, without any cost to any-
one, strictly improve the utility of some. And you will be surprised,
this inefficiency can happen and it happens every day.

Paul:  For example?

Michel:  Whenever you pay taxes. Suppose that your kitchen sink is
leaking and you call a plumber. You're willing to pay 100 euros for the
leak to be fixed, and the guy is willing to fix it for that amount.

Olivier: Cool. Especially if he’s French.

Michel:  Only there is one problem. The plumber pays income tax,
let’s say 50 percent of his income. So he needs to charge you 200 euros
to be left with the 100 euros that would make it worthwhile for him to
do the job.

Paul: So I pay him 200?

Michel: Maybe you do. But there is a point where you'll think, that’s
too expensive, I'll try to fix it myself.

Paul:  Great. It will do you no harm to do some honest work from

time to time.

Michel: But this should be your decision. The point is that if you
allowed the two people to trade, they would have traded, say, at 100
euros, and both would be happier. No one on earth would be hurt.

Olivier: But there is an income tax. Why should I pay it and the
plumber shouldn’t?

Michel:  Yes, we have to collect taxes, and plumbers should pay them
as well. Still, you can see why the government’s involvement can lead
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to a situation that is not Pareto-efficient. Because of taxes, a trade that
could have taken place and would have made all parties better off at
no cost to anyone else, doesn’t take place.

Paul:  And the same is true of globalization?

Michel: In principle. That is, someone can produce a shirt for a low
cost in a developing country, and someone is willing to pay for it much
more than the cost, and if you oppose globalization, you simply don’t
let them trade.

Paul:  So you're saying that imposing constraints on trade will bring
us to a bad outcome, one that is not Pareto-efficient, is that it?

Michel:  Yes.

Paul:  Sounds like the old arguments by Adam Smith and David
Ricardo.

Michel: Old doesn’t mean wrong.

Paul:  So you think that if we remove all barriers to trade we’ll be in a
better position?

Michel: Not automatically, but we will be in a Pareto-efficient alloca-
tion. One that cannot be improved upon in everyone’s eyes.

Olivier: But it won't be a better allocation, as you call it, as compared
to the old one. If the shirt is now much cheaper, and a good French tai-
lor is out of business, he’s not better off.

Michel: It is a bit delicate. The new allocation cannot be improved
upon, but that doesn’t mean it’s better than any allocation that can be
improved upon. In order to make the tailor better off, you do need to
compensate him. But you can do it because if we let the less expensive
producers produce the good, we have enough left over to compensate
the more expensive ones.

Olivier:  What do you mean by compensate?
Michel:  Give them money.
Paul:  T've never seen this done.

Michel: Well, I have. For instance, you have welfare for the
unemployed.

Olivier: Wonderful. Send them back home, sitting and waiting for
their welfare checks. A great solution indeed.

Paul:  Olivier’s right. You can’t compensate them with money. You
take a very restricted economic viewpoint. You don’t think about indi-
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vidual self-esteem and the fiber of society. You studied economics, but
you evidently never opened a book in psychology or sociology.

Michel: Hey, one at a time. I told you that not all economists are for
globalization. But I think you should at least understand the basic rea-
soning before you start criticizing it. I'm not quite sure you understand
it. I'm not quite sure you really want to understand it. [Leaves the room
angrily.]

Paul [looking at Olivier and rolling his eyes]: These economists. They
will never learn how to lose graciously.

8.2 The First Welfare Theorem

Chapter 6 discussed taking a normative approach to social decisions
and how hard it is to aggregate preferences. It also defined the notion
of Pareto optimality, which circumvents conceptually difficult prob-
lems and makes do with a minimal condition, roughly, that we won't
be able to make everyone better off. Chapter 7 discussed a more de-
scriptive approach and said that even Pareto optimality is not so trivial
to achieve. The prisoner’s dilemma was given as an example of a fail-
ure of individual rationality to lead to a Pareto-efficient outcome; and
the same can happen in pure coordination games as well as in games
(such as “stag hunt”), in which the Pareto-superior equilibrium is risk-
dominated by a Pareto-dominated one.

In light of all these failures, it is surprising that there is some good
news, however limited. The good news is that under certain conditions
free markets give rise to equilibria that are Pareto-efficient. The basic
conditions needed for equilibria of free markets to be Pareto-efficient
are the following.

+ Consumers are rational (in the classic sense). Each consumer can be
thought of as maximizing a utility function given a budget constraint.
Consumer preferences are fixed. In particular, consumers are not prone
to be tempted by short-run considerations and to regret their choices
later on.

* All products are private goods, and there are no externalities. A
given unit of a product can only be consumed by one consumer, and it
does not affect the others.

+ Consumers prefer more to less. They may be satiated with some
products but not with all of them. Thus, consumers are never left with
unused income.
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* Firms are rational. Each firm can be thought of as maximizing its
profit given its technology and market prices.

* Both consumers and firms are price takers. They do not take into ac-
count their possible impact on market prices.

* Markets are complete. Every product—good, service, or right that
affects preferences—can be traded.

* Information is shared by all agents in the market. Uncertainty might
exist, but information is symmetric; no one knows more than another.

A competitive equilibrium is defined by prices that clear the markets.
What this means is the following. We are given an economy defined
by consumers’ preferences, firms’ technologies, and initial endow-
ments of the consumers, both of products and of the firms’ shares. All
consumers are endowed with 24 hours of leisure. Some may own land
or other resources. And some may own the firms, either directly or
through the stock market. For such an economy, we ask whether a list
of prices, one for each product, can represent an equilibrium.

Consider a suggested list of prices. To see if it is an equilibrium, we
first solve the profit maximization problem for each firm. This deter-
mines the supply of products by the firms. The profits of the firms are
distributed among the consumers based on the shares, which specify
how much of each firm is owned by each consumer. Then we use the
prices to translate the consumers’ initial endowments to money. For
each consumer we sum up the income from the two sources (firms’
profits and initial endowment value) and treat it as income defining
the budget constraint. If we now solve the consumer’s problem for
each consumer, we will get the consumers’ demand. The prices we
started out with constitute an equilibrium if in each market we find
that demand equals supply or possibly exceeds it in case the price is
zero.

Under these assumptions, the first welfare theorem states that compet-
itive equilibria define production schedules for the firms and alloca-
tions of products among the consumers that are Pareto-optimal. That
is, there is no way to suggest other production schedules and alloca-
tions that would make all consumers as well off, and some strictly bet-
ter off, than at the equilibrium allocation.

The first welfare theorem relies on a simple and powerful tool: all
agents in the market are optimizing relative to the same prices. This is
the reason that they jointly compute a Pareto-optimal allocation. Let
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us look at a few examples that illustrate why, responding to the same
prices, the agents find optimal solutions to three types of questions: (1)
how much to produce of each product, (2) who should produce it, and
(3) who should consume it.

Let’s start with the production question. Suppose you have a leaking
pipe, and there is a plumber who can fix it for you. Will it be optimal
that the plumber come to fix your pipe, or should you learn to live
with the leak? This is a production question. We may think of the
plumber as a firm, which has a technology that allows it to convert
the plumber’s time into the product (service) of a fixed pipe.

Clearly, if you offer the plumber no compensation, he would not
perform the job. The plumber demands compensation in terms of a
fee. He will work only if he gets paid this fee (or more). You prefer the
pipe to be fixed, and we assume that you are willing to pay a certain
amount for the service. Let’s call this amount your reservation price.
You will hire a plumber provided that you don’t have to pay more
than this price. For simplicity, assume that you and the plumber are
the only two individuals in the economy or that there are many identi-
cal plumbers and many consumers, all identical to you.

The question is whether your reservation price exceeds the
plumber’s fee. If the former is greater than the latter, that is, you are
willing to pay more than the plumber demands, Pareto optimality
requires that trade take place. Specifically, if you don’t trade, one can
find a Pareto improvement by asking the plumber to fix your pipe and
asking you to pay him any amount that is above his fee and below
your reservation price. Any such amount will make you both better
off and will thus be a Pareto improvement relative to the original
allocation.

If, however, your reservation price is below the plumber’s fee, it
will be Pareto-optimal for you to keep your money and get used to
the leak. There is no way to have a Pareto improvement by fixing
your pipe because the minimum amount required to compensate the
plumber is higher than the maximum amount you are willing to pay.

Let us now see where the equilibrium price (fee) might lie, relative to
the plumber’s fee and your reservation price. Let’s start with the sec-
ond case. Your reservation price falls below the plumber’s fee, so no
price will be simultaneously high enough for the plumber to sell his
time and low enough for you to buy it. Hence, when both you and the
plumber react optimally to the same market price, whatever that price
is, there will be no trade, as Pareto optimality dictates.
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Now assume that your reservation price is higher than the plumber’s
fee. We need to be convinced that the equilibrium price will indeed be
in between the two. If the price is below the plumber’s fee, it is also be-
low your reservation price. Hence you wish to hire a plumber, that is,
there is demand in the labor market. But the plumber is not willing to
offer labor because the price is lower than his fee. Hence, there is excess
demand in the labor market, and the market is not at an equilibrium.
You may expect the price to rise in this case. While this is intuitive, we
do not discuss convergence to equilibrium here. It suffices that we con-
vince ourselves that there is excess demand, which means that the mar-
ket is not at an equilibrium.

Next assume that the equilibrium price is above your reservation
price. Hence it is also above the plumber’s fee. The plumber therefore
offers his services on the labor market. But because the price is so high,
you are not buying labor. The plumber doesn’t get to work. The labor
market will have excess supply. And this is impossible at equilibrium
unless the price is zero (whereas we assumed it was high). Again, this
excess supply will probably result in a lower price, but the main point
is that this is not an equilibrium.

Thus we are left with the conclusion that the equilibrium price has to
be between the plumber’s fee and your reservation price (still assum-
ing the latter is higher than the former). In this case, trade will take
place. The plumber’s optimal response to the price is to sell his time,
and your optimal response is to buy it. Importantly, this is so because
both of you are reacting to the same price. And trade will take place,
as dictated by Pareto optimality in this case.

It is important to emphasize that the solution need not be just or fair
in any way. It is possible that the plumber doesn’t like his job and that
he has to fix pipes because he never had a fair chance to acquire skills
for jobs that he would have liked better. It is also possible that you are
not paying enough for the hard job that he performs for you. All that
the equilibrium guarantees is Pareto optimality. If, at equilibrium,
there is no trade, say, because the plumber’s fee is higher than your
reservation price, you can at least rest assured that it is impossible to
make both you and the plumber better off. And this is true also if, at
equilibrium, trade does take place. That is, whether the equilibrium
involves trade or not, no Pareto improvement is possible.

Let us turn to the second question, namely, who should produce the
products. Consider the market for desks. There are different carpenters
who can produce desks at different costs. Let us consider two of them,
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A and B. A can produce a desk at a marginal cost of $200. That is, A’s
overall expenses, including labor, raw materials, and so forth will go
up by $200 if A decides to produce one additional desk. B can produce
a desk at a marginal cost of $300. A production schedule that will
clearly not be Pareto-optimal is one in which B produces a desk while
A doesn’t. Indeed, in such a case a Pareto improvement would be for
B to subcontract the production of the desk. Rather than spending
$300 on its production, A can do it for B at a cost of $200, and they can
split the savings of $100 to their mutual benefit. The buyer who buys
the desk from B will still get her desk, while the two carpenters are
strictly better off. Thus we have a Pareto improvement.

However, there is no competitive equilibrium at which B produces
the desk and A doesn’t. If the price is below $200, neither of them
will decide to produce. If the price is above $300, both will. And if the
price is between $200 and $300, A will decide to produce and B won't.
Because both react to the same price, the equilibrium finds a Pareto-
efficient allocation of labor.

Similar logic applies to the supply of the plumber’s services. If there
is another plumber who can fix the pipe at a lower cost, Pareto opti-
mality demands that the lower-cost plumber do the job. Indeed, for
any market price of labor (that is, for any fee), we will find the higher-
cost plumber performing the job only if the lower-cost plumber is also
hired.

In both examples, the division of labor is Pareto-optimal but perhaps
not fair. It is possible that the lower-cost manufacturer of the desk
employs children in a developing country. Or that the lower-cost
plumber can’t feed his own children and is therefore willing to work
for lower fees. An allocation that is Pareto-optimal is not guaranteed
to be just or fair. All we know is that, if we start with such an alloca-
tion, we can’t make everyone better off.

Finally, let us turn to the question of the allocation of products
among the consumers. Suppose that both you and I have leaking
pipes. You are willing to pay up to $100 to get your pipe fixed. I am
not that rich, and I'm willing to pay only up to $50 to get my pipe
fixed. Pareto optimality allows for allocations in which we both fix our
pipes, allocations in which neither of us does, and allocations in which
you fix your pipe and I don’t fix mine. But Pareto optimality rules out
a situation in which I fix my pipe and you don’t. Indeed, in such a situ-
ation we can offer a Pareto improvement. I'll ask the plumber to fix
your pipe instead of mine. You are willing to pay $100 for fixing your
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pipe, and I am indifferent between enjoying a fixed pipe and keeping
my $50. Since the service is worth to you more than it is worth to me, we
can split the difference, evenly or not, and both of us will be better off.

We argue that at a competitive equilibrium we will not find the
Pareto-dominated allocation, in which I hire a plumber and you don't.
If the market price (fee) is below $50, both of us will hire plumbers. If
the price is above $100, neither will. And if the price is between these
two, you will get your pipe fixed and I won’t. Since we are reacting to
the same market price, the Pareto-inefficient allocation will not result at
equilibrium.

It is worth reiterating that no claim to fairness or justice is made
here. It is possible that I'm willing to spend only $50 on fixing the leak
because I spend most of my meager salary on medication for my chil-
dren, and I don’t have enough money left to fix pipes, whereas you
are rich and healthy and can afford to spend more on leaking pipes.
Still, to get my pipe fixed we will have to leave yours leaking, and this
is not a Pareto improvement.

The beauty of the first welfare theorem is that if everyone is reacting
optimally to the same prices, they are also reacting optimally to each
other. In this sense, competitive equilibria suggest a huge simplifica-
tion of the market problem. Imagine that we are in Moscow in 1924,
and we plan how to run the economy of the USSR. We are commu-
nists, and we don’t believe in free markets. But we do recognize that
people have preferences and that firms have technologies, and there-
fore the notion of Pareto optimality makes sense to us. We can define
Pareto optimality, and we have no reason not to seek it. But how
would we do it? What should the production schedule be, and what
should the consumption of each individual be, so that Pareto optimal-
ity will be guaranteed? We would need to ask people for their prefer-
ences, and firms for their technologies, and hope that we get truthful
answers. Indeed, we have come to question the possibility of truth tell-
ing as an equilibrium. But even if we assume that people tell us the
truth, we have an immensely complex computational problem. In-
stead, the first welfare theorem suggests that we endow people with
private ownership, post a price for each product, and let everyone opti-
mize relative to these prices. Suppose there is a market maker who
adjusts the prices according to excess demand or excess supply and
somehow finds prices that constitute a competitive equilibrium. Then
we know that we have achieved Pareto optimality. We do not need to
ask people about their preferences or firms about their technology. No
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one has the chance or the incentive to misrepresent anything. And
we need not solve a complex problem. It is as if we had used a super-
computer for the solution, where each agent in the economy is a pro-
cessor, assigned to solve a small subproblem of the big social problem.
Thus, free markets can be viewed as decentralizing the decision pro-
cess while guaranteeing a Pareto-efficient result.

The emphasis on the assumption that all agents react to the same
prices suggests that when different agents in the economy face different
prices, we should be concerned. As mentioned, this is what happens
in the case of taxation. This is also what happens when agents get sub-
sidies or discounts. Typically, interventions in market operations result
in situations in which different agents react to different prices, and Par-
eto optimality is not achieved.

8.3 Limitations of Free Markets

There are many reasons that the first welfare theorem might not hold
or might not be very meaningful. Some of the main ones are the
following.

8.3.1 Externalities and Public Goods

One of the first assumptions I mentioned was that consumers only en-
joy their own private goods. When public goods are involved (such as
hospitals, parks, schools, and roads), the analysis changes. Typically,
in such situations the contribution to the provision of the public good
generates a strategic situation similar to the prisoner’s dilemma; each
one would prefer to contribute less, no matter what the others are con-
tributing, even though everyone would prefer everyone to contribute
rather than not to contribute. Some public goods have to do with the
environment and with natural resources. For example, there is an opti-
mal rate of fishing, which allows the fish population to renew itself.
But since the payoff to each fisherman does not reflect the impact he
has on others, the fishermen as a group will overfish.

There are also externalities involving the direct effect of one individ-
ual’s economic activity on others. For example, smoking pollutes the
air for people around us; drunken driving endangers others as well
as ourselves; renovating a house has a positive effect on the entire
neighborhood; and so forth. In all these examples, the individual mak-
ing the decision does not take into account the overall impact of her
choices.
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Some of these problems can be viewed as problems of incomplete
markets. For example, had there been markets in which one could
trade air pollution, or if one could pay other drivers so that they
wouldn’t drink and drive, the externalities would have been “internal-
ized” and we could hope that free trade would result in a Pareto-
optimal outcome. But in many situations this is impractical, and often
the only solution is to regulate economic behavior by law.

8.3.2 Market Power

A clear violation of the assumptions of competitive equilibrium occurs
when some agents are large enough to have market power, namely, to
affect prices in a non-negligible way. For example, if a firm is a monop-
olist, it obviously has an effect on prices. It will typically decide to sell
less than it would in a competitive market. At a competitive equilib-
rium, the firm is supposed to ignore whatever effect it has on prices,
and its decision whether to offer another unit of the product depends
only on the comparison between the market price and the marginal
production cost. But if the firm is a monopolist, it may decide not to
produce the next unit—despite the fact that its cost of production is be-
low market price—for fear of losing money on the units already sold.
The same logic applies to several agents, whether on the buying or sell-
ing side of a market. The conclusion that equilibria are efficient relies
on the fact that no one believes they can change market prices.

8.3.3 Asymmetric Information

Lemons A stunning example of failure of markets was provided in
1970 by George Akerlof.! He suggested a stylized market for used
cars. The cars can be good (“plums”) or bad (“lemons”). The seller
knows the quality of his car, but the buyer does not. Suppose there is
demand and supply of both good and bad cars. Say, for lemons there
are potential buyers who are willing to pay $6,000 and sellers who are
willing to sell at $5,000. Plums can be traded at double these prices;
sellers offer them as soon as the price is above $10,000, and buyers exist
as long as the price does not exceed $12,000.

If the quality of a car were known to all, lemons would trade be-
tween $5,000 and $6,000, plums between $10,000 and $12,000, and all
would be fine. If, on the other hand, no one knows what a car’s quality
is, and everyone has the same information, trade would still take place.
Suppose that the cars are lemons or plums with equal probability and
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that the buyers and sellers are expected value maximizers. Then the
sellers would sell something that is worth to them, in expectation,
$7,500, and the buyers would get something that is worth to them, in
expectation, $9,000. If the price were between $7,500 and $9,000, trade
would take place. Indeed, this is the range where the equilibrium price
should be, and Pareto optimality would hold. This would be similar to
trading shares in the stock market, under the assumption that every-
one has the same information.

But in Akerlof’s story, information is asymmetric. The seller knows
the quality of the car. The buyer doesn’t, and she has to compute the
expected value. She is therefore willing to pay only $9,000. Given that,
sellers of good cars, who are willing to sell at $10,000 and up, will stay
out of the market. As a result, only low-quality cars (lemons) will be
traded in the market.

If we have many intermediate quality levels, the result will be even
more striking. Top-quality cars will not be traded because sellers won't
be interested in selling their great cars at the average price. Once they
are out of the market, the average quality of cars goes down, and
buyers are willing to pay even less than before. Then the next-to-top
level drops out, and on it goes. We are left with a market in which
only lemons are traded, even though Pareto optimality demands that
trade take place at all quality levels.

In a sense, one can think of asymmetric information as a type of
externality. The top-quality car sellers cannot distinguish themselves
from the lower-quality ones. The existence of the latter is a type of
externality on the former.

Adverse Selection Situations of asymmetric information abound.
Consider health insurance. I approach an insurance company and ask
to buy a policy. They try to assess the risk involved and to price the
policy accordingly. They may ask me a few questions about my health,
but they are bound to know less about my health than I do. Thus, we
have asymmetric information in this case.

In order not to lose money, the insurance company should price the
policy a bit above the average cost. Since this is an average over health-
ier and less healthy clients, the healthy ones might find the cost too
high for the risks they are exposed to. If they decide not to buy the
insurance, the pool of clients will become worse in the sense of
the expected claims. The insurance company will have to increase the
premium, and the next tier of clients will also decide that this is too
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expensive for them and will drop out as well. The equilibrium of this
process will be arrived at when the least healthy clients are insured at
a very high price and the rest can’t find insurance at a fair price. Again,
the problem is that healthy clients can’t distinguish themselves in a
credible way from the less healthy ones.

This phenomenon is known in the insurance literature as adverse
selection. By the nature of the market, the insurance companies get a se-
lection of clients that comprises, on average, the more expensive (less
healthy) ones.

Moral Hazard and Principal Agent Problems Another problem of
asymmetric information that arises in the context of insurance is called
moral hazard. The problem here is that the probability of damage might
also depend on precautionary measures that the client might or might
not take. For example, suppose that my car is fully insured and that I
stop to buy a newspaper at a newsstand. It is convenient to leave the
engine running and just hop out for a second. This, however, involves
the risk of the car’s being stolen. If it were not insured, I might have de-
cided to take the trouble of turning off the engine and locking the car.
But because the car is insured, it is as if I were driving the insurance
company’s car. Hence I may be somewhat less careful with it.

Moral hazard problems occur in a variety of situations referred to as
principal agent problems. In these problems, the principal is hiring the
agent to perform a job for her, but she can’t monitor the level of effort
exerted by the agent. For instance, the insurance company is the princi-
pal who may or may not bear the cost of the stolen car, and the client is
the agent who can affect the probability of theft by the amount of effort
exerted. There are many other situations of the principal agent type.
When you consult a physician or a lawyer, you hire an expert, often
without being able to judge the quality of the service you get. It is not
always obvious that the incentives of these professionals are fully
aligned with yours. In all these cases, we have reason to doubt that
free markets yield Pareto-optimal equilibria.

8.3.4 Existence versus Convergence

In the early 1950s, Kenneth Arrow and Gérard Debreu proved that
under certain assumptions, competitive equilibria exist.? The assump-
tions include those of the first welfare theorem but also a few more, no-
tably convexity of preferences and of technology. The proof, like the
proof of existence of Nash equilibria, is not constructive, and it does
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not tell us how to find such equilibria. Moreover, we do not know of
a dynamic process that could be thought of as a reasonable model
of an economic process and that is guaranteed to converge to such
equilibria.

The term equilibrium is borrowed from the natural sciences, and it
invokes the connotation of balance between opposing forces. But since
we do not have general convergence results, even if we agree with the
assumptions of the model, there is no guarantee that what we observe
in reality corresponds to an equilibrium.

If we take into account various external shocks that economic sys-
tems undergo, from political events to technological improvements, it
becomes even less clear that the economy is at a general equilibrium.
Clearly, if we are not necessarily at equilibrium, the fact that equilibria
are Pareto-efficient is not very relevant.

8.3.5 Formation of Preference

The general equilibrium model assumes that preferences are fixed,
given as part of the description of the economy. But we know that
preferences are subject to change. In a sense, marketing is all about
changing preferences. Preferences are affected by habits, social norms,
and so forth. Of particular interest is the formation of preferences by
consumption. It is often argued that we observe a process of consumer-
ism, by which large corporations convince consumers that they have
more needs, in terms of type and quantity, than they really do. If such
a process in taking place, the notion of Pareto efficiency is ill-defined.
The fact that consumers are willing to buy something does not mean
that they really need it or that they would have missed it if it didn't
exist in the market.

It seems obvious that to some extent consumers’ needs are deter-
mined by economic activity. Also, much of what is provided by the
market would have been needed anyway, whether food, clothes, medi-
cation, or even less basic needs. It is complicated to draw the line be-
tween needs that the market only satisfies and those that it also
generates.

8.3.6 Irrational Behavior

Another difficulty with the first welfare theorem is that it assumes that
consumers are rational in the sense of maximizing a utility function
given their budget constraint. Rationality is only a model and should
not be taken literally. Often it is a good enough approximation and
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thus can be a useful model. But there are exceptions. For example,
there is ample evidence that people tend to be myopic in their behavior
in the credit market. People often incur debt that they later regret hav-
ing taken on, and feel that they should have known better. Just as a
person might say that he drank too much at a party, or that he smokes
more than he would like, he might say, “I wish I hadn’t borrowed so
much money on my credit card.”

Often people find that they owe credit card companies amounts that
exceed their monthly income, amounts that represent the accumulation
of small daily purchases. In such cases one can ask whether the utility
maximization model is a good description of consumer behavior. And
if it isn’t, because people are too often tempted to go into debt, the im-
age of the sovereign consumer is shaken. In particular, if people sys-
tematically make decisions they are going to regret, it is not obvious
which preference relation we wish to use for the definition of Pareto
optimality. And there is even room for paternalism and for restricting
consumer freedom. Having more options could be a great thing for a
classically rational consumer, who would never change his mind about
the choices he made. But more options can also mean a trap for a con-
sumer who behaves today in a way he will regret tomorrow.

8.3.7 What Is Measured by Utility?

The meaning of utility is discussed in chapter 10. Here I only mention
that the implications of the first welfare theorem in everyday economic
and political debate should not automatically equate utility with well-
being. Thus, achieving Pareto optimality with respect to the preference
relations of consumers need not mean exactly what we would like it to
mean.

8.3.8 A Limitation of Pareto Optimality

Finally, recall that Pareto optimality is a limited concept and that, in
particular, it says nothing about equality. The theory has a partial
response to this, in the form of the second welfare theorem. This theo-
rem states that under certain assumptions (including convexity of pref-
erences and of technologies), any Pareto-efficient outcome can be a
competitive equilibrium, provided we make certain transfers before
production and trade begin. That is, given a Pareto-efficient outcome,
we can change the initial endowments and find that the given outcome
is an equilibrium of the modified economy, in which preferences and
technologies are unchanged. Such transfers are called [ump-sum trans-
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fers, which are supposed to be independent of economic activity. In
contrast to taxes on income and on consumption, lump-sum transfers
do not change incentives because the amount one yields or receives
(of each product and each share) is not affected by one’s economic
decisions.

The idea of the second welfare theorem could be described as saying
that if one is concerned about inequality, one could fix this problem by
lump-sum transfers without sacrificing Pareto efficiency. Presumably,
equality could be achieved by a reallocation of initial resources alone,
without tampering with the workings of the free market. The problem
is that we have no examples of lump-sum transfers that appear reason-
able. For instance, transferring products among people according to
their names doesn’t sound fair and will not solve problems of inequal-
ity. If, by contrast, we transfer resources from the rich to the poor,
people will soon realize this, and such transfers will be similar to an in-
come tax. As a result, the second welfare theorem is of limited practical
value.

8.4 Example

The debate about the pros and cons of free markets is very active. The
first welfare theorem is probably the most powerful result in eco-
nomics from a rhetorical viewpoint. It also has a claim to be the most
overinterpreted and misunderstood result in the field. As such, it de-
serves to have a long list of qualifications. At the same time, it is im-
portant to understand the basic logic of the first welfare theorem. Even
if we do not automatically adopt its conclusion when it comes to whole
economies, it is an insight that can help us allocate resources efficiently.
Consider the following example.

Students select courses at a university. Classes are limited in size,
and therefore the students can’t always get their first choices. How
should we allocate the students to the courses? If we choose a random
assignment, we have very little hope of getting a Pareto-efficient alloca-
tion. For example, we may assign one student to a morning section and
another to an evening section of the same course, when in fact they
would have liked to switch. In order to find the Pareto-improving
trade, we could match any pair of students and let them find out if
there is a reallocation of their courses that would make them both hap-
pier. Matching any two students will be a very lengthy process. Worse
still, it might not suffice. It is possible that only a three-way exchange
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will leave all the students better off, and we won’t find these by pair-
wise comparisons. And if we need to consider all subsets of students,
this will be even more complicated.

The first welfare theorem offers a way out. Allocate to each student a
budget of, say, 100 points. Post prices per courses (or sections), and let
the students buy the right to register for a course with their points.
Given the prices posted, the students can also trade with each other.
Let a market maker adjust the posted prices based on supply and de-
mand of slots for each course at the given prices. If the market maker
arrived at an equilibrium, we know that it is Pareto-efficient.

Many universities employ bidding systems whereby course alloca-
tion is done by auctions in which points are used to bid for course reg-
istration. An auction mechanism may not guarantee Pareto-optimal
outcomes, but it has the advantage of being implementable in a rela-
tively short time.

Another alternative to the trade in points is the first come, first
served system. It may be viewed as a market system where consumers
pay with time; the student who arrives first chooses all the courses
she wants and leaves the market. The next student then chooses his
courses, and so forth. If there are no indifferences; the outcome of such
a system will be Pareto-efficient, but it seems far from equitable. In-
deed, a student who is a single parent may not be able to line up for
registration as early as a childless student would. Thus, with a small
time endowment a student would have fewer options than one with a
large endowment.

Looking for a competitive equilibrium with points is a way to obtain
a Pareto-optimal allocation that is also egalitarian in the sense that we
set all endowments to be equal. In this example, most qualifications of
the first welfare theorem do not seem relevant. No student has signifi-
cant market power, there is no asymmetric information, and so forth.
Consequently, the market mechanism appears quite attractive in this
case.

This example is another instance of the theory-paradigm duality.
The first welfare theorem is fraught with difficulties as a theory about
real markets in entire economies. Yet, it suggests a powerful insight
that may be used in other contexts.



IV Rationality and Emotions






9 Evolutionary View of Emotions

It is common to view rationality as the opposite of emotionality. Pre-
sumably, emotions are ill-explained forces that sometimes take over,
whereas reason is the cool, calculating machine that helps us control
our emotions.

There is surely some truth to this depiction. Consider a man who
comes home, finds his wife in bed with another man, pulls out a gun,
shoots them both to death, and spends the rest of his life in jail. The
man might well regret his choice and say that he “lost his reason,” that
“emotion took over,” and the like. Indeed, this might qualify as a
“crime of passion.” Undoubtedly, the man could have thought better.
Instead of pulling the trigger, he would have been better off shrugging
his shoulders and going to the bar in search of a new partner.

But this is not the case with all emotional reactions. On the contrary,
many emotions could be viewed as determinants of utility that make
sense from an evolutionary point of view. For example, people tend to
love their children. This is manifested by the parents” willingness to
consume less of available resources so that their children can consume
more. This might not appear rational if one believes that the sole deter-
minants of utility are physical needs. But it does make sense if one
incorporates the physical needs of the loved one into the utility func-
tion. Moreover, it is easy to see that preferences that reflect love might
be developed in an evolutionary process. If two species are equal in
all respects except for love of their offspring, one can imagine that the
selfish parents will have, on average, fewer children reaching adult-
hood than the parents who care for their children. One might wonder
whether it makes sense for a parent to sacrifice his or her life in order
to save the child’s life. Evolutionary calculations here might depend
on the precise model. But there is no doubt that giving up a little bit of
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material well-being in order to provide for the child makes evolution-
ary sense.

An emotion such as anger can also be explained on evolutionary
grounds. Consider the following extensive form game between a tiger
and a she-bear (see figure 9.1). The she-bear goes off to get food for her
cubs, whom she leaves behind. The tiger stops by, smells the alluring
meal, and has to decide whether to attack the cubs or not. If the tiger
passes, nothing happens, and we can normalize the payoffs to be (0,0)
for the tiger and the she-bear, respectively. Should the tiger attack the
cubs, he'll stay to eat. Suppose, for simplicity, that he will kill them all
and that the she-bear will be back before the meal is over. Now she has
a choice of fighting the tiger or not. If she fights, both she and the tiger
will be hurt, and the payoff is, say, (—10, —10). If she decides to go on
without fighting, the tiger will have had a great meal, and she will lose
her cubs but at least not get hurt. Assume that payoff is (10, —5).

The game has two pure strategy Nash equilibria. In the first, the
tiger attacks and the she-bear walks away (Acquiesce), muttering to
herself, “Let bygones be bygones,” resulting in the payoff (10, —5).
This is the best outcome for the tiger, and attacking is definitely his
best response to the she-bear’s choice of acquiescence. As far as the
she-bear is concerned, it’s better to lose the cubs (—5) then to lose
the cubs and to get hurt (—10). Hence, acquiescence is a best response to
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the tiger’s choice of attacking. In the second equilibrium, the she-bear
chooses to retaliate in case her cubs are eaten. Given this choice, the
tiger’s best response is to give up on the meal (Pass). The she-bear’s
threat of fighting is a best response to the tiger’s choice of passing be-
cause the threat never gets to be implemented. Indeed, the first equilib-
rium is subgame perfect, and the second one isn’t. In fact, this game is
very similar to the hand grenade game discussed in section 7.7. The
equilibrium that is not subgame perfect is hardly reasonable as a result
of an evolutionary process. If, once in a blue moon, the tiger mistak-
enly attacks the cubs, the rational she-bear will not follow the noncred-
ible threat. The tiger will then find out that the threat of retaliation was
empty.

Let us now endow the she-bear with anger. Suppose that upon find-
ing her dead cubs, she is consumed with rage, and she just cannot help
but fight the tiger. This could be modeled by changing the payoff of —5
to —15; acquiescing is now worse than retaliating. Recall that utility
describes behavior; the inequality —15 < —10 describes the she-bear’s
choice of fighting. The new game is shown in figure 9.2.

If we analyze the new game, we find it is similar to the gun game
of section 7.7. The game has only one pure Nash equilibrium. It is
subgame perfect and equal to the backward induction solution. The
she-bear credibly threatens to fight if her cubs are attacked. The tiger
chooses to pass.
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Anger thus made the she-bear’s threat credible. A species of bears
with anger as an emotion might, from time to time, lose its cubs and
get hurt fighting. But it will have a reputation of a species tigers should
be careful with. Tigers will tend not to attack such cubs, and this spe-
cies will have more cubs reaching adulthood. Evolution will favor this
species, thereby selecting for the emotion of anger.

The story may not end there. We might wonder what prevents a
particular she-bear from free-riding, appearing just like the other she-
bears but failing to attack at the crucial moment. This question calls for
further analysis. But the basic point stands: emotions can change pay-
offs in a way that increases fitness.

Neurological studies have found that emotional reactions are related
to rational decisions. Neurologists such as Antonio Damasio and
Joseph LeDoux have pointed out that brain studies suggest that emo-
tions are needed for rational decision making.! Taking a purely theo-
retical perspective, we also find the ability to reason does not suffice
for rational choice. Pure reason may suffice to solve mathematical
problems, but if we do not have likes and dislikes, we will not be able
to decide what to do. Affective responses, having to do with emotions,
feelings, or moods, are needed to define wants and desires. If you
show me a model of a game, I may be very smart and find all its equi-
libria, but if I do not know which utility function I should maximize, I
will have no way to make a choice.

We conclude that to a large extent rationality is compatible with
emotions. Moreover, rationality can help us understand emotions, and
vice versa. On the one hand, an evolutionary perspective often sug-
gests that it is rational to have emotional reactions. On the other hand,
emotional reactions are necessary for the definition of rational choice.



10 Utility and Well-Being

10.1 Money Isn’t Happiness

It is very natural to identify the notion of utility with such concepts as
well-being or even happiness. One may even argue that this is what
utility is supposed to measure. But it does not follow from anything
said previously that this is what it does in fact measure.

Utility was defined by the way we use it. In choice under certainty,
maximization of utility described choices made by individuals who
are consistent enough in their behavior to admit such a representation.
The same was true of maximization of expected utility in the context of
choices under risk or under uncertainty (with subjective probabilities).
The function used to describe behavior can be used for prediction, and
it was named a utility function. Yet, thinking of it as well-being or as
happiness might be unwarranted.

It is obvious that what makes people happy, satisfied, or content has
to do with various factors that may evade the measurement of utility
by choices. Whether one is content or not depends not only on the
alternatives available but also on aspirations, expectations, and refer-
ence points. These benchmarks depend on culture, on the society in
which the individual lives, on her past, and so on.

There is ample evidence that people’s self-reported (subjective) well-
being is only weakly correlated with income. Famous studies by
Richard Easterlin (starting in the 1970s) showed that an increase in in-
come had very little effect on improvement in reported well-being.!
The correlation between income and well-being within a cohort tends
to be much higher than across time, and this is typically interpreted as
the effect of adjustment of the aspiration level. Assume that reported
well-being is the difference between one’s income and one’s aspiration
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level. Over the course of a lifetime, an individual may well become
wealthier, but her aspiration level may go up as well. Hence, the differ-
ence between the two need not increase. By contrast, in a given cohort,
when people look around to see how well others are doing, they all ob-
serve the same population, and as a result they have similar aspiration
levels. This means that higher income will result in higher well-
being when measured in the same cohort. Taken together, these find-
ings suggest that subjective well-being depends on wealth as well as
on aspirations.

The notion of a reference point that serves as a benchmark, as the as-
piration level does in the context of income, appears in psychology in
different guises.? Harry Helson (starting in the 1940s) developed adap-
tation level theory,> which models perception of various stimuli by
their differences from a certain level, which is adapted as a result of
experiences. For example, when we are in the dark, our pupils enlarge
until we get used to the given level of light. Walking into a kitchen,
you might be struck by the smell of cooking, which you won’t notice
after a few minutes. Our minds seem to respond mostly to changes in
levels of stimuli rather than to the absolute values of these stimuli.
This makes sense because the changes tend to contain new pieces of
information.

Helson’s adaptation level theory was applied, among other things,
to the notion of well-being. It has been argued that people adjust to
life circumstances in the same way as they adjust to perceptual stimuli.
A famous study by Brickman, Coates, and Janoff-Bulman (in the 1970s)
measured reported well-being of people who won lotteries, on the one
hand, and of people who were crippled in accidents, on the other.*
The finding was that immediately after the event, reported well-being
changed, as one would expect, but that after a while it changed back
almost to its original level.

Given these findings, one might rethink the notion of welfare. If peo-
ple anyway adapt to new circumstances, what is the point in pursuing
material well-being? If the rich are no happier than the poor, does it
make sense to measure the success of nations and economies by the
Gross Domestic Product (GDP)? Is it wise to design social and eco-
nomic policies with this measure in mind? To be more concrete, should
we take the United States as a model of a successful economy, or
should we rather prefer a developing country, where people have
more leisure and put a greater emphasis on social relationships than
on income?
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10.2 Qualifications

The basic fact that money can’t buy happiness is obvious. It is to be
found in stories and fables, sermons and movies. Yet, it is not obvious
how we should interpret the findings from the subjective well-being
literature and how we should change our social and economic policies
in their light.

10.2.1 The Validity of Questionnaires

In light of the findings that income is only weakly correlated with well-
being, economists often resort to the meaning of utility as predicting
choice (the “revealed preference” paradigm), and ask, at the end of
the day, would you prefer to have more or less? In particular, the
findings of Brickman, Coates, and Janoff-Bulman are considered suspi-
cious. We may accept the fact that the reported well-being of paraple-
gics and lottery winners were found similar a while after the event.
But economists often point out that, given the choice between winning
the lottery and becoming crippled, no one would be even close to in-
difference. It is suggested that despite the problems just mentioned,
the utility function used to describe choices is more meaningful,
even when interpreted as a measure of well-being, than the replies to
questionnaires.

This view is supported by criticism of subjective measures of
well-being from the psychological literature. Two famous examples
illustrate the point. In the first,” students were asked on the same
questionnaire, How satisfied are you with your life? and How many
dates have you had over the past month? When the questions were
given in this order, the correlation between the replies was not too
high. This might indicate that one’s romantic life doesn’t have a very
large effect on one’s well-being. But when the order of the questions
was reversed, the correlation rose dramatically, suggesting the oppo-
site conclusion. Taken together, the two findings indicate that the
answers to self-report questions about well-being can be manipulated
by drawing the person’s attention to particular aspects of his life. Note
that the question about the number of dates is a factual one and there-
fore less likely to be manipulable. By contrast, it makes sense that the
subjective experience of well-being depends on mood, which can easily
be changed if we are reminded of a certain aspect of our lives.

The second famous example involved a phone questionnaire con-
ducted in the morning hours in various towns.® First, people were
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asked how satisfied they were with their lives, and the replies were
found to be highly correlated with the weather in their town that
morning. This finding suggests that waking up to a grey sky has a neg-
ative effect on one’s notion of well-being, whereas a bright day makes
us feel generally happier. Next, the same study was run again, but this
time the respondents were first asked what the weather was like in
their town. Interestingly, the correlation between the weather and the
self-reported well-being dropped significantly. That is, people seemed
to be able to “deduct” the effect of the weather on their mood when
the weather was pointed out to them.

The first example shows that subjective well-being, as measured by
self-report questionnaires, in highly manipulable. The second shows
that people are actually sophisticated enough to be able to correct for
transient effects when these are made explicit. But both examples sug-
gest that the self-report measures might give very different results,
depending on a variety of factors we do not deem essential. If the
replies to such questions are so sensitive, it is not clear that we wish to
base social and economic policies on them.

Daniel Kahneman launched a project that would allow a better mea-
surement of well-being than subjective reports on the one hand or
income on the other.” It is based on the Day Reconstruction Method,
by which people are asked to reconstruct their day, and their well-
being is measured as an integral, over time, of the activities they en-
gaged in; the activities are separately rated for pleasurability.

Both subjective well-being and the Day Reconstruction Method do
not target notions of happiness as expressed in everyday parlance and
in popular culture. For example, the subjective well-being of people
with no children is reportedly higher than that of people with children
when the children are young but about the same when the children are
grown.? Does that mean that people without children are happier?
This is not obvious. It is quite possible that parents of young children
are stressed out, find themselves struggling with too little time and too
little money, and therefore their reported well-being is lower than that
of people without children. The Day Reconstruction Method will prob-
ably yield similar results. Compared to childless adults, parents will
have more sleepless nights, spend more time taking their children to
the doctor, and go out less to entertainment in the evenings. At the
same time, parents would say that their children bring happiness and
joy into their lives. These notions may not be captured by existing mea-
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sures, and yet they seem to be important determinants of happiness
and well-being. Indeed, they also seem to affect people’s choices.

Similarly, people often think of various achievements that “give
meaning to their lives,” “make them happy,” “make their lives worth
living.” These can range from personal feats such as winning an Olym-
pic medal or creating a piece of art to living a righteous life or serving
one’s nation. Existing measures of well-being do not seem to reflect
these factors. Yet, the latter can have an effect on people’s well-being
as well as on their choices and on the recommendations they would
give to others.

"o

10.2.2 Don’t Push Others off the Hedonic Treadmill

Based on adaptation level theory, Philip Brickman and Donald Camp-
bell (in the 1970s) argued that “there is no true solution to the problem
of happiness” except “getting off the Hedonic Treadmill.” In their
view, our quest for happiness through material achievements is akin
to a rodent who is running on a treadmill; the faster it runs, the faster
the steps drop beneath it. Just like the animal who can’t climb up, a
person who seeks greater material good will not achieve happiness be-
cause his goals and aspirations rise with his success.

The “hedonic treadmill” is a powerful metaphor, and many of us
may decide to adopt Brickman and Campbell’s recommendations,
which are in line with the teachings of philosophers and religious
preachers through the ages. But the very act of making this recommen-
dation raises ethical issues. I may decide to step off the hedonic tread-
mill myself, but what gives me the right to recommend that you do
it? Worse still, how would I feel if you followed my advice but the
people around you did not? You may find yourself poorer than every-
one around you, and some sense of envy might be unavoidable. It is
possible that everyone will be better off if everyone quits the pursuit of
material wealth, but given that the others are at a certain level of mate-
rial wealth, each of us would be happier to have just a little bit more.
This would be akin to a prisoner’s dilemma, where the cooperative
outcome, in which we do not engage in competition for material
goods, Pareto-dominates the uncooperative one, but the latter is
selected by dominant strategies. Finally, the suggestion that other
people should forgo material wealth also raises a problem of a moral
hazard. Are we suggesting it so that we can end up being the rich and
happy ones?
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10.2.3 People Don’t Adjust to Everything

Adaptation level theory suggests that people adjust to levels of stimuli.
An important point, emphasized by Daniel Kahneman among others,
is that there are certain things to which people do not adjust. Deprived
of food, people do not get used to their unfortunate circumstances;
rather, they die. Hence it would be a mistake to assume that, generally
speaking, people adjust and that we should therefore not worry about
their material well-being.

Moreover, material well-being and measurable indices such as GDP
evidently allow a higher level of welfare. Countries with higher GDP
can fight famine and disease more effectively, provide better health
care, and have lower rates of infant mortality. This suggests that in the
presence of welfare policies, material well-being translates to higher
subjective well-being at the lower end of the income scale. According
to this view, economic growth does not maximize the happiness of the
rich, but it can minimize the misery of the poor.

To conclude, we do not seem to have good measures of happiness.
Moreover, it is far from obvious that “we know it when we see it.” By
contrast, we have a much better idea of what misery is. One possible
conclusion, in line with the position of John Rawls, is that social poli-
cies should focus on the minimization of misery rather than on the
maximization of happiness.



Epilogue

The rational choice paradigm provides a way of thinking about the
world, but it does not provide answers to a multitude of concrete ques-
tions. Throughout this book we have encountered questions that arise
in the social sciences and that lead us to traditional questions in phi-
losophy. Problems that range from the definition of probability to the
meaning of happiness, from the notion of rationality to the essence of
justice, belong to the realm of philosophy, but they pop up in practical
guises in questions of the social sciences.

Most of these philosophical questions do not have objective or scien-
tific answers. Correspondingly, many practical problems in the social
sciences cannot be settled based on scientific enquiry alone, and there-
fore they cannot be relegated to experts. Rather, these questions should
be tackled by each and every individual. I believe that the rational
choice paradigm can be a powerful aid in thinking about such
problems.






Notes

Chapter 1

1. This is related to the modern theories of reduction of cognitive dissonance. See L. Fes-
tinger, A Theory of Cognitive Dissonance (Stanford, Calif.: Stanford University Press, 1957).

Chapter 3

1. This approach to mathematical models dates back to Alfred Marshall, one of the fore-
fathers of economic analysis, who wrote in 1906, “I went more and more on the rules—
(1) Use mathematics as a shorthand language, rather than an engine of inquiry. (2) Keep
to them till you have done. (3) Translate into English. (4) Then illustrate by examples that
are important in real life. (5) Burn the mathematics. (6) If you can’t succeed in (4), burn
(3). This last I did often.” Quoted in S. Brue, The Evolution of Economic Thought, 5th ed.
(Fort Worth, Tex.: Dryden Press, 1993), 294.

Chapter 4

1. J. von Neumann and O. Morgenstern, Theory of Games and Economic Behavior (Prince-
ton, N.J.: Princeton University Press, 1944).

2. Apparently, the game of Blackjack is an exception; if one can recall which cards came
out during the game, one can develop strategies that guarantee positive expected gain.

3. D. Kahneman and A. Tversky, “Prospect Theory: An Analysis of Decision under
Risk,” Econometrica 47 (1979): 263-291.

4. The original formulation of prospect theory, as of vINM’s theory, is in the context of
risk, where probabilities are assumed to be given. Problems in which probabilities are
not explicitly given are discussed later.

Chapter 5

1. Tversky and Kahneman provided insightful examples in which people tend to violate
these simple rules. See A. Tversky and D. Kahneman, “Extensional vs. Intuitive Reason-
ing: The Conjunction Fallacy in Probability Judgment,” Psychological Review 90 (1983):
293-315.



152 Notes

2. B. de Finetti, “La prévision: ses lois logiques, ses sources subjectives,” Annales de I'Insti-
tut Henri Poincaré 7 (1937): 1-68; L. J. Savage, The Foundations of Statistics, 2d rev. ed.
(New York: Dover Publications, 1972).

3. D. Schmeidler, “Subjective Probability and Expected Utility without Additivity,” Econ-
ometrica 57 (1989): 571-587; 1. Gilboa and D. Schmeidler, “Maxmin Expected Utility with
a Non-Unique Prior,” Journal of Mathematical Economics 18 (1989): 141-153.

4. D. Kahneman and A. Tversky, “On the Psychology of Prediction,” Psychological Review
80 (1973): 237-251.

5. At least, this is the standard story. For details, see P. Squire, “Why the 1936 Literary
Digest Poll Failed,” Public Opinion Quarterly 52 (1988): 125-133.

Chapter 6

1. J. C. Harsanyi, “Cardinal Utility in Welfare Economics and in the Theory of Risk-
Taking,” Journal of Political Economy 61 (1953): 434—435; J. C. Harsanyi, “Cardinal Welfare,
Individualistic Ethics, and Interpersonal Comparisons of Utility,” Journal of Political Econ-
ony 63 (1955): 309-321; J. Rawls, A Theory of Justice (Cambridge, Mass.: Harvard Univer-
sity Press, 1971).

2. K.J. Arrow, “A Difficulty in the Concept of Social Welfare,” Journal of Political Economy
58 (1950): 328-346.

3. In the presence of other axioms, this condition also characterizes scoring rules. See
H. P. Young, “Social Choice Scoring Functions,” SIAM Journal of Applied Mathematics
28 (1975): 824-838; R. B. Myerson, “Axiomatic Derivation of Scoring Rules without the
Ordering Assumption,” Social Choice and Welfare 12 (1995): 59-74; 1. Gilboa and D.
Schmeidler, “Inductive Reasoning: An Axiomatic Approach,” Econometrica 71 (2003): 1-26.

4. S. Brams and P. Fishburn, “Approval Voting,” American Political Science Review 72
(1978): 831-847; R. J. Weber, “Approval Voting,” The Journal of Economic Perspectives 9
(1995): 39-49.

5. A. Gibbard, “Manipulation of Voting Schemes: A General Result,” Econometrica 41
(1973): 587-601; M. A. Satterthwaite, “Strategy-Proofness and Arrow’s Conditions: Exis-
tence and Correspondence Theorems for Voting Procedures and Social Welfare Func-
tions,” Journal of Economic Theory 10 (1975): 187-217.

6. See P. Mongin, “Spurious Unanimity and the Pareto Principle,” paper presented at the
Conference of the International Society for Utilitarian Studies (ISUS), New Orleans, 1997.
This example is taken from I. Gilboa, D. Samet, and D. Schmeidler “Utilitarian Aggrega-
tion of Beliefs and Tastes,” Journal of Political Econonty 112 (2004): 932-938.

Chapter 7

1. J. F. Nash, “Non-Cooperative Games,” Annals of Mathematics 54 (1951): 286—295.

2. See Immanuel Kant: The Moral Law, translated with a preface, commentary, and analy-
sis by H. J. Paton (London: Routledge, 1948).

3. D. Bernheim, “Rationalizable Strategic Behavior,” Econometrica 52 (1984): 1007-1028;
D. Pearce, “Rationalizable Strategic Behavior and the Problem of Perfection,” Economet-
rica 52 (1984): 1029-1050.



Notes 153

4. ]. C. Harsanyi and R. Selten, A General Theory of Equilibrium Selection in Games (Cam-
bridge, Mass.: MIT Press, 1988).

5. D. K. Lewis, Convention: A Philosophical Study (Cambridge, Mass.: Harvard University
Press, 1969); R. J. Aumann, “Agreeing to Disagree,” Annals of Statistics 4 (1976): 1236~
1239; J. Y. Halpern and Y. Moses, “Knowledge and Common Knowledge in a Distributed
Environment,” Annual ACM Symposium on Principles of Distributed Computing (New York:
ACM, 1984), 50-61; R. Fagin, J. Y. Halpern, Y. Moses, and M. Y. Vardi, Reasoning about
Knowledge (Cambridge, Mass.: MIT Press, 1995).

6. R. Selten, “Spieltheoretische Behandlung eines Oligopolmodells mit Nachftragetra-
gheit,” Zeitschrift fiir die gesampte Staatswissenschaft 121 (1965): 667-689; R. Selten, “A
Reexamination of the Perfectness Concept for Equilibrium Points in Extensive Games,”
International Journal of Game Theory 4 (1975): 25-55.

7. Making this statement precise has turned out to be a rather tricky business. The vaility
of this belief depends on the precise definitions of rationality and common knowledge. See
R. J. Aumann, “Backward Induction and Common Knowledge of Rationality,” Games
and Economic Behavior 8 (1995): 6-19.

Chapter 8

1. G. A. Akerlof, “The Market for ‘Lemons’: Quality Uncertainty and the Market Mecha-
nism,” Quarterly Journal of Economics 84 (1970): 488-500.

2. K.J. Arrow and G. Debreu, “Existence of an Equilibrium for a Competitive Economy,”
Econometrica 22 (1954): 265-290. The general equilibrium model is typically called the
Arrow-Debreu model. Kenneth Arrow and Gérard Debreu were the first to state and
prove the existence theorem. However, the model itself had precursors, and without pro-
duction it had already been formulated by Leon Walras in the mid-nineteenth century.

Chapter 9

1. A.R. Damasio, Descartes’s Error: Emotion, Reason, and the Human Brain (New York: Put-
nam, 1994); J. LeDoux, The Emotional Brain (New York: Simon and Schuster, 1996).

Chapter 10

1. R. A. Easterlin, “Does Money Buy Happiness?” Public Interest 30 (1973): 3-10; R. A.
Easterlin, “Does Economic Growth Improve the Human Lot?” in Economic Growth, ed.
P. A. David and M. W. Reder, 89-125 (New York: Academic Press, 1974); E. Diener,
“Subjective Well-Being,” Psychological Bulletin 95 (1984): 542-575. However, see also R. E.
Lucas, P. S. Dyrenforth, and E. Diener, “Four Myths about Subjective Well-Being,” Social
and Personality Psychology Compass 2 (2008): 2001-2015.

2. The notion of aspiration level appears in Herbert Simon'’s theory of satisficing. In this
theory, the aspiration level has a much more behavioral flavor; it is not a measure of hap-
piness or well-being but rather of a performace level above which one is “satisficed” and
ceases to experiment. See H. A. Simon, “A Behavioral Model of Rational Choice,” Quar-
terly Journal of Economics 69 (1955): 99-118.

3. H. Helson, “Adaptation-Level as Frame of Reference for Prediction of Psychophysical
Data,” American Journal of Psychology 60 (1947): 1-29; H. Helson, “Adaptation-Level as a



154 Notes

Basis for a Quantitative Theory of Frames of Reference,” Psychological Review 55 (1948):
297-313.

4. P. Brickman, D. Coates, and R. Janoff-Bulman, “Lottery Winners and Accident Vic-
tims: Is Happiness Relative?” Journal of Personality and Social Psychology 36 (1978): 917—
927.

5. F. Strack, L. Martin, and N. Schwarz, “Priming and Communication: Social Determi-
nants of Information Use in Judgments of Life Satisfaction.” European Journal of Social Psy-
chology 18 (1988): 429-442.

6. N. Schwarz and G. L. Clore, “Mood, Misattribution, and Judgments of Well-Being: In-
formative and Directive Functions of Affective States,” Journal of Personality and Social
Psychology 45 (1983): 513-523.

7. D. Kahneman, A. B. Krueger, D. A. Schkade, N. Schwarz, and A. A. Stone, “A Survey
Method for Characterizing Daily Life Experience: The Day Reconstruction Method,”
Science 306 (2004): 1776-780.

8. S. Mcklanahan and J. Adams, “Parenthood and Psychological Well-Being,” Annual Re-
view of Sociology 13 (1987): 237-257; D. Umberson and W. R. Gove, “Parenthood and Psy-
chological Well-Being: Theory, Measurement, and Stage in Family Life Course,” Journal of
Family Issues 10 (1989): 440-462.

9. P. Brickman and D. T. Campbell, “Hedonic Relativism and Planning the Good Soci-
ety,” in Adaptation Level Theory: A Symposium, ed. M. H. Appley (New York: Academic
Press, 1971).



Index

Absurdity, 8

Acts, 7-8

Adaptation level theory, 144, 148

Adverse selection, 131-132

Aesop’s fox, 3—4

Aggregation of preferences, 73-90
approval voting, 82-85
Arrow’s theorem, 78-80
Condorcet’s paradox, 77-78
Gibbard-Satterthwaite’s theorem, 83-85
grading systems and scoring rules, 80-83
independence of irrelevant alternatives

(ITA), 79-81

marginal utility, 76
Pareto optimality / efficiency, 85-90
partial orders, 88-90
subjective probabilities, 90
summation of utilities, 73-77
unanimity, 79

Akerlof, George, 130-131

Altruism, 97-98

Anger, 140-142

Approval voting, 82-85

Arrow, Kenneth, 78-79, 132

Arrow’s theorem, 78—80

Aspirations, 143-144

Attainability, 7-8

Aumann, Robert, 113

Axiomatic approach, 39, 46

Backward induction, 117-118

Bank run example, 110

Base probabilities, 58

Battle of the sexes game, 108-109, 111-112
Bayes, Thomas, 55

Bayesian approach, 55-56

Bentham, Jeremy, 73

Bernheim, Douglas, 104

Bernoulli, Daniel, 39
Bidding systems, 135-136
Borda count, 82

Brams, Steven, 82
Brickman, P., 144-145, 147

Campbell, Donald, 147

Cardinal utility function, 77

Casino example, 38, 42

Categorical imperative (CI), 101-103

Causal independence, 53-54

Causation, 64—-67

Choice, 20-22, 71-72, 97-98, 145

Coates, D., 144-145

Commitment, 111-113

Common knowledge, 113

Communism, 98, 101

Comparison, complete and transitive, 17

Competitive equilibrium, 124-130, 132-133

Completeness axiom, 17

Concave utility function, 42, 76

Conditional probability, 57-59

Condorcet’s paradox, 77-78

Constrained optimization, 25-32
constraints and objectives, 25-27
consumer problem, 27-29
marginality principle, 29-32

Consumer problem, 27-29

Consumers, 123-124, 133-134

Continuity axiom, 40

Controlled experiments, 66—67

Convex utility function, 42

Correlation, 64-67

Course selection problem, 135-136

Credible threats, 116-117

Damasio, Antonio, 142
Day Reconstruction Method, 146



156

de Borda, Jean-Charles, 82
Debreu, Gérard, 132
Decision makers, 71-72
Decision problem, 25-27
Decision variables, 25
Descriptive theory, 19-20, 72
Desirability, 3-9

Desirable outcome, 7
Dictatorial functions, 79-80
Disutility minimization, 22-23
Dominance, 94

Dominated strategies, 92-95
Dresher, Melvin, 96

Easterlin, Richard, 143
Efficiency, 86-87
Emotions, 139-142
Equilibrium, competitive, 124-130, 132-
133. See also Games; Nash equilibria

Equilibrium price, 125-126, 130
Evolutionary view of emotions, 139-142
Expected utility, 35-47

and adding utilities, 74

elicitation of, 44-46

expected gain and loss, 35-36, 38, 41,

43

ii.d. random variables, 36-37

law of large numbers, 37-39

maximization, 39-47

maxmin, 56

prisoner’s dilemma, 95-97

prospect theory, 43-44

risk aversion, 41-42

uniqueness, 40-41, 47

vNM theorem, 39-40, 44-46
Extensive form games, 113-114

Family size example, 59-60

Feasibility, 3-9

Feasible outcome, 7

First welfare theorem, 124-129, 133-136

Fishburn, Peter, 82

Flood, Merrill, 96

Free markets, 119-136
adverse selection, 131-132
asymmetric information, 130-131
competitive equilibrium, 124-130, 132-

133

course selection problem, 135-136
equilibrium price, 125-126, 130
externalities and public goods, 129-130
first welfare theorem, 124-129, 133-136

Index

globalization, 119-123

irrationality, 133-134

labor market efficiency, 126-127

lump-sum transfers, 134-135

market power, 130

moral hazard, 132

Pareto optimality / efficiency, 123-129

preference formation, 133

principal agent problems, 132

product allocation, 127-128

second welfare theorem, 134-135
Frequencies, relative, 52-54

Gambling, 42-43

Games
backward induction, 117-118
battle of the sexes, 108-109, 111-112
commitment, 111-113
common knowledge, 113
credible threats, 114-117
dominated strategies, 92-95
equilibrium selection, 107-111
extensive form, 113-114
mixed strategies, 105-107
Nash equilibria, 99, 103-107
perfect equilibria, 116-117
perfect information, 114
prisoner’s dilemma, 91-103
pure coordination, 107-108
repetition, 100-101, 104
stag hunt, 109
tiger and she-bear, 140-142

Game theory, 39

Gibbard, Allan, 84

Gibbard-Satterthwaite’s theorem, 83-85

Globalization, 119-123

Golden Rule, 103

Grading systems, 80-83

Groucho Marx’s Club, 3-4

Group choice, 71-72, 97-98

Halpern, Joseph, 113
Happiness, 143
Harsanyi, John, 74, 109
Hedonic treadmill, 147
Helson, Harry, 144
Historical events, 64—65
Hypothesis testing, 67-70

Identical and independent distribution,
36-37
i.i.d. random variables, 36—-37



Index

Impossibility theorems, 78—85

Income, 143-144

Independence axiom, 40

Independence of irrelevant alternatives
(ITA), 79-81

Information sets, 114

Insurance company example, 38, 41-42,
131-132

International politics example, 112-113

Irrationality, 133-134

Janoff-Bulman, R., 144-145

Kahneman, Daniel, 43, 146, 148
Kant, Immanuel, 73, 101-102

Labor market efficiency, 126-127
Landon, Alfred, 59

Law of large numbers (LLN), 37-39, 53
LeDoux, Joseph, 142

Legislation, 100

Leisure, 28

Lemons, 130-131

Lewis, David, 113

Linear regression, 61-62

Loss aversion, 43

Lump-sum transfers, 134-135

Marginality principle, 29-32
Marginal utility, 29-30, 42, 76
Markets. See Free markets
Marx, Groucho, 3-4
Matching pennies, 105
Mathematical models, 28-29
Mathematician example, 7-9
Mathematics, 19

Maxmin expected utility, 56
Measurement, 21-22

Mill, John Stuart, 73

Mixed strategies, 105-107
Models, mathematical, 28-29
Monopoly, 130

Moral hazard, 132
Morgenstern, Oskar, 39
Moses, Yoram, 113
Motivation, 23

Nash equilibria, 99, 103-107
credible threats, 116-117
equilibrium selection, 107-111
mixed strategies, 105-107

Normative theory, 18-19, 72

157

Objective function, 26

Optimality, 30-32, 88-90. See also Pareto
optimality / efficiency

Optimization, 3-9. See also Constrained
optimization; Utility maximization

Optimum, 88

Ordinal utility function, 22, 40, 77

Overfitting, 62

Paradigm, 9
Pareto dominance, 85, 88, 93
Pareto optimality / efficiency, 85-90
and equilibrium, 133
free markets, 123-129
limitation of, 134-135
Partial orders, 88-90
Pearce, David, 104
Perfect equilibria, 116-117
Perfect information games, 114
Possible outcome, 7
Preference formation, 133
Prices, equilibrium, 125-126, 130
Principal agent problems, 132
Prisoner’s dilemma, 91-103
altruism, 97-98
categorical imperative (CI), 101-103
dominated strategies, 92-95
expected utility, 95-97
Golden Rule, 103
repetition, 100-101
rules change, 99-100
Probability, 49-56. See also Statistics
base probabilities, 58
Bayesian approach, 55-56
conditional, 57-59
empirical relative frequency, 53
frequentist approach to, 52-54
and law of large numbers, 53
subjective, 54-56, 90
Progressive taxation, 76
Prospect theory, 43-44
Public services, 98-99
Pure coordination games, 107-108
Pure strategies, 106-107

Questionnaires, 145-147

Random variables, 35-37
Rationality

defined, 5-6

in economic choice models, 5
Rationalizability, 104-105



158

Rawls, John, 74, 148
Regression analysis, 61-64
Regression to the mean, 63
Relative frequencies, 52-54
Respect for law example, 110
Revealed preference paradigm, 145
Revolution example, 109-110
Rhetoric, 19, 39

Risk aversion, 41-42, 76
Risk-neutral behavior, 43
Risk-seeking behavior, 42-43
Roosevelt, Franklin D., 59
Rousseau, Jean-Jacques, 109

Satterthwaite, Mark, 84

Scoring rules, 80-83

Second welfare theorem, 134-135

Selten, Reinhard, 109, 116

Significance, statistical, 67-70

Significance level, 69-70

Sincere voting, 85

Social choice problem, 74

Social norms, 100

Stag hunt game, 109

States, 7-8

Statistics, 56-70. See also Probability
biased samples, 59-61
conditional probabilities, 57-59
correlation and causation, 64—67
regression analysis, 61-64
significance, 67-70

Strategic voting, 84

Strict domination, 92-94

Subgame perfect equilibria, 116-117

Temporal precedence, 64
Terms, definition of, 20
Theory, 9
axiomatic approach, 39
descriptive, 19-20, 72
normative, 18-19, 72
Tiger and she-bear game, 140-142
Transitive axiom, 17, 47, 79
Truthful reporting, 75, 128-129
Tversky, Amos, 43

Uncertainty, 6-7, 74. See also Probability

Utilitarianism, 73-74
Utility. See also Expected utility
and choice, 145

interpersonal comparisons of, 76-77, 87—

88

Index

marginal, 29-30, 42, 76

and well-being, 134, 143-148
Utility functions, 143

adding, 73-77

concave /convex, 42, 76

and constraints, 27

degrees of freedom, 20-22

dictatorial, 79-80

expected utility, 4041

objective function, 26

ordinal /cardinal, 22, 40, 77
Utility maximization, 11-23, 46—47, 143

and consumer behavior, 134

descriptive, 19-20

disutility, 22-23

measurement, 21-22

metascientific, 20

normative, 18-19

sum of utilities, 74-75

transitive comparison, 17

Value maximization, 39, 41
vNM theorem, 39-40, 44-46, 106
von Neumann, John, 39

Voting systems, 82-85

Waiting time example, 60
Weak domination, 92-94
Weber, Robert, 82
Welfare theorem
first, 124-129, 133-136
second, 134-135
Well-being, 134, 143-148
Winner’s curse example, 60-61
Wishful thinking, 3—4

Zen, 8



A Mathematical Preliminaries

A.1 Notation

2

D C @lil-l-l<(

.

n

}\&‘F&m

summation

n
Zai:a1+az+-~-+ﬂn-
i=1

product (multiplication)

n
Hﬂi =mdy...Aqy.
i=1

for every

there exists

implies

if and only if (implies and is implied by)
if and only if

union (of sets)

intersection (of sets)

the complement of (the set) A

a subset of

belongs to, member of

doesn’t belong to, not a member of
the empty set

a function from the set A to the set B

the product set



2 Appendix A

R the set of real numbers

R" the n-dimensional Euclidean space
[a, D] a closed interval {x e R|a < x < b}
(a,b) an open interval {x e R|a < x < b}

-1l norm, length of a vector

#, || cardinality of a set; if the set is denoted A, then #A = |A]
denotes its cardinality.

A.2 Sets

A set is a primitive notion. Sets are often denoted by capital letters, A,
B, C,...and indicated by braces { }. Inside these braces are listed the
elements of the set. For instance, A = {0, 1} refers to the set consisting
of 0 and 1. Sets can also be described without listing all elements
explicitly inside the braces. For instance,

N=A{1,...,n}

denotes the set of all natural numbers from 1 to n. Similarly, we define
N={1,2,3,...}

and

Z={...,-1,0,1,...}

to be the set of natural numbers and the set of integer numbers,
respectively.

The notation 2 € A means that a is a member of the set A or that a
belongs to A. a ¢ A is the negation of a € A.

The symbol = designates a relation between sets, meaning “is a sub-
set of.” Explicitly, A c B means that A is a subset of B, that is, for all
x € A, itis true that x € B. Thus, x € A iff {x} < A.

The symbol ¢ denotes the empty set, the set that has no elements.

Sets are also defined by a certain condition that elements should sat-
isfy. For instance,

A={neN|n>3}

denotes all the natural numbers greater than 3, thatis, A = {4,5,6,...}.

R denotes the set of real numbers. I don’t define them here formally,
although they can be defined using the rationals, which are, in turn,
defined as the ratios of integer numbers.
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When we use mathematics to model reality, we also refer to sets
whose elements need not be mathematical objects. For instance,

A = {humans},
B = {mammals}.

Such sets are viewed as sets of some mathematical objects interpreted
as humans or mammals, respectively. Thus, when we discuss a set of
individuals, alternatives, strategies, or states of the world, we mean a
set whose elements are interpreted as individuals, alternatives, and
SO on.

The basic set operations are as follows.

Union (U). A binary operation on sets, resulting in a set containing all
the elements that are in at least one of the sets. Or, for sets A and B,

AUB={x|xeA or xeB}.

Here and elsewhere, or is inclusive, that is, “p or 4” means “p, or g, or
possibly both.”

Intersection (N). A binary operation resulting in elements that are in
both sets. That is,

ANB={x|xeA and xeB}

Two sets A and B are disjoint if they have an empty intersection, that
is,if ANB = (.

Complement (°). A unary operation containing all elements that are
not in the set. To define it, we need a reference set. That is, if S is the
entire universe,

A ={x|x¢ A}

You may verify that
(A)° =4,
ANBcABc AUB,
ANAC =,

(AUB) = A°NB°,
(ANB)" = A°UBS,

and
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AN(BUC) = (ANB)U(ANC),
AU(BNC)=(AUB)N(AUC).

Given two sets A and B, we define their (Cartesian) product A x B to
be all the ordered pairs whose first element is from A and whose sec-
ond element is from B. In formal notation,

AxB={(x,y)|xeA and yeB}.

Note that (x,y) is an ordered pair because the order matters. That is,
(x,y) # (y,x) unless x =y. This is distinct from the set containing x
and y, in which the order does not matter. That is, {x,y} = {y, x}.

The notation A2 means A x A. Thus, it refers to the set of all the
ordered pairs each element of which is in A. Similarly, we define

A"=AX - x A={(x1,...,xn) | xi € A,i < n}.

The power set of a set A is the set of all subsets of A. It is denoted
24 = P(A) = {B|B c A}.
A.3 Relations and Functions

A binary relation is a subset of ordered pairs. Specifically, if R is a bi-
nary relation from a set A to a set B, we mean that

R c AXxB.

This is an extensional definition. The relation R is defined by a list of all
pairs of elements in A and in B such that the former relates to the latter.
For instance, consider the relation R, “located in,” from the set of build-
ings A to the set of cities B. Then, if we have

(Empire_State_Building,New_York),
R= (Louvre,Paris),
(Big_Ben,London), . ..

we wish to say that the Empire State Building relates to New York by
the relation “located in,” that is, it is in New York; the building of the
Louvre is in Paris; and so forth.

For a relation R = A x B we can define the inverse relation, R~!
B x A by

R™ = {(y,x)|(x,y) = R}.
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Of particular interest are relations between elements of the same set.
For a set A, a binary relation on A is a relation R = A%2(= A x A). For
instance, if A is the set of people, then “child_of” is a relation given by

(Cain,Adam),
R= (Cain,Eve), ,
(Abel,Adam), ...

and the relation “parent_of” will be

(Adam,Cain),
R!= (Eve,Cain),
(Adam,Abel), ...

A function f from A to B, denoted
f:A— B,

is a binary relation R © A x B such that for every x € A, there exists
precisely one y € B such that (x,y) € R. We then write

f) =y
or
fix—y.

The latter is also used to specify the function by a formula. For in-
stance, we can think of the square function f : R — R defined by

flx) =x*
or write

f:xr—>x2.

A function f : A — B is 1-1 (one-to-one) if it never attaches the same
y € B to different x1, x; € A, that is, if

f(xl) = f(xz) = X1 = X2.

A function f : A — B is onto if every y € B has at least one x € A such
that f(x) =y.

If f : A — B is both one-to-one and onto, we can define its inverse

fﬁlsBﬂA
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by
[y =xsy=f).

Observe that the notation f~! is consistent with the notation R~! for
relations. Recalling that a function is a relation, one can always define

flas
f=AW.0ly = f(x)}

and if f is one-to-one and onto, this relation is indeed a function, and it
coincides with the inverse function of f.
We often also use the notation

fix) ={yeBly=f(x)}

With this notation, to say that f is one-to-one is equivalent to saying
that f~!(x) has at most one element for every x. To say that it is onto is
equivalent to saying that f~!(x) is nonempty. And if f is both one-to-
one and onto (a bijection), f~!(x) has exactly one element for each x.
Then, according to the set notation, for a particular y,

0 = {y},
and according to the inverse function notation,
)=y

Using f~! both for the element y and for the set containing only y
seems problematic when one is just starting to deal with formal
models, but it becomes more common as one advances. This is called
an abuse of notation, and it is often acceptable as long as readers
know what is meant by it.

Interesting properties of binary relations on a set R = A? include the
following.

R is reflexive if Vx € A, xRx, that is, every x relates to itself. For in-
stance, the relations = and > on R are reflexive, but > isn't.

R is symmetric if Vx,y € A, xRy implies yRx, that is, if x relates y, then
the converse also holds. For instance, the relation = (on R) is symmet-
ric, but > and > aren’t. Notice that > does not allow any pair x, y to
have both x > y and y > x, that is,

>SN>l=>n<=g,
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whereas > does because if x = y, it is true that x > y and y > x. But > is
not symmetric because it is not always the case that xRy implies yRx.
R is transitive if Vx,y,ze€ A, xRy and yRz imply xRz, that is, if x
relates to z through y, then x relates to z also directly. For example, =,
>, and > on R are all transitive, but the relation “close to” defined by

Ry |x—yl <1

is not transitive.

A relation that is reflexive, symmetric, and transitive is called an
equivalence relation. Equality = is such a relation. Also, “having the
same square,” that is,

xRy & x? = %,

is an equivalence relation.
In fact, a relation R on a set A is an equivalence relation if and only if
there exist a set B and a function f : A — B such that

xRy < f(x) = f(y).
A.4 Cardinalities of Sets

The cardinality of a set A, denoted #A or |A], is a measure of its size. If
A is finite, the cardinality is simply the number of elements in A. If A is
finite and |A| = k, then the number of subsets of A is

IP(A)| = 2",
If we have also |B| = m, then
|A x B| = km.

Applied to the product of a set with itself,
|A"] = k".

For infinite sets the measurement of the size, or cardinality, is more
complicated. The notation oo denotes infinity, but it does not distin-
guish among infinities. And it turns out that there are meaningful
ways in which infinities may differ.

How do we compare the sizes of infinite sets? The basic idea is this.
Suppose we are given two sets A and B, and a one-to-one function
f : A — B. Then we want to say that B is at least as large as A, that is,
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B > |A].

If the converse also holds, that is, there also exists a one-to-one func-

tion ¢ : B — A, then we also have |A| > |B|, and together these imply

that A and B have the same cardinality, |A| = |B|. (In this case it is also

true that there is a one-to-one and onto function from A to B.) Other-

wise, we say that the cardinality of B is larger than that of A, |B| > |A].
For example, if

A=1{1,2,..1,
B={23,..},

we find that the function f : A — B defined by f(n) = n + 1 is one-to-
one and onto between A and B. Thus, the two sets are just as large.
There is something counterintuitive here. A contains all of B plus one
element, 1. So it feels like A should be strictly larger than B. But there
is no interesting definition of the size of a set that distinguishes be-
tween A and B. The reason is that the bijection f suggests that we think
of B as identical to A, with a renaming of the elements. With a bijection
between two sets, it’s hopeless to try to assign them different sizes.
By the same logic, the intervals

0,]]={xeR|0<x<1}
and
0,2l ={xeR|0<x <2}

are of the same cardinality because the function f(x) = 2x is a bijection
from the first to the second. This is even more puzzling because these
intervals have lengths, and the length of [0,2] is twice as large as that
of [0,1]. Indeed, there are other concepts of size in mathematics that
would be able to capture that fact. But cardinality, attempting to count
numbers, doesn’t.

The cardinality of (—1,1) is identical to that of the entire real line, R,
even though the length of the former is finite and of the latter infinite.
(Use the functions tag/arctag to switch between the two sets.)

Combining these arguments, we see that R has the same cardinality
as [0,1], or [0,0.1], or [0, ¢] for any ¢ > 0.

Continuing with the list of counterintuitive comparisons, we find
that the naturals N={1,2,3,...} and the integers Z ={...,-1,0,
1,...} are of the same cardinality even though the integers include all
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the naturals, their negatives, and zero. Clearly, we can have a one-to-
one function from N to Z: the identity (f(n) = n). But we can also map
Z to N in a one-to-one way. For instance, consider the following enu-
meration of Z:

7Z=4{0,1,-1,2,-2,3,-3,...},
that is,

0—1

1—2
-1~3

k — 2k
—k—2k+1

This function from Z to N is one-to-one (and we also made it onto).
Similarly, the set of rational numbers

a
o-{;
is of the same cardinality as N. As previously, it is easy to map N into
Q in a one-to-one way because N = Q. But the converse is also true.
We may list all the rational numbers in a sequence 41,4z, ... such that
any rational will appear in a certain spot in the sequence, and no two
rational numbers will claim the same spot. For instance, consider the
table

an,beN}

0 1 -1 2 -2
1 il 92 qa q7
2 q3 qs qs
3 de qo
4 q10

Note that different representations of the same rational number are
counted several times. For instance, q; = g3 = --- = 0. Hence, define
the function from Q to N as follows: for g4 € Q, let f(q) be the minimal
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n such that g, =9, where g, is defined by the table. Clearly, every g
appears somewhere in the list 41,4y, . . . ; hence this function is well de-
fined. It is one-to-one because each g, can equal only one number in Q.

It seems at this point that all infinite sets are, after all, of the same
size. But this is not the case. We concluded that the sets

N,Z,Q
are of the same cardinality, and so are
R, [0,1],[0,¢]

for any ¢ > 0. But the cardinality of the first triple is lower than the car-
dinality of the second.

Clearly, the cardinality of N cannot exceed that of R, because N = R,
and thus the identity function maps N into R in a one-to-one manner.
The question is, can we have the opposite direction, namely, can we
map R into N in a one-to-one way, or equivalently, can we count the
elements in R? The answer is negative. There are at least three insight-
ful proofs of this fact (not provided here). It suffices to know that there
are sets that are not countable, and any interval with a positive length
is such a set. Thus, in a well-defined sense, there are as many rational
numbers as there are natural numbers, and there are as many numbers
in any interval as there are in the entire real line (and, in fact, in any
R"), but any interval (with a positive length) has more points than the
natural (or the rational) numbers.

A.5 Calculus
A.5.1 Limits of Sequences

The notion of a limit is intuitive and fundamental. What is the limit of%
as n — o0? It is zero. We write this as

lim —=0
n—aoo 1

or

1

— —poo 0.

Formally, we say that a sequence of real numbers {a,} converges to
a number b, denoted
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Ay —p—ooo b
or

lim a, =0
n—oo

if the following holds: for every & > 0 there exists N such that
n>N

implies

la, —b| <e.

Intuitively, {a,} converges to b if it gets closer and closer to b. How
close? As close as we wish. We decide how close to b we want the se-
quence to be, and we can then find a place in the sequence, N, such
that all numbers in the sequence from that place on are as close to b as
we requested.

If the sequence converges to co (or —oo), we use a similar definition,
but we have to redefine the notion of “close to.” Being close to oo
doesn’t mean having a difference of no more than ¢, but rather, being
large. Formally, a, —,—, o if, for every M, there exists N such that

n>N=a, >M,

and a similar definition is used for convergence to — 0.

A.5.2 Limits of Functions

Again, we intuitively understand what is the limit of a function at a

point. For instance, if x is a real-valued variable (x € R), we can agree
that

Iim -=0
xX—oo X

and

1

lim — =
x—0 x

The formal definition of a limit is the following. The statement

lim f(x) =10

X—a
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or
f(x) =20 b

means that for every ¢ > 0, there exists a d > 0 such that
|x —a| <o

implies

)~ bl <.

That is, if we know that we want the value of the function to be close
to (within ¢ of) the limit b, we just have to be close enough to (within ¢
of) the argument 4.

The proximity of the argument is defined a little differently when we
approach infinity. Being close to oo doesn’t mean being within ¢ of it,
but being above some value. Explicitly, the statement

CY R
or
f(x) =20 b

means that for every ¢ > 0, there exists M such that
x>M

implies

)~ bl <.

Similarly, if we wish to say that the function converges to oo as x
converges to a, we say that for every M, there exists a ¢ > 0 such that

|x —al <o
implies
flx) > M.
Similar definitions apply to lim, ., f(x) = co and to the case in

which x or f(x) is —oo.

A.5.3 Continuity
A function f:R — R is continuous at a point a if it equals its own
limit, that is, if
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lim £(x) = f(a).

The same definition applies to multiple variables. If we have
f:R" — R, we say that f is continuous at x if f(x) — f(a) whenever
x — a. Specifically, f is continuous at a2 € R" if for every ¢ > 0, there
exists 0 > 0 such that ||x — a|| < J implies |f(x) — f(a)| < &.

A.5.4 Derivatives

The derivative of a real-valued function of a single variable, f : R — R,
at a point 4, is defined as

fi =2 ) = i TS0

X—a X —a

If we draw the graph of the function and let x # a be close to a,
W is the slope of the string connecting the point on the graph cor-
responding to 4, (4, f(a)) and the point corresponding to x, (x, f(x)).
The derivative of f at the point a is the limit of this slope. Thus, it is
the slope of the graph at the point 4, or the slope of the tangent to the
function.

When we say that a function has a derivative at a point a2, we mean
that this limit exists. It may not exist if, for instance, the function has a
kink at a (for instance, f(x) = |x — al), or if the function is too wild to
have a limit even when x approaches a from one side.

The geometric interpretation of the derivative f’ is therefore the
slope of the function, or its rate of increase, that is, the ratio between
the increase (positive or negative) in the value of the function relative
to a small change in the variable x. If x measures time, and f(x) mea-
sures the distance from a given point, f'(x) is the velocity. If x mea-
sures the quantity of a good, and u(x) measures the utility function,
then u’(x) measures the marginal utility of the good.

A function that always has a derivative is called differentiable. At
every point 4, we can approximate it by the linear function that is its
tangent,

8(x) = f(a) + (x —a)f'(a),

and for values of x close to a, this approximation will be reasonable.
Specifically, by definition of the derivative, the difference between the
approximation, g(x), and the function, f(x), will converge to zero faster
than x converges to a:
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g§) — f(x) _ fla) = f(x) — (x —a)f'(a)

X —a X —a

@@

X—a

where the definition of the derivative means that the latter converges
to zero as x — a.

Thus, the zero-order approximation to the function f around a is
the constant f(a). The first-order approximation is the linear func-
tion f(a) + (x —a)f’(a). Using higher-order derivatives (derivatives of
derivatives of ...the derivative), one can get higher-order approxima-
tions of f by higher-order polynomials in x.

A.5.5 Partial Derivatives
When we have a function of several variables,
f:R" >R

we can consider the rate of the change in the function relative to each
of the variables. If we wish to see what is the impact (on f) of chang-
ing, say, only the first variable x;, we can fix the values of the other
variables %, ..., X, and define

fﬁ?z,wi,l (xl) = f(xlvj_CZa cee JJ_CH)'

Focusing on the impact of x1, we can study the derivative of f;,
Since the other variables are fixed, we call this a partial derwatwe
denoted

of _ _ afi, &

a_xl(xlax%"'axn) =

A function f:R" — R is called differentiable if it can be approxi-
mated by a linear function. Specifically, at a point 4, define

+ Z 6x1

and require that

8(x) — f(x)]

[l —all

converge to 0, as ||x — al| does.
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A.6 Topology

Topology is the study of the abstract notion of convergence. We only
need the standard topology here, and the definitions of convergence
are given with respect to this topology, as are the definitions that fol-
low. However, it is worthwhile to recall that there can be other topolo-
gies and, correspondingly, other notions of convergence.

A set A = R" is open if for every x € A, there exists ¢ > 0 such that

lx =yl <e=yeA.

That is, around every point in the set A we can draw a small ball, per-

haps very small but with a positive radius ¢ (the more general concept

is an open neighborhood) such that the ball will be fully contained in A.
The set

0,1)={xeR|0<x <1}

is open (the open interval). Similarly, for n = 2, the following sets are
open:

{(y) e R?[x* +y* < 1}

{(x,y) e R?|3x + 4y < 17}

RZ

A set A = R" is closed if for every convergent sequence of points in it,
(x1,x2,...) with x, € A and x,, —,_ x*, the limit point is also in the
set, that is, x* € A.

The set [0,1] = {x e R|0 < x < 1} is closed in R. The following sub-
sets of R? are closed (in R?):

{(x,y) eR?[x* +y* <1}
{(x,y) e R*|3x + 4y < 17}
R2

The set
0,1) = {xeR|0<x <1}

is neither open nor closed. It is not open because 0 € [0, 1), but no open
neighborhood of 0 is (fully) contained in A. It is not closed because the
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sequence x, =1 — 1/n is a convergent sequence of points in A, whose
limit (1) is not in A.

In R", the only two sets that are both open and closed are the entire
space (R" itself) and the empty set. This is true in any space that we
call connected.

A.7 Probability

A.7.1 Basic Concepts
Intuitively, an event is a fact that may or may not happen, a proposi-
tion that may be true or false. The probability model has a set of states
of the world, or possible scenarios, often denoted by Q or by S. Each
state s € S is assumed to describe all the relevant uncertainty. An event
is then defined as a subset of states, that is, as a subset A = S. When S
is infinite, we may not wish to discuss all subsets of S. But when S is fi-
nite, there is no loss of generality in assuming that every subset is an
event that can be referred to.

The set-theoretic operations of complement, union, and intersection
correspond to the logical operations of negation, disjunction, and con-
junction. For example, if we roll a die and

s={1,...,6},

we can think of the events

A = “The die comes up on an even number” = {2,4,6}

B = “The die comes up on a number smaller than 4” = {1,2,3}

and then A° = {1,3,5} designates the event “the die comes up on an
odd number,” that is, the negation of the proposition that defines A,
and B¢ = {4,5,6} is the event described by “the die comes up on a
number that is not smaller than 4.” Similarly, AUB = {1,2,3,4,6}
stands for “the die comes up on a number that is smaller than 4, or
even, or both,” and ANB = {2} is defined by “the die comes up on a
number that is both even and smaller than 4.”

Probability is an assignment of numbers to events, which is sup-
posed to measure their plausibility. The formal definition is simpler
when S is finite, and we can refer to all subsets of S. That is, the set of
events is

25 ={A|AcS}.
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A probability is a function
P:25 >R
that satisfies three properties:

1. P(A) = 0 for every A c S;
2. Whenever A, B c S are disjoint (i.e., ANB = ¥),

P(AUB) = P(A) + P(B);
3. P(S) =1.

The logic behind these conditions is derived from two analogies.
First, we can think of a probability of an event as its relative frequency.
Relative frequencies are non-negative (property 1), and they are added
up when we discuss two disjoint events (property 2). The relative fre-
quency of S, the event that always occurs, is 1 (property 3).

The second analogy, which is particularly useful when an event is
not repeated in the same way and relative frequencies cannot be
defined, is the general notion of a measure. When we measure the
mass of objects or the length of line segments or the volume of bodies,
we use numerical functions on subsets (of matter, of space) that satisfy
the first two properties. For example, the masses of objects are never
negative, and they add up when we take together two objects that had
nothing in common. The last property is a matter of normalization, or
a choice of the unit of measurement so that the sure event will always
have the probability 1.

It is easy to verify that a function P satisfies the additivity condition
(property 2) if and only if it satisfies, for every A,B < S,

P(AUB) = P(A) + P(B) — P(ANB).

These three properties imply that P(&f) =0, so that the impossible
event has probability 0.

When S is finite, say, S = {1,...,n}, we say that p = (p1,...,pu) isa
probability vector on S if

pi =0, Vi<n,

and

Zpi =1.
i=1



18 Appendix A

For every probability P : 2° — [0, 1], there exists a probability vector
p such that

P(A)=>"p;, VAcS,
ieA

and vice versa, every probability vector p defines a probability P by
this equation. Thus, the probabilities on all events are in a one-to-one
correspondence with the probability vectors on S.

A.7.2 Random Variables

Consider a probability model with a state space S and a probability on
it P, or equivalently, a probability vector p on S. In this model a ran-
dom variable is defined to be a function on S. For example, if X is a
random variable that assumes real numbers as values, we can write
it as

X:S—R.

The point of this definition is that a state s € S contains enough infor-
mation to know anything of importance. If the focus is on a variable X,
each state should specify the value that X assumes. Thus, X(s) is a
well-defined value, about which there is no uncertainty. Any previous
uncertainty is incorporated into the uncertainty about which state s
obtains. But given such a state s, no uncertainty remains.

Observe that we can use a random variable X to define events. For
instance, “X equals a” is the name of the event

{s € S|X(s) = a},
and “X is no more than a” is
{s eS| X(s) <a},

and so forth.

Often, we are interested only in the probability that a random vari-
able will assume certain values, not at which states it does so. If X
takes values in some set X, we can then define the distribution of a ran-
dom variable X, as a function fx : X — [0,1] by

fx(x) =P(X =x)=P({seS|X(s) =x}).

For real-valued random variables, there are several additional useful
definitions. The cumulative distribution of X, Fx : R — [0,1] is
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Fx(x) =P(X <x) =P({se S| X(s) < x}).

It is thus a nondecreasing function of x going from 0 (when x is below
the minimal value of X) to 1 (when x is greater than or equal to the
maximal value of X). This definition can also be used when the state
space is infinite and X may assume infinitely many real values.

Trying to summarize the information about a random variable X,
there are several central measures. The most widely used is the expecta-
tion, or the mean, which is simply a weighted average of all values of X,
where the probabilities serve as weights:

EX = fx(x)x

and (in a finite state space with generic element i),

EX = zn:piX(i).
i=1

The most common measure of dispersion around the mean is the
variance, defined by
var(X) = E[(X — EX)?].

It can be verified that

var(X) = E[X?] — [EX]*.

Since the variance is defined as the expectation of squared deviations
from the expectation, its unit of measurement is not intuitive (it is the
square of the unit of measurement of X). Therefore, we can often use
the standard deviation, defined by

ox = /var(X).

Expectation behaves in a linear way. If X, Y are real-valued random
variables, and «, f € R, then

E[aX + pY] = 0EX + BEY.

For the variance of sums (or of linear functions in general), we need
to take into account the relation between X and Y. The covariance of X
and Y is defined as

cov(X,Y) = E[(X — EX)(Y — EY)).
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Intuitively, the covariance tries to measure whether X and Y go up and
down together, or whether they tend to go up and down in different
directions. If they do go up and down together, whenever X is rela-
tively high (above its mean, EX), Y will be relatively high (above its
mean, EY), and (X — EX)(Y — EY) will be positive. And whenever X is
below its mean, Y will be also be below its mean, resulting in a positive
product (X — EX)(Y — EY). By contrast, if Y tends to be relatively high
(above EY) when X is relatively low (below EX), and vice versa, there
will be more negative values of (X — EX)(Y — EY). The covariance is
an attempt to summarize the values of this variable. If cov(X,Y) > 0,
then X and Y are positively correlated; if cov(X,Y) < 0, X and Y are neg-
atively correlated; and if cov(X,Y) = 0, X and Y are uncorrelated.

Equipped with the covariance, we can provide a formula for the
variance of a linear combination of random variables:

var[uX + Y] = o? var(X) 4 2af cov(X,Y) + % var(Y).

The formulas for expectation and variance also extend to more than
two random variables:

E <Z ocz-xi> =S wEX,
i=1 i=1

and

n n n
var <Z ociX,-> = Z oci2 var(X;) +2 Z Z o cov(Xi, Xi).
i=1 i=1

i=1 j#i

A.7.3 Conditional Probabilities

The unconditional probability of an event A, P(A), is a measure of the
plausibility of A occurring a priori, when nothing is known. The condi-
tional probability of A given B, P(A|B), is a measure of the likelihood of
A occurring once we know that B has already occurred.

Bayes suggested that this conditional probability be the ratio of the
probability of the intersection of the two events to the probability of
the event that is known to have occurred. That is, he defined the condi-
tional probability of A given B to be

P(ANB)

PIAIB) = =55

(This definition only applies if P(B) > 0.)
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The logic of this definition is as follows. Assume that event B has
occurred. What do we think about A? For A to occur now, the two
events, A and B, have to occur simultaneously. That is, we need their
intersection, A N B, to occur. The probability of this happening was esti-
mated (a priori) to be the numerator P(A N B). However, if we just take
this expression, probabilities will not sum up to 1. Indeed, the sure
event will not have a probability higher than P(B). We have a conven-
tion that probabilities sum up to 1. It is a convenient normalization be-
cause when we say that an event has probability of, say, .45, we don't
have to ask .45 out of how much. We know that the total has been nor-
malized to 1. To stick to this convention, we divide the measure of like-
lihood of A in the presence of B, P(ANB), by the maximal value of
this expression (over all A’s), which is P(B), and this results in Bayes’
formula.

Observe that this formula makes sense in extreme cases. If A is
implied by B, that is, if B is a subset of A (whenever B occurs, so does
A), then ANB = B, and we have P(ANB) = P(B) and P(A|B) = 1; that
is, given that B has occurred, A is a certain event. At the other extreme,
if A and B are logically incompatible, then their intersection is the
empty set, AN B = J and there is no scenario in which both material-
ize. Then P(ANB) = P(¥) = 0 and P(A|B) = 0; that is, if A and B are
incompatible, then the conditional probability of A given B is zero.

If two events are independent, the occurrence of one says nothing
about the occurrence of the other. In this case the conditional probabil-
ity of A given B should be the same as the unconditional probability of
A. Indeed, one definition of independence is

P(ANB) = P(A)P(B),
which implies

P(A[B) = = <lf(g)B) L (IA;E;B) = P(A).

Rearranging the terms in the definition of conditional probability, for
any two events A and B (independent or not),

P(ANB) = P(B)P(A|B)
= P(A)P(BJA),

that is, the probability of the intersection of two events (the proba-
bility of both occurring) can be computed by taking the unconditional
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probability of one of them and multiplying it by the conditional proba-
bility of the second given the first. Clearly, if the events are indepen-
dent, and

P(A[B) = P(A),

P(B|A) = P(B),

the two equations boil down to
P(ANB) =P(A)P(B).

Note that the formula P(ANB) = P(B)P(A|B) applies also if indepen-
dence does not hold. For example, the probability that a candidate
wins a presidency twice in a row is the probability that she wins the
first time, multiplied by the conditional probability that she wins the
second time given that she has already won the first time.

Let there be two events A and B such that P(B), P(B¢) > 0. We note
that

A=(ANB)U(ANBY)

and

(ANB)N(ANBY) = .

Hence

P(A) = P(ANB) + P(ANBY)

and, combining the equalities,

P(A) = P(A|B)P(B) + P(A|B°)P(B").

Thus, the overall probability of A can be computed as a weighted aver-
age, with weights P(B) and P(B¢) =1 — P(B), of the conditional proba-
bility of A given B and the conditional probability of A given B*.

A.7.4 Independence and i.i.d. Random Variables

Using the concept of independent events, we can also define indepen-
dence of random variables. Let us start with two random variables X,
Y that are defined on the same probability space. For simplicity of no-
tation, assume that they are real-valued:

X,Y:S —R.
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Then, given a probability P on S, we can define the joint distribution of
X and Y to be the function fx y : R — [0, 1] defined by

fxx(xy) =PX=xY=y)
=P({seS[X(s) =x,Y(s) = y}):
We say that X and Y are independent random variables if, for every x, v,
fxx(xy) = fx() f(y).

In other words, every event that is defined in terms of X has to be inde-
pendent of any event that is defined in terms of Y. Intuitively, anything
we know about X does not change our belief about (the conditional
distribution of) Y.

If the state space is not finite, similar definitions apply to cumulative
distributions. We can then define independence by the condition

Fxy(x,y)=P(X<x,Y <y)
=P(X <x)P(Y <y)
= Fx(x)Fy(y).

All these definitions extend to any finite number of random vari-
ables. Thus, if X, ..., X, are random variables, their joint distribution
and their joint cumulative distributions are, respectively,

fax, RY—[0,1]

and
Fx,..x, :R"—[0,1]
defined by

fxix, (X1, %) =P(Xa =x1,..., Xy = xn)

FXl_,_N,X”(xl,...,xn) ZP(Xl le,...,Xn an).

Independence of n random variables is similarly defined, by the
product rule

Fx,. x,(x1,...,%y) = HP(Xi <),
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and it means that nothing that may be learned about any subset of
the variables will change the conditional distribution of the remaining
ones. If n random variables are independent, then so are any pair of
them. The converse, however, is not true. There may be random vari-
ables that are pairwise independent but that are not independent as
a set. For example, consider n =3, and let X; and X, have the joint
distribution

0 1
0 0.25 0.25
1 0.25 0.25

with X3 =11if Xj = Xp, and X3 = 0if X; # X,. Any pair of (Xj, Xz, X3)
are independent, but together the three random variables are not inde-
pendent. In fact, any two of them fully determine the third.

Two random variables X and Y are identically distributed if they have
the same distribution, that is, if

fx(@) = fr(a)

for any value a. Two random variables X and Y are identical if they
always assume the same value. That is, if, for every state s € S,

X(s) = Y(s).

Clearly, if X and Y are identical, they are also identically distributed.
This is so because, for every a,

fila) = P(X = a) = P(Y = a) = fy(a),

where P(X = a) = P(Y = a) follows from the fact that X =g and Y =a
define precisely the same event. That is, since X(s) = Y(s), any s€ S
belongs to the event X = a if and only if it belongs to the event Y = a.

By contrast, two random variables that are not identical can still be
identically distributed. For example, if X can assume the values {0,1}
with equal probabilities, and Y =1 — X (that is, for every s, Y(s) =
1—X(s)), then X and Y are identically distributed, but they are not
identical. In fact, they never assume the same value.

The notion of identical distribution is similarly defined for more
than two variables. That is, Xj, ..., X, are identically distributed if, for
every 4,

fxa(@) =P(X1 =a) =--- = P(Xy =a) = fx,(a).
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The variables Xj, ..., X, are said to be i.i.d. (identically and indepen-
dently distributed) if they are identically distributed and independent.

A.7.5 Law(s) of Large Numbers
Consider a sequence of iid. random variables Xj,...,X,,.... Since
they all have the same distribution, they all have the same expectation,

EXi = p,
and the same variance. Assume that this variance is finite
var(X;) = o>

When two random variables are independent, they are also uncorre-
lated (that is, their covariance is zero). Hence the variance of their sum
is the sum of their variances.

When we consider the average of the first n random variables,

_ 1
X, ==X,
ni:l

we observe that

_ 1 n
E(Xy) =-> EXi=y,
i=1

and since any two of them are uncorrelated,

- 1 & a?
var(X,) = FZVar(X,') =
i—1

which implies that the more variables we take in the average, the lower
will be the variance of the average. This, in turn, means that the aver-
age, X,, will be, with very high probability, close to its expectation,
which is pu.

In fact, more can be said. We may decide how close we want X, tobe
to u, and with what probability, and then we can find a large enough
N such that, for all n starting from N, X, will be as close to x as we
wish with the probability we specify. Formally, for every ¢ >0 and
every J > 0, there exists N such that

P({s||Xy —ul <36Vn=N})>1—e
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It is also the case that the probability of the event that X,, converges
touis 1:

P({s 3 lim X, :,Lt}) ~1.

LLN and Relative Frequencies Suppose a certain trial or experiment
is repeated infinitely many times. In each repetition, the event A may
or may not occur. The different repetitions/trials/experiments are
assumed to be identical in terms of the probability of A occurring in
each, and independent. Then we can associate, with experiment i, a
random variable

1 A occurred in experiment i
Xi= . . . .
0 A did not occur in experiment i

The random variables (X;); are independently and identically dis-
tributed (ii.d.) with E(X;) = p, where p is the probability of A occur-
ring in each of the experiments. The relative frequency of A in the first

n experiments is the average of these random variables,

= 1< #{i|A occurred in experiment i
X, = —in _ {i % } .
né= n

Hence, the law of large numbers guarantees that the relative frequency
of A will converge to its probability p.
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B.1 Utility Maximization

B.1.1 Definitions

Suppose there is a set of alternatives X. A binary relation > on X is sim-
ply a set of ordered pairs of elements from X, that is, Zz< X x X, with
the interpretation that for any two alternatives x,y € X,

(x,y) €z,
also denoted
X ZY,

means “alternative x is at least as good as alternative y in the eyes of
the decision maker” or “given the choice between x and y, the decision
maker may choose x.”

It is useful to define two binary relations associated with >, which
are often called the symmetric and the asymmetric parts of . Specifi-
cally, let us introduce the following definitions. First, we define the in-
verse of the relation =

52571: {(1/» X) | (x’y) 65}7

that is, y < x if and only if x > y (for any x, y). The symbol < was
selected to make y < x and x % y similar, but it is a new symbol and
requires a new definition.

Do not confound the relation = between alternatives and the relation
> between their utility values. Later, when we have a representation of
% by a utility function, we will be able to do precisely that—to think of

xzZy
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as equivalent to

u(x) = u(y),

but this equivalence is the representation we seek, and until we prove
that such a function u exists, we should be careful not to confuse =
with >.!

Next define the symmetric part of 2 to be the relation ~c X x X
defined by

~=2N%,
that is, for every two alternatives x,y € X,
x~yelxzy) and (v

Intuitively, x 2 y means “alternative x is at least as good as alternative
y in the eyes of the decision maker,” and x ~ y means “the decision
maker finds alternatives x and y equivalent” or “the decision maker is
indifferent between alternatives x and y.”

The asymmetric part of - is the relation > X x X defined by

>=Z\3,
that is, for every two alternatives x,y € X,
x>y<[(xzy) andnot (y zx).

Intuitively, x > y means “the decision maker finds alternative x strictly
better than alternative y.”

B.1.2 Axioms
The main axioms that we impose on - are as follows.

Completeness Forevery x,ye X,x Zyory z x.

(Recall that or in mathematical language is inclusive unless other-
wise stated. That is, “A or B” should be read as “A or B or possibly
both”).

The completeness axiom states that the decision maker can make up
her mind between any two alternatives. This means that at each and
every possible instance of choice between x and y something will be
chosen. But it also means, implicitly, that we expect some regularity in

1. Observe that the sequence of symbols x > y need not make sense at all because the ele-
ments of X need not be numbers or vectors or any other mathematical entities.
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these choices: x is always chosen (and then we would say that x > y),
or y is always chosen (y > x), or sometimes x is chosen and sometimes
y. But this latter case would be modeled as equivalence (x ~ y), and
the implicit assumption is that the choice between x and y would be
completely random. If, for instance, the decision maker chooses x on
even dates and y on odd dates, it would seem inappropriate to say
that she is indifferent between the two options. In fact, we may find
that the language is too restricted to represent the decision maker’s
preferences. The decision maker may seek variety and always choose
the option that has not been chosen on the previous day. In this
case, one would like to say that preferences are history- or context-
dependent and that it is, in fact, a modeling error to consider prefer-
ences over x and y themselves (rather than, say, on sequences of x’s
and y’s). More generally, when we accept the completeness axiom we
do not assume only that at each given instance of choice one of the
alternatives will end up being chosen. We also assume that it is mean-
ingful to define preferences over the alternatives, and that these alter-
natives are informative enough to tell us anything that might be
relevant for the decision under discussion.

Transitivity For every x,y,z€ X, if (x Z yand y % z), then y > z.

Transitivity has a rather obvious meaning, and it almost seems like
part of the definition of preferences. Yet, it is easy to imagine cyclical
preferences. Moreover, such preferences may well occur in group deci-
sion making, for instance, if the group is using a majority vote. This is
the famous Condorcet paradox (see section 6.2 of the main text). As-
sume that there are three alternatives, X = {x,y,z} and that one-third
of society prefers

x>y >z,
one-third
Y >z>x,
and the last third
zZ>x>y.

It is easy to see that when every two pairs of alternatives come up
for a separate majority vote, there is a two-thirds majority for x >y, a
two-thirds majority for y > z, but also a two-thirds majority for z > x.
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In other words, a majority vote may violate transitivity and even gen-
erate a cycle of strict preferences: x >y > z > x.

Once we realize that this can happen in a majority vote in a society,
we can imagine how this can happen inside the mind of a single indi-
vidual as well. Suppose Daniel has to choose among three cars, and he
ranks them according to three criteria, such as comfort, speed, and
price. He finds it hard to quantify and trade off these criteria, so he
decides to adopt the simple rule that if one alternative is better than an-
other according to most criteria, then it should be preferred. In this
case Daniel can be thought of as if he were the aggregation of three de-
cision makers—one who cares only about comfort, one who cares only
about speed, and one who cares only about price—where his decision
rule as a “society” is to follow a majority vote. Then Daniel would find
that his preferences are not transitive. But if this happens, we expect
him to be confused about the choice and to dislike the situation of in-
decision. Thus, even if the transitivity axiom does not always hold, it
is generally accepted as a desirable goal.

B.1.3 Result
We are interested in a representation of a binary relation by a numeri-
cal function. Let us first define this concept more precisely.

A function u : X — R is said to represent 2 if, for every x,y € X,

xzy<eulx)=uly). (B.1)

Proposition 1 Let X be finite. Let 2 be a binary relation on X, i.e.,
zc X x X. The following are equivalent: (i) z is complete and transi-
tive; (ii) there exists a function u : X — R that represents .

B.1.4 Generalization to a Continuous Space

In many situations of interest, the set of alternatives is not finite. If we
consider a consumer who has preferences over the amount of wine she
consumes, the amount of time she spends in the pool, or the amount
of money left in her bank account, we are dealing with variables that
are continuous and that therefore may assume infinitely many values.
Thus, the set X, which may be a set of vectors of such variables, is
infinite.

Physicists might say that the amount of wine can only take finitely
many values because there are a finite number of particles in a glass
of wine (and perhaps also in the world). This is certainly true of the
amount of money—it is only measured up to cents. And the accuracy
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of measurement is also limited in the case of time, temperature, and so
forth. So maybe the world is finite after all, and we don’t need to deal
with extension of proposition 17?

The fact is that finite models may be very awkward and inconve-
nient. For example, assume there are supply and demand curves that
slope in the right directions? but fail to intersect because they are only
defined for finitely many prices. (In fact, they are not really curves but
only finite collections of points in R?.) It would be silly to conclude that
the market will never be at equilibrium simply because there is no pre-
cise price at which supply and demand are equal. You might recall a
similar discussion in statistics. The very first time you were introduced
to continuous random variables, you might have wondered who really
needs them in a finite world. But then you find out that many assump-
tions and conclusions are greatly simplified by the assumption of
continuity.

In short, we would like to have a similar theorem, guaranteeing util-
ity representation of a binary relation, also in the case that the set of
alternatives is infinite. There are several ways to obtain such a theo-
rem. The one presented here also guarantees that the utility function
be continuous. To make this a meaningful statement, we have to have
a notion of convergence in the set X, a topology. But in order to avoid
complications, let us simply assume that X is a subset of R" for some
n > 1 and think of convergence as it is usually defined in R".

It is not always the case that a complete and transitive relation on R”
can be represented by a numerical function. (A famous counterexam-
ple was provided by Gerard Debreu.?) An additional condition that
we may impose is that the relation % be continuous. What is meant by
this is that if x > y, then all the points that are very close to x are also
strictly better than y, and vice versa, all the points that are very close
to y are also strictly worse than x.

Continuity For every xe X, the sets {yeX|x >y} and {yeX|
y > x} are open in X.

(Recall that a set is open if, for every point in it, there is a whole
neighborhood contained in the set.)

2. The supply curve, which indicates the quantity supplied as a function of price, is
increasing. The demand curve, which specifies the quantity demanded as a function of
price, is decreasing.

3. G. Debreu, The Theory of Value: An Axiomatic Analysis of Economic Equilibrium (New
Haven: Yale University Press, 1959), ch. 2, prob. 6.
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To see why this axiom captures the notion of continuity, we may
think of a function f : R — R and a point x € R for which f(x) > 0. If f
is continuous, then there is a neighborhood of x for which f is positive.
If we replace “positive” by “strictly better than y” for a fixed vy, we see
the similarity between these two notions of continuity.

Alternatively, we can think of continuity as requiring that for every
x € X, the sets

{yeX[xzy}

and

{yeXly z x}

be closed in X. That is, if we consider a convergent sequence (y,),1,
Yn» — Y, such that y, z x for all n, then also y = x, and if x = y, for all
n, then also x z y. In other words, if we have a weak preference all
along the sequence (either from below or from above), we should have
the same weak preference at the limit. This condition is what we were

after.

~

Zc X x X. The following are equivalent: (i) x is complete, transitive,
and continuous; (ii) there exists a continuous function u : X — R that
represents 2.

Theorem 2 (Debreu) Let z be a binary relation on X, that is,

B.2 Convexity

As a preparation for the discussion of constrained optimization, it is
useful to have some definitions of convex sets, convex and concave
functions, and so on.

B.2.1 Convex Sets

A set AcR" is convex if, for every x,ye A and every Ze€][0,1],
Jx + (1 = A)y € A. That is, whenever two points are in the set, the line
segment connecting them is also in the set. If we imagine the set A as a
room, convexity means that any two people in the room can see each
other.

B.2.2 Convex and Concave Functions
A function f : R" — R is convex if its graph is never above the strings
that connect points on it. As an example, we may think of
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flr) =22

for n =1. If we draw the graph of this function and take any two
points on the graph, when we connect them by a segment (the string),
the graph of the function will be below it (or at least not above the seg-
ment). The same will be true for

flx1,x2) =7 423

ifn=2.
Formally, f:R" — R is convex if for every x,y€A and every
Ae[0,1],

fOx+ (1 =2y) < (x)+ 1 -2fy),

and it is strictly convex if this inequality is strict whenever x # y and
0<i<l

To see the geometric interpretation of this condition, imagine that
n =1, and observe that Ax+ (1 — A)y is a point on the interval con-
necting x and y. Similarly, Af(x) + (1 — A)f(y) is a point on the inter-
val connecting f(x) and f(y). Moreover, if we connect the two
points

(x, f()), (v, f()) € R?

by a segment (which is a string of the function f), we get precisely the
points

{(x+ (1 =Dy, 4 (x) + (1= 2)f(y)) | 2 € [0,1]}.

For /4 =1 the point is (x, f(x)); for A =01t is (y, f(y)); for A = 0.5, the
point has a first coordinate that is the arithmetic average of x and y,
and a second coordinate that is the average of their f values. Generally,
for every A, the first coordinate is the (4,(1 — 1)) average between x
and y, and the second coordinate is corresponding average of their f
values.

Convexity of the function demands that for every 4 € [0, 1], the value
of the function at the (4,(1 — 1)) average between x and y, that is,
f(x+ (1 —A)y), will not exceed the height of the string (connecting
(x, f(x)) and (y, f(y))) at the same point.

Next assume that 7 =2 and repeat the argument to show that this
geometric interpretation is valid in general.
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A function f:R" — R is convex if and only if the following set is
convex*

{(x,2) eR" [z > f(x)}.

If n=1 and f is twice differentiable, convexity of f is equivalent
to the condition that f” > 0, that is, that the first derivative, f’, is non-
decreasing. When n > 1, there are similar conditions, expressed in
terms of the matrix of second derivatives, which are equivalent to con-
vexity.

Concave functions are defined in the same way, with the converse
inequality. All that is true of convex functions is true of concave func-
tions, with the opposite inequality. In fact, we could define f to be con-
cave if —f is convex. But we will spell it out.

A function f:R" — R is concave if for every x,y € A and every
Lel0,1],

fOx+ (1 =2y) =2 (x) + (1= A f(y),

and it is strictly concave if this inequality is strict whenever x # y and
0<i<l.

Thus, f is concave if the graph of the function is never below the
strings that connect points on it. Equivalently, f : R" — R is concave if
and only if the following set is convex

{(x,z) e R" |z < f(x)}.

(This set is still required to be convex, not concave. In fact, we didn’t
define the notion of a concave set, and we don’t have such a useful def-
inition. The difference between this condition for convex and concave
functions is in the direction of the inequality. The resulting set in both
cases is required to be a convex set as a subset of R"".)

If n=1 and f is twice differentiable, concavity of f is equivalent
to the condition that f” <0, that is, that the first derivative, f’, is
nonincreasing.

An affine function is a shifted linear function. That is, f : R" — R is
affine if

4. Observe that the vector (x,z) refers to the concatenation of x, which is a vector of n
real numbers, with z, which is another real number—together a vector of (1 + 1) real
numbers.
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flx) = zn:aixi +c,
i=1

where {g;} and c are real numbers.

An affine function is both convex and concave (but not strictly so).
The converse is also true: a function that is both convex and concave is
affine.

If we take a convex function f, we can, at each x, look at the tan-
gent to the graph of f. This would be a line if n = 1 and a hyperplane
more generally. Formally, for every x there exists an affine function
I, : R" — R such that

L(x) = f(x),
and for every y € R"

L(y) < f(y).

If we take all these functions {I,},, we find that their maximum is f.
That is, for every y € R”

f(y) = max L(y).

Thus, a convex function can be described as the maximum of a col-
lection of affine functions. Conversely, the maximum of affine func-
tions is always convex. Hence, a function is convex if and only if it is
the maximum of affine functions.

Similarly, a function is concave if and only if it is the minimum of a
collection of affine functions.

B.2.3 Quasi-convex and Quasi-concave Functions
Consider the convex function

fx1,x2) = X2 + x3.

Suppose that I cut it at a given height, z, and ask which points (x1, x»)
do not exceed z in their f value. That is, I look at

{xeR?| f(x) <z}.

It is easy to see that this set will be convex. This gives rise to the follow-
ing definition.
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A function f : R" — R is quasi-convex if, for every z € R,

{xeR"|f(x) <z}

is a convex set.

Observe that this set is a subset of R” and that we have a (poten-
tially) different such set for every value of z, whereas in the character-
ization of convex functions given previously we used the convexity of
a single set in R,

The term quasi should suggest that every convex function is also
quasi-convex. Indeed, if

ywe{xeR"|f(x) <z},

then

and for every 4 € [0, 1],

fOy + (1= Aw) < H(y) + (1= 2)f(w)
<iz+(1-Az=z,

and this means that

W+ (1 -Nwe{xeR"|f(x) <z}.

Since this is true for every y, w in {x e R" | f(x) < z}, this set is convex
for every z, and this is the definition of quasi-convexity of the func-
tion f.

Is every quasi-convex function is convex? The answer is negative,
(otherwise we wouldn’t use a different term for quasi-convexity). In-
deed, it suffices to consider n = 1 and observe that

flx) =x°

is quasi-convex but not convex. Indeed, when we look at the sets

{xeR"[f(x) <z}

for various values of z € R, we simply get the convex sets (—o0,«] for
some o (in fact, for o« = z'/3). The collection of these sets, when we
range over all possible values of z, does not look any different for the

original function, x°, than it would if we looked at the function x or
1/3
x1/3,
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Again, everything we can say of quasi-convex functions has a coun-
terpart for quasi-concave ones. A function f : R" — R is quasi-concave
if, for every z e R,

{xeR"|f(x) = 2}

is a convex set.
Imagine now the parabola upside down,

flarx) = =xf = 23,

and when we cut it at a certain height, z, and look at the dome above
the cut, the projection of this dome on the x1, x, plane is a circle. The
fact that it is a convex set follows from the fact that f is quasi-concave.

B.3 Constrained Optimization

B.3.1 Convex Problems
Constrained optimization problems are much easier to deal with when
they are convex. Roughly, we want everything to be convex, both on
the feasibility and on the desirability side.

Convexity of the feasible set is simple to define. We require that the
set F be convex.

What is meant by “convex preferences”? The answer is that we wish
the “at least as desirable as” sets to be convex. Explicitly, for every
x € R", we may consider the “at least as good as” set

{lyeXly z x}

and require that it be convex. If we have a utility function u that repre-
sents 2z, we require that the function be quasi-concave. Indeed, if u is
quasi-concave, then for every o € R, the set

{yeX|u(y) = o}

is convex. When we range over all values of «, we obtain all sets of the
form {y € X |y Z x}, and thus a quasi-concave 1 defines convex prefer-
ences. Observe that quasi-concavity is the appropriate term when the
utility is given only up to an arbitrary (increasing) monotone transfor-
mation (utility is only ordinal). Whereas a concave function can be
replaced by a monotone transformation that results in a nonconcave
function, a quasi-concave function will remain quasi-concave after any
increasing transformation.
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Convex problems (in which both the feasible set and preferences are
convex) have several nice properties. In particular, local optima are
also global optima. This means that looking at first-order conditions is
often sufficient. If these conditions identify a local maximum, we can
rest assured that it is also a global one. Another important feature of
convex problems is that for such problems one can devise simple algo-
rithms of small local improvements that converge to the global opti-
mum. This is very useful if we are trying to solve the problem on a
computer. But, more important, it also says that real people may be-
have as if they were solving such problems optimally. If a decision
maker makes small improvements when these exist, we may assume
that, as time goes by, he converges to the optimal solution. Thus, for
large and complex problems, the assumption that people maximize
utility subject to their feasible set is much more plausible in convex
problems than it is in general.

B.3.2 Example: The Consumer Problem

Let us look at the consumer problem again. The decision variables are
X1,...,X%;, € Ry, where x; (x; > 0) is the amount consumed of good i.
The consumer has an income I > 0, and she faces prices p1,...,pn €
R. . (thatis, p; > 0 for all i < n). The problem is therefore

max u(xy,...,Xx)
X1yeeey Xy

subject to
pix1+ - Fpaxy <1

x; >0

B.3.3 Algebraic Approach

Let us further assume that u is strictly monotone in all its arguments,
namely, that the consumer prefers more of each good to less. More-
over, we want to assume that u is quasi-concave, so that the “better
than” sets are convex. Under these assumptions we may conclude that
the optimal solution will be on the budget constraint, namely, will
satisfy

pix1+ -+ paxp =1,

and if a point x = (x1,...,%,) is a local maximum, it is also a global
one. Hence it makes sense to seek a local maximum, namely, to ask
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whether a certain point on the budget constraint happens to maximize
utility in a certain neighborhood (of itself on this constraint).

If the utility function is also differentiable, we may use calculus to
help identify the optimal solution. Specifically, the first-order condition
for this problem can be obtained by differentiating the Lagrangian

L(x1,. .o, Xp, A) = (X1, ..., Xy) — A[p1x1 + -+ + Puxn — ]

and equating all first (partial) derivatives to zero. This yields
OL _ du
ox; 0x;
foralli <nand

OL

ﬂ:_[P1X1+"'+ann_I]:O~

The second equality is simply the budget constraint, whereas the
first implies that for all i,

"
— = const = A,
pi

where u; = ‘—;‘1 Thus, for any two goods i, j, we have

Uu; Uj

_ (B.2)
pi  Ppj

or

u; pi

—=—. B.3
ui P (B.3)

B.3.4 Geometric Approach

Each of these equivalent conditions has an intuitive interpretation.
Let us start with the second, which can be understood geometrically.
We argue that it means that the feasible set and the desirable (“better
than”) set are tangent to each other. To see this, assume there are only
two goods, i = 1,2. Consider the budget constraint

p1x1 + paxo =1,

and observe that its slope, at a point x, can be computed by taking
differentials:
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P1 dxy + p2 dx, =0,
which means

da __p (B.4)
dxy p2

Next consider the “better than” set, and focus on the tangent to this
set at the point x. We get a line (more generally, a hyperplane) that
goes through the point x, and satisfies

du = uydxy +upydx, =0,
that is, a line with a slope

dx1 ui
T m (B.5)

This will also be the slope of the indifference curve (the set of points
that are indifferent to x) at x. Clearly, condition (B.3) means that the
slope of the budget constraint, (B.4), equals the slope of the indifference
curve (B.5).

Why is this a condition for optimality? We may draw several in-
difference curves and superimpose them on the budget constraint. In
general, we can always take this geometric approach to optimization:
draw the feasible set, and then compare it to the “better than” sets. If
an indifference curve, which is the boundary of a “better than” set,
does not intersect the feasible set, it indicates a level of utility that can-
not be reached. It is in the category of wishful thinking. A rational de-
cision maker will be expected to give up this level of utility and settle
for a lower one.

If, on the other hand, the curve cuts through the feasible set, the cor-
responding level of utility is reachable, but it is not the highest such
level. Since the curve is strictly in the interior of the feasible set, there
are feasible points on either side of it. Assuming that preferences are
monotone, that is, that the decision maker prefers more to less, one
side of the curve has a higher utility level than the curve itself. Since it
is feasible, the curve we started with cannot be optimal. Here a rational
decision maker will be expected to strive for more and look for a
higher utility level.

What is the highest utility level that is still feasible? It has to be rep-
resented by an indifference curve that is not disjoint with the feasible
set yet does not cut through it. In other words, the intersection of the
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feasible set and the “better than” set is nonempty but has an empty in-
terior (it has zero volume, or zero area in a two-dimensional problem).
If both sets are smooth, they have to be tangent to each other. This tan-
gency condition is precisely what equation (B.3) yields.

B.3.5 Economic Approach

The economic approach is explained in the main text. But it may be
worthwhile to repeat it in a slightly more rigorous way. Consider con-
dition (B.2). Again, assume that I already decided on spending most of
my budget, and I'm looking at the last dollar, asking whether I should
spend it on good i or on good j. If I spend it on i, how much of this
good will I get? At price p;, one dollar would buy %{ units of the good.
How much additional utility will I get from this quantity? Assuming
that one dollar is relatively small and that correspondingly the amount
of good i, -, is also relatively small, I can approximate the marginal
utility of 1 extra units by

1@u U

pi 0xi pi
Obviously, the same reasoning would apply to good j. Spending the

dollar on j would result in an increase in utility that is approximately
4 Now, if

pj

u; Uj

pi P

one extra dollar spent on i will yield a higher marginal utility than the
same dollar spent on j. Put differently, we can take one dollar of the
amount spent on j and transfer it to the amount spent on i, and be bet-
ter off, since the utlhty lost on ], - is more than compensated for by
the utility gained on i, - o

This argument assumes that we can indeed transfer one dollar from
good j to good i. That is, that we are at an interior point. If we consider
a boundary point, where we don’t spend any money on j in any case,
this inequality may be consistent with optimality.

If one dollar is not relatively small, we can repeat this argument with
¢ dollars, where ¢ is small enough for the derivatives to provide good
approximations Then we find that ¢ dollars are translated to quantities
5 and ;- b , if spent on goods i or j, respectlvely, and that these quantities
yield margmal utilities of e”’ and L respectively. Hence, any of the
inequalities
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Uu; M]‘ Uu; Llj
—>J or —<-
pi P pi P
indicates that we are not at an optimal (interior) point. Condition (B.2)
is a powerful tool in identifying optimal points. It says that small
changes in the budget allocation, in other words, small changes along
the boundary of the budget constraint, will not yield an improvement.

B.3.6 Comments

Two important comments are in order. First, the previous arguments
are not restricted to a feasible set defined by a simple budget con-
straint, that is, by a linear inequality. The feasible set may be defined
by one or many nonlinear constraints. What is crucial is that it be
convex.

Second, condition (B.2) is necessary only if the optimal solution is at
a point where the sets involved—the feasible set and the “better than”
set—are smooth enough to have a unique tangent (supporting hyper-
plane, that is, a hyperplane defined by a linear equation that goes
through the point in question, and such that the entire set is on one of
its sides). An optimal solution may exist at a point where one of the
sets has kinks, and in this case slopes and derivatives may not be well
defined.

Still, the first-order conditions, namely, the equality of slopes (or
ratios of derivatives) are sufficient for optimality in convex problems,
that is, problems in which both the feasible set and the “better than”
sets are convex. It is therefore a useful technique for finding optimal
solutions in many problems. Moreover, it provides us with very pow-
erful insights. In particular, the marginal way of thinking about alter-
natives, which we saw in the economic interpretation, appears in many
problems within and outside of economics.

B.4 vNM'’s Theorem

B.4.1 Setup

vNM'’s original formulation involved decision trees in which com-
pound lotteries were explicitly modeled. We use here a more compact
formulation, due to Niels-Erik Jensen and Peter Fishburn,® which

5. N. E. Jensen, “An Introduction to Bernoullian Utility Theory,” pts. I and II, Swedish
Journal of Economics 69 (1967): 163—183, 229-247; P. C. Fishburn, Utility Theory for Decision
Making (New York: Wiley, 1970).
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implicitly assumes that compound lotteries are simplified according to
Bayes’ formula. Thus, lotteries are defined by their distributions, and
the notion of mixture implicitly supposes that the decision maker is
quite sophisticated in terms of his probability calculations.

Let X be a set of alternatives. X need not consist of sums of money or
consumption bundles, and it may include outcomes such as death.

The objects of choice are lotteries. We can think of a lottery as a func-
tion from the set of outcomes, X, to probabilities. That is, if P is a lot-
tery and x is an outcome, P(x) is the probability of getting x if we
choose lottery P. It will be convenient to think of X as potentially infi-
nite, as is the real line, for example. At the same time, we don’t need to
consider lotteries that may assume infinitely many values. We there-
fore assume that while X is potentially infinite, each particular lottery
P can only assume finitely many values.

The set of all lotteries is therefore

#{x|P(x) > 0} < oo,}
ZXEXP(X) =1 .

Observe that the expression >,y P(x) = 1 is well defined thanks to
the finite support condition that precedes it.

A mixing operation is performed on L, defined for every P,Q e L and
every a € [0,1] as follows: P + (1 — 2)Q € L is given by

(@P + (1 = 2)Q)(x) = aP(x) + (1 - 1)Q(x)

for every x € X. The intuition behind this operation is of conditional
probabilities. Assume that I offer you a compound lottery that will
give you the lottery P with probability « and the lottery Q with proba-
bility (1 — «). You can ask what is the probability of obtaining a certain
outcome x, and observe that it is indeed o times the conditional proba-
bility of x if you get P plus (1 — ) times the conditional probability of x
if you get Q.

Since the objects of choice are lotteries, the observable choices are
modeled by a binary relation on L, < L x L.

L:{P:X—>[O,1]‘

B.4.2 The vNM Axioms
The vNM axioms are

Weak order 2 is complete and transitive.

Continuity For every P,Q,ReL,if P> Q > R, there exist o, f € (0,1)
such that oP + (1 — )R > Q > P+ (1 — f)R.
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Independence For every P,Q,R € L, and every o € (0,1), P > Q if and
only if P 4+ (1 — a)R Z aQ + (1 — «)R.

The weak order axiom is not very different from the same assump-
tion in chapter 2 of the main text. The other two axioms are new and
deserve a short discussion.

B.4.3 Continuity

Continuity may be viewed as a technical condition needed for the
mathematical representation and for the proof to work. To understand
its meaning, consider the following example, supposedly challenging
continuity. Assume that P guarantees one dollar, Q guarantees zero
dollars, and R guarantees death. You are likely to prefer one dollar to
no dollars, and no dollars to death. That is, you would probably ex-
hibit preferences P > Q > R. The axiom then demands that for a high
enough o < 1, you will also exhibit the preference

oaP 4+ (1 —a)R > Q,

namely, that you will be willing to risk your life with probability
(1 — o) in order to gain one dollar. The point of the example is that
you are supposed to say that no matter how small the probability of
death (1 — «), you will not risk your life for one dollar.

A counterargument to this example (suggested by Howard Raiffa) is
that we often do indeed take such risks. For instance, suppose you are
about to buy a newspaper, which costs one dollar. But you see that it is
freely distributed on the other side of the street. Would you cross the
street to get it at no cost? If you answer in the affirmative, you are will-
ing to accept a certain risk, albeit very small, of losing your life (in traf-
fic) in order to save one dollar.

This counterargument can be challenged in several ways. For in-
stance, you may argue that even if you don’t cross the street, your life
is not guaranteed with probability 1. Indeed, a truck driver who falls
asleep may hit you anyway. In this case, we are not comparing death
with probability 0 to death with probability (1 — «). And, the argument
goes, it is possible that if you had true certainty on your side of the
street, you would not have crossed the street, thereby violating the
axiom.

It appears that framing also matters in this example. I may be about
to cross the street in order to get the free copy of the newspaper, but if
you stop me and say, “What are you doing? Are you nuts, to risk your
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life this way? Think of what could happen! Think of your family!” I
might cave in and give up the free paper. It is not obvious which be-
havior is more relevant, namely, the decision making without the
guilt-inducing speech or with it. Presumably, this depends on the
application.

In any event, we understand the continuity axiom. Moreover, if we
consider applications that do not involve extreme risks such as death,
it appears to be a reasonable assumption.

B.4.4 Independence
The independence axiom is related to dynamic consistency. However,
it involves several steps. Consider the following four choice situations:

1. You are asked to make a choice between P and Q.

2. Nature will first decide whether, with probability (1 — «), you get R,
and then you have no choice to make. Alternatively, with probability
o, nature will let you choose between P and Q.

3. The choices are as in (2), but you have to commit to making your
choice before you observe Nature’s move.

4. You have to choose between two branches. In one, Nature will first
decide whether, with probability (1 — «), you get R, or, with probabil-
ity o, you get P. The second branch is identical, with Q replacing P.

Clearly, (4) is the choice between oP + (1 — «)R and aQ + (1 — «)R.
To relate the choice in (1) to that in (4), we can use (2) and (3) as inter-
mediary steps. Compare (1) and (2). In (2), if you are called upon to act,
you are choosing between P and Q. At that point R will be a counter-
factual world. Why would it be relevant? Hence, it is argued, you can
ignore the possibility that did not happen, R, and make your decision
in (2) identical to that in (1).

The distinction between (2) and (3) has to do only with the timing of
your decision. Should you make different choices in these scenarios,
you would not be dynamically consistent. It is as if you plan in (3) to
make a given choice, but when you get the chance to make it, you do
(or would like to do) something else in (2). Observe that when you
make a choice in (3), you know that this choice is conditional on get-
ting to the decision node. Hence, the additional information you have
should not change this conditional choice.

Finally, the alleged equivalence between (3) and (4) relies on chang-
ing the order of your move (to which you already committed) and
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Nature’s move. As such, this is an axiom of reduction of compound
lotteries, assuming that the order of the draws does not matter as long
as the distributions on outcomes, induced by your choices, are the
same.

B.4.5 The Theorem
Finally, the theorem can be stated.

Theorem 3 (VNM) Let there be given a relation < L x L. The follow-
ing are equivalent: (i) % satisfies weak order, continuity, and indepen-
dence; (ii) there exists 1 : X — R such that, for every P,Q € L,

PxQ iff Y Pu() = > Qxu(x).

xeX xeX

Moreover, in this case u is unique up to a positive linear transforma-
tion (plt). That is, v : X — R satisfies, for every P,Q € L,

PxQ iff Y Pxoux) =) Qo)

xeX xeX

if and only if there are a > 0 and b € R such that v(x) = au(x) + b for
every x € X.

Thus, we find that the theory of expected utility maximization is
not just one arbitrary generalization of expected value maximization.
There are quite compelling reasons to maximize expected utility (in a
normative application) as well as to believe that this is what people
naturally tend to do (in a descriptive application). If we put aside the
more technical condition of continuity, we find that expected utility
maximization is equivalent to following a weak order that is linear in
probabilities; this linearity is basically what the independence axiom
says.

B.5 Ignoring Base Probabilities

The disease example discussed in section 5.4.1 of the main text illus-
trates that people often mistake P(A|B) for P(B|A). In that example, if
you had the disease, the test would show it with probability 90 per-
cent; if you didn’t, the test might still show a false positive with proba-
bility 5 percent. Suppose you took the test and you tested positive.
What was the probability of your actually having the disease?
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Let D be the event of having the disease and T be the event of testing
positive. Then

P(T|D) = .90,

P(T|D®) = .05.

What is P(D|T)?
The definition of conditional probability says that

P(DNT)

PDIT) ==

Trying to get closer to the given data, we may split the event T into
two disjoint events:

T =(DNT)U(DNT).

In other words, one may test positive if one is sick (DNT) but also if
one is healthy (D°NT), so

P(T)=P(DNT)+P(D°NT)
and
P(DNT)
P(T)
P(DNT)
~ P(DNT)+P(DcNT)’

P(D|T) =

Now we can try to relate each of the probabilities in the denominator
to the conditional probabilities we are given. Specifically,

P(DNT) = P(D)P(T|D) = .90P(D)

and

P(D°NT) = P(D)P(T|D) = .05[1 — P(D)]
(recalling that the probability of no disease, P(D¢), and the probability
of disease have to sum up to 1.) Putting it all together, we get
P(DNT)
P(T)
P(DNT)
- P(DNT)+P(D<NT)

P(D|T) =
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B P(D)P(T|D)

~ P(D)P(T|D) + P(D°)P(T|D¢)
B 90P(D)

~ 90P(D) + .05[1 — P(D)]"

This number can be anywhere in [0, 1]. Indeed, suppose that we are
dealing with a disease that is known to be extinct. Thus, P(D) = 0. The
accuracy of the test remains the same: P(T|D) = .90, and P(T|D¢) = .05,
but we have other reasons to believe that the a priori probability of
having the disease is zero. Hence, whatever the test shows, your poste-
rior probability is still zero. If you test positive, you should attribute it
to the inaccuracy of the test (the term .05[1 — P(D)] in the denominator)
rather than to having the disease (the term .90P(D)). By contrast, if you
are in a hospital ward consisting only of previously diagnosed patients,
and your prior probability of having the disease is P(D) = 1, your pos-
terior probability will be 1 as well (and this will be the case even if you
tested negative).

To see why Kahneman and Tversky called this phenomenon “ignor-
ing base probabilities,” observe that what relates the conditional prob-
ability of A given B to the conditional probability of B given A is the
ratio of the unconditional (base) probabilities:

pb(A)
P(AIB) = pg) P(BIA);
and the confusion of P(B|A) for P(A|B) is tantamount to ignoring the
term P(A)/P(B).

B.6 Arrow’s Impossibility Theorem

Let N ={1,2,...,n} be the set of individuals, and let X be the set of
alternatives. Assume that X is finite, with |X| > 3. Each individual is
assumed to have a preference relation over X. For simplicity, assume
that there are no indifferences, so that for each i € N, there is a relation
Z,= X x X that is complete, transitive, and antisymmetric (namely,
x zZ;y and y z; x imply x = y.) Alternatively, we may assume that for
each individual i € N there is a “strictly prefer” relation >;c X x X that
is transitive and that satisfies

X#Yy & x>yory >ixl.
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(If z; is complete, transitive, and antisymmetric, its asymmetric part >;
satisfies this condition.)

The list of preference relations (=;,...,%,) = (Z;); is called a profile.
It indicates how everyone in society ranks the alternatives. Arrow’s
theorem does not apply to one particular profile but to a function that
is assumed to define a social preference for any possible profile of indi-

vidual preferences. Formally, let
R = {zc X x X| %z is complete, transitive, antisymmetric}

be the set of all possible preference relations. We consider functions
that take profiles, or n-tuples of elements in R into R itself. That is, the
theorem will be about creatures of the type

f:R"—=R.

Note that all profiles, that is, all n-tuples of relations (one for each in-
dividual), are considered. This can be viewed as an implicit assump-
tion that is sometimes referred to explicitly as “full domain.”

For such functions f we are interested in two axioms:

Unanimity Forall x,y e X, if x =,y Vie N, then xf((X;),)y-

The unanimity axiom says that if everyone prefers x to y, then so
should society.

Independence of Irrelevant Alternatives (IIA) For all x,y € X, (Z,);
(%) if x 2y & x Zjy, Vie N, then xf((X,),)y < f ((Z1),)y-

The IIA axiom says that the social preference between two spe-
cific alternatives, x and y, only depends on individual preferences be-
tween these two alternatives. That is, suppose we compare two
different profiles, (z,);, (Z/);, and find that they are vastly different
in many ways, but it so happens that when we restrict attention
to the pair {x,y}, the two profiles look the same: for each and every
individual, x is considered to be better than y according to %z, if and
only if it is better than y according to X/ . The axiom requires that
when we aggregate preferences according to the function f, and con-
sider the aggregation of (z;);, that is f((;);), and the aggregation of
(z!);, which is denoted f((});), we find that these two aggregated
relations rank x and y in the same way.

The final definition we need is the following;:

A function f is dictatorial if there exists j € N such that for every (z;);
and every x,y € X,
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(Z))y € x 2y

That is, f is dictatorial if there exists one individual, j, such that, what-
ever the others think, society simply adopts j’s preferences. We can fi-
nally state

Theorem 4 (Arrow) f satisfies unanimity and IIA iff it is dictatorial.

Arrow’s theorem can be generalized to the case in which the prefer-
ence relations admit indifferences (that is, are not necessarily antisym-
metric). In this case, the unanimity axiom has to be strengthened to
apply both to weak and to strict preferences.®

B.7 Nash Equilibrium

A game is a triple (N, (S;);.n, (hi);), where N ={1,...,n} is a set of
players, S; is the (nonempty) set of strategies of player 7, and

h,;sEHsi—wR

ieN

is player i’s vNM utility function.
A selection of strategies s = (s1,...,5,) € S is a Nash equilibrium (in
pure strategies) if for every i € N,

h(s) = h(s—i, t), Vt; € S;,

where (s_;,t;) € S is the n-tuple of strategies obtained by replacing s;
by t; in s. In other words, a selection of strategies is a Nash equilibrium
if, given what the others are choosing, each player is choosing a best
response.

To model random choice, we extend the strategy set of each player
to mixed strategies, that is, to the set of distributions over the set of
pure strategies:

Zi = {O‘i : S,‘ - [0,1]

Z ai(si) = 1}.

S,‘ES[

6. Other formulations of Arrow’s involve a choice function, selecting a single alternative
x € X for a profile (%z;);. In these formulations the IIA axiom is replaced by a monotonic-
ity axiom stating that if x is chosen for a given profile (z;);, x will also be chosen in any
profile where x is only “better,” in terms of pairwise comparisons with all the others.
This axiom is similar in its strengths and weaknesses to the IIA in that it requires that di-
rect pairwise comparisons, not concatenations thereof, would hold sufficient information
to determine social preferences.
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Given a mixed strategy o; € X; for each i € N, we define i’s payoff to
be the expected utility

Hi(al, .. .O'n) = Z [HUJ(S])‘| h,’(S),

seS |jeN

and we define a Nash equilibrium in mixed strategies to be a Nash
equilibrium of the extended game in which the sets of strategies are
(X;); and the payoff functions—(H;);.

Mixed strategies always admit Nash equilibria.

Theorem 5 (Nash) Let (N, (S;);.n- (hi);) be a game in which S; is finite
for each i.” Then it has a Nash equilibrium in mixed strategies.

7. Recall that in the formulation here N was also assumed finite.






( ' Exercises

Chapter 1 Feasibility and Desirability

1. In the first example we saw an instance of

impossible = undesirable,

whereas the second was an instance of

possible = undesirable.

The third example is one in which

desirable = possible,

and this raises the question, what would be an example in which
desirable = impossible?

2. Symmetry requires that we also look for examples in which
possible = desirable,

impossible = desirable,

undesirable = possible,

undesirable = impossible.

Can you find such examples?

3. George says, “I wish to live in a peaceful world. Therefore, I favor
policies that promote world peace.”

a. Explain why this statement violates the separation of feasibility and
desirability.

b. Suppose George thinks that if a peaceful world is impossible, he is
not interested in living any more, and further, he doesn’t care about
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anything else that might happen in this world, to himself or to others.
Explain why, under these assumptions, George’s statement is compati-
ble with rationality.

4. In the previous exercises, the symbol = referred to causal implica-
tion. First there is the antecedent (on the left side), and then, as a result,
the consequent (on the right side) follows. Another notion of implica-
tion is material implication, often denoted by —:

p—q iff —pvg (C.1)
iff —(pA—g).

Then some of the eight implications in exercises 1 and 2 are redundant.
Which are they?!

5. Convince yourself that for the material implication (C.1),
a. p — qis equivalent to g — —p,

but

b. p — g is not equivalent to g — p.

Chapter 2 Utility Maximization

1. To what degree is the function u in proposition 1 and theorem 2 (see
section B.1 in appendix B) unique? That is, how much freedom does
the modeler have in choosing the utility function u for a given rela-
tion z?

2. Assume that apart from preferences between pairs of alternatives
x Z yory Z x, more data are available, such as (1) the probability that
x is chosen out of {x,y}; or (2) the time it takes the decision maker to
make up her mind between x and y; or (3) some neurological data that
show the strength of preference between x and y. Consider different
representations of preferences, corresponding to (1)—(3), which will
also restrict the set of utilities one can ascribe to the decision maker.

3. Assume that X = R? and that because of some axioms, you are con-
vinced that your utility function should be of the form

u(x1,x2) = v1(x1) + v2(x2).

Discuss how this additional structure may help you to estimate your
own utility function, and contrast this case with the (end of the dia-
logue) we started out with.

1. Notation: —1p is the negation of p, i.e., not-p. v means or and A means and.
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4. Prove that if = is transitive, then so are > and ~.

5. Assume that = is complete. Prove that u represents = if and only if,
for every x,y € X,

x>y < u(x)>uly).

6. Assume that X = [0,1]* and that 3 is defined by
(x1,22) Z (1, 92)

if

1 >y

or

(1 =y1) and (x2 =)l

Prove that 2z is complete and transitive but not continuous. Prove

~

that = cannot be represented by any utility u (continuous or not).
Chapter 3 Constrained Optimization

1. You are organizing an interdisciplinary conference and wish to have
a good mix of psychologists, economists, and sociologists. There are
many scientists of each type, but the cost of inviting them grows with
distance; it is relatively inexpensive to invite those that are in your
city, but it gets expensive to fly them from remote countries. State the
problem as a constrained optimization problem. Is this a convex prob-
lem? What do the first-order conditions tell you?

2. Provide an example of a consumer problem in which the optimal
solution does not satisfy the first-order conditions. (Hint: Use two
goods and a simple budget set such as that defined by x; + x, < 100.)

3. Suppose you have to allocate a given amount of time among several
friends. Unfortunately, since they live far away, you can’t meet more
than one friend at the same time. Let x; be the amount of time you
spend with friend i. Formulate the problem as a constrained optimiza-
tion problem. Is it convex?

4. Show that in the presence of discounts for quantity (that is, the price
per unit goes down as you buy large quantities) the feasible set of the
consumer is not convex.

5. Show that the intersection of convex sets is convex.
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6. A half-space is defined by a (weak) linear inequality. That is,
for a linear function f:R"” — R and a number c e R, it is the set of
points

H(f,c)={xeR"|f(x) <c}.

Show that the intersection of (any number of) half-spaces is convex.
Chapter 4 Expected Utility

1. A concave utility function can explain why people buy insurance
with a negative expected value. And a convex utility function can ex-
plain why they buy lottery tickets, whose expected value is also nega-
tive. But how would you explain the fact that some people do both
simultaneously?

2. Assume that a decision maker’s preference > is representable by

median utility maximization. That is, for a function u : X — R, and a
lottery P € L, define

Z P(x) < %}

medpu = max{oc
u(x)<a

and
Pz Q & medpu > medqu

forall P,Q e L.

Show that 2z is a weak order but that it violates continuity and
independence.
3. If > is representable by median u maximization as in exercise 2,
how unique is u? That is, what is the class of functions v such that me-
dian v maximization also represents =?
4. Suppose that the utility function from money, u, is twice differen-
tiable and satisfies u’ > ¢ > 0 and u” < 0. Let X be a random variable
assuming only two values, with EX > 0.
a. Show that for every wealth level W, there exists ¢ > 0 such that

Eu(W + X)] > u(W).
b. Show that there exists a wealth level W such that for all w > W,

Elu(w + X)] > u(w).
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5. Show that if = satisfies the vNM axioms, then whenever P >~ Q,
P+ (1-0)Qz P+ (1-HQ iff a=p.

6. a. Show thatif x,y,z € X satisfy x > y > z (where we abuse notation
and identify each x € X with the lottery P, € L such that P.(x) =1),
there exists a unique o = «(x, y, z) such that

ox + (1 —a)z ~ y.

b. Assume that for some x,ze X, we have x z vy zz for all yeX.
Define

uly)=1 if y~x,
uly) =0 if y~z,
u(y) = a(x,y,z) if x>y>z

Explain why maximization of the expectation of u represents .

~

(Sketch the proof or, even better, write the complete proof formally.)
Chapter 5 Probability and Statistics

1. Explain what is wrong with the claim, “Most good chess players are
Russian; therefore a Russian is likely to be a good chess player.”

2. When one sails along the shores of the Mediterranean, it seems that
much more of the shoreline has hills and cliffs than one would have
thought. One theory is that the Earth was created with the tourism in-
dustry in mind. Another is that this is an instance of biased sampling.
Explain why.

(Hint: Assume that the Earth is unidimensional and that its surface
varies in slope. To be concrete, assume that the surface is made of the
segments connecting ((0,0), (90,10)) and ((90,10), (100,100)), where
the first coordinate denotes distance and the second height. Assume
that the height of the water is randomly determined according to a uni-
form distribution over [0,100]. Compare the probability of the shore’s
being at a point of a steep slope to the probability you get if you sam-
ple a point at random (uniformly) on the distance axis.)

3. Comment on the claim, “Some of the greatest achievements in eco-
nomics are due to people who studied mathematics. Therefore, all
economists had better study mathematics first.”
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4. Consider exercise 5, following (even if you do not solve it), and ex-
plain how many prejudices in the social domain may result from ignor-
ing base probabilities.

5. Trying to understand why people confuse P(A|B) with P(BJA), it is
useful to see that qualitatively, if A makes B more likely, it will also be
true that B will make A more likely.

a. Show that for any two events A, B,

P(A|B) > P(A|B°)
iff

P(A|B) > P(A) > P(A|B)
iff

P(B|A) > P(BJA®)

iff

P(B|A) > P(B) > P(BJA®),

where A€ is the complement of A. (Assume that all probabilities
involved are positive, so that all the conditional probabilities are well
defined.)

b. If the proportion of Russians among the good chess players is
higher than their proportion overall in the population, what can be
said?

6. Consider a regression line relating the height of children to that of
their parents. We know that its slope should be in (0,1). Now consider
the following generation, and observe that the slope should again be in
(0,1). Does this mean that because of regression to the mean, all the
population will converge to a single height?

Chapter 6 Aggregation of Preferences

1. In order to determine a unique utility function for each individual,
to be used in the summation of utilities across individuals, it was sug-
gested to measure an individual’s vNM utility functions (for choice
under risk) and to set two arbitrary outcomes to given values (shared
across individuals). Discuss this proposal.
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2. The Eurovision song contest uses a scoring rule according to which
each country ranks the other countries’ songs and gives them scores
according to this ranking. It has been claimed that the given scores
favor standard songs over more innovative ones. Does this claim make
sense? Is it more convincing when the score scale is convex or concave?

3. It turns out that for two particular individuals, Pareto domination
defines a complete relation. (That is, for every two distinct alternatives,
one Pareto-dominates the other.) Assume that

u(X) = {(u1(x), u2(x)) | x € X}
is convex. What can you say about the utility functions of these
individuals?

4. Assume that individual i has a utility function u;. For a = (a1, ...,
o) with o > 0, let

n
Uy = E oGiU;.
i=1

Show that if x maximizes u, for some o, it is Pareto-efficient.

5. Is it true that every Pareto-efficient alternative maximizes u, for
some «? (Hint: For n = 2, consider the feasible sets

X1 = {(x1,x2) | VX1 + VX2 < 1; x1,x2 = 0}

and
XZZ{(Xl,xZHXlz'FX%Sl; x1,x220},

where u; = x;.)

6. Show that under approval voting, it makes sense for each individ-
ual to approve of her most preferred alternative(s) and not to approve
of the least preferred one(s) (assuming that the voter is not indifferent
among all alternatives).

Chapter 7 Games and Equilibria
1. Suppose prisoner’s dilemma is played T times between two players.

Show that playing D is not a dominant strategy but that only Nash
equilibria still result in consecutive play of D.
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2. Consider the following story. In a certain village there are n married
couples. It is the case that if one married woman is unfaithful to her
husband, all other men are told about it immediately but not the hus-
band. This fact is commonly known in the village. The law of the land
is that if a husband knows that his wife has been unfaithful to him, he
must shoot her to death on the same night. But he is not allowed to
hurt her unless he knows that for sure.

One day a visitor comes to the village, gets everyone to meet in the
central square, and says, “There are unfaithful wives in this village.”
He then leaves.

That night and the following night, nothing happens. On the third
night, shots are heard.

a. How many shots were heard on the third night?
b. What information did the visitor add that the village inhabitants
did not have before his visit?

3. Consider an extensive form game, and show how a player might
falsify common knowledge of rationality (by deviating from the back-
ward induction solution). Show an example in which it may be in the
player’s best interest to do so.

4. Compute the mixed strategies equilibria in the following games (see
section 7.3 of main text):

Game 6. Pure Coordination 1
R L

R (1,1) (0,0)
L (0,0) (1,1)

Game 7. Pure Coordination 2

A B
Al (3,3) (0,0
B | (0,0) (1,1)

Game 8. Battle of the Sexes
Ballet Boxing

Ballet | (2,1) (0,0)
Boxing | (0,0) (1,2)

5. Show that a 2 x 2 game in which all payoffs are different cannot
have precisely two Nash equilibria.
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6. A computer sends a message to another computer, and it is com-
monly known that the message never gets lost and that it takes 60 sec-
onds to arrive. When it arrives, it is common knowledge (between the
two computers) that the message has indeed been sent and has arrived.
Next, a technological improvement was introduced, and the message
can now take any length of time between 0 and 60 seconds to arrive.
How long after the message was sent will it be commonly known that
it has been sent?

Chapter 8 Free Markets

1. Discuss the reasons that equilibria might not be efficient in the fol-
lowing cases:

a. A physician should prescribe tests for a patient.

b. A lawyer assesses the probability of success of a legal battle.

c. A teacher is hired to teach a child.

2. The dean has to decide whether to give a department an overall
budget for its activities or split the budget among several activities
such as conferences, visitors, and so forth. Discuss the pros and cons
of the two options.

3. Consider the student course assignment problem described in sec-
tion 8.4 of the main text. Show that for every # it is possible to have
examples in which 7 is the minimal number of students that can find a
Pareto-improving reallocation of courses.
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Chapter 1 Feasibility and Desirability

1. In the first example we saw an instance of

impossible = undesirable,

whereas the second was an instance of

possible = undesirable.

The third example is one in which

desirable = possible,

and this raises the question, what would be an example in which

desirable = impossible?

Solution You may be reflecting such a belief if you think, for in-
stance, that any potential spouse you may like is bound to be married.
Indeed, you may rely on statistics and a reasonable theory that says
when you like someone, so do others, and therefore the object of desire
is less likely to be available. But if we all believed that anything de-
sirable is automatically impossible, those desirable potential spouses
would end up remaining single. By analogy, it is true that one doesn’t
often see $100 bills on the sidewalk, but the reason is that they have in-
deed been picked up. Someone who sees the bill believes that it might
be real and is willing to try to pick it up. Thus, you are justified in
believing that something really worthwhile may not be easy to find,
but you would be wrong to assume that anything worthwhile is auto-
matically unreachable.
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2. Symmetry requires that we also look for examples in which
possible = desirable,

impossible = desirable,

undesirable = possible,

undesirable = impossible.

Can you find such examples?

Solution

possible = desirable. Habits may provide an example in which you do
not try to optimize and assume that something is what you want only
because you know you can have it.

impossible = desirable. By the same token, it would also be irrational to
want things just because you don’t have them. Whereas the previous
example leads to too little experimentation and may make you settle
for suboptimal solutions, this example might lead to too much experi-
mentation and not let you settle on an optimal solution even if you
found it.

undesirable = possible. The pessimistic assumption that you might be
doing something just because you hope not to is reminiscent of “If
something can go wrong, it will.”

undesirable = impossible. This is the optimistic version of the preceding,
a bit similar to “This won’t happen to me” (referring to negative events
such as accidents).

3. George says, “I wish to live in a peaceful world. Therefore, I favor
policies that promote world peace.”

a. Explain why this statement violates the separation of feasibility and
desirability.

b. Suppose George thinks that if a peaceful world is impossible, he is
not interested in living any more, and further, he doesn’t care about
anything else that might happen in this world, to himself or to others.
Explain why, under these assumptions, George’s statement is compati-
ble with rationality.

Solution This exercise is supposed to point out that people often
think about what they want and then reason backward to see what’s
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needed for that. This may be incompatible with rationality if they for-
get to ask what is feasible. In George’s case, if (as in 3b) he doesn’t care
about anything but his one goal, then it makes sense to ignore what is
precisely feasible. If peace is not feasible, he doesn’t care about any-
thing anyway. But for many people feasibility is important. Even when
people say they want peace at all costs, they do not literally mean it.
What we expect of rational decision makers is not to state just what is
desirable but also what is feasible.

4. In the previous exercises, the symbol = referred to causal implica-
tion. First there is the antecedent (on the left side), and then, as a result,
the consequent (on the right side) follows. Another notion of implica-
tion is material implication, often denoted by —-

p—gq iff —pvg (C1)
iff —(pA—g).

Then some of the eight implications in exercises 1 and 2 are redundant.
Which are they?!

Solution With material implication, p — g is equivalent to =g — —p
(see exercise 5, following). Hence,

possible — desirable

is equivalent to

undesirable — impossible,

and

possible — undesirable

is equivalent to

desirable — impossible.

Hence, half of the implications are redundant.

5. Convince yourself that for the material implication (C.1),
a. p — q is equivalent to =g — —p.
b. p — qis not equivalent to 4 — p.

1. Notation: —p is the negation of p, i.e., not-p. v means or and A means and.



66 Appendix D

Solution

Part 5a  First, using proof by negation, assume that p — ¢q. We want to
show that =g — —p. Assume that indeed —g, that is, g is false. Ask
whether p can be true. If it were (contrary to what we want to show),
then we could use p — g to conclude that g is true as well, in contradic-
tion to the assumption —g. Hence, by assuming —g, we obtained —p,
which is the first part of what we wanted to prove.

Another way to see part 5a is to observe that p — q is simply the
statement, “We cannot observe p and not-g simultaneously.” That is, of
the four possible combinations of truth values of p and of g, only three
combinations are possible. The possible ones are marked by +, and the
impossible one, by —:

qis false  qis true

p is false + +
p is true - +

If we denote “p is true” by A and “g is false” by B, the statement
p — q means that A and B cannot happen together. To say that two
events, A and B, are incompatible is like saying “If A, then not B,” or
“If B, then not A.”

Part 5b  This is the converse. That is, assume —1g — —p; then p — g. We
could go through a similar proof as for part 5a (or use the previous
one), observing that ——p <> p and =g < .

To see part 5b, take a simple example such as “Because all humans
are mortal, mortal — human.” But because dogs are also mortal, it is
false that mortal — human. This looks trivial in such simple examples,
and yet people make such mistakes often in the heat of a debate or
when probabilities are involved.

Chapter 2 Utility Maximization
1. To what degree is the function u in proposition 1 and theorem 2 (see
section B.1 in appendix B) unique? That is, how much freedom does the

modeler have in choosing the utility function u for a given relation 2?

Solution The utility function is unique up to a monotone transforma-
tion. That is, if u represents 2, then so will any other function
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v:X—R

such that there exists a (strictly) monotonically increasing

f:R—R

for which

o(x) = f(u(x)) (D.1)

for every x € X. Conversely, if both 1 and v represent 7, it is easy to see
that for every x,y € X,

u(x) > u(y) < ov(x) > o(y),

and this means that there exists a (strictly) monotonically increasing
f R — R such that (D.1) holds.

2. Assume that apart from preferences between pairs of alternatives
X Z yory Z x, more data are available, such as (1) the probability that
x is chosen out of {x,y}; or (2) the time it takes the decision maker to
make up her mind between x and y; or (3) some neurological data that
show the strength of preference between x and y. Consider different
representations of preferences, corresponding to (1)—(3), which will
also restrict the set of utilities one can ascribe to the decision maker.

Solution Assume that in reality there exists some numerical measure
of desirability, u(x), which is not directly observable. Yet we may find
the following observable manifestations of this measure:

* The probability of choosing x out of {x,y} may be increasing as a
function of the utility difference, u(x) — u(y). The standard model
implicitly assumes that this probability is

1 u(x) > u(y)
Pr(x_over_y) =4 .5 u(x)=u(y) (D2)
0 u(x) <u(y)

but this discontinuous function is not very realistic. Instead, we may
consider a function such as the cumulative distribution function of the
normal (Gaussian) distribution with parameters (0, ¢), namely,

1 (x)—u(

v,
Pr(x_over_y) = [ e IV gy

J—o0
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such that Pr(x_over_y) converges to (D.2) as ¢ — 0. This function
would make utility differences observable by the probability of choice.

+ The standard model ignores response time, or the time it takes the
decision maker to reach a decision. We might consider a function such
as

R(x,t) = ¢ + de” -1’

such that ¢ > 0 is the minimal response time, obtained when the choice
is very clear (when the absolute difference between the utility levels is
approaching infinity), and the maximal response time, ¢+ d, is ob-
tained when the two alternatives are equivalent in the eyes of the deci-
sion maker.

+ Finally, the standard model treats anything that goes into our brains
as unobservable. But recent neurological studies identify zones of the
brain that tend to be activated when the alternatives are close to equiv-
alent but not otherwise. Thus, neurological data may be another source
of information on the strength of preferences.

Overall, the model in which the utility function is “only ordinal” and
we therefore cannot discuss strength of preferences is a result of our
highly idealized assumption that only choice is observable and that
choice is deterministic, as in (D.2). It is our choice to focus on such a
model. In reality, much more information is available, and this addi-
tional information may suffice to pinpoint a cardinal utility function,
one that is more or less unique, at least up to a linear transformation of
the type

o(x) = oau(x) + p
with o > 0.

3. Assume that X = R? and that because of some axioms, you are con-
vinced that your utility function should be of the form

u(x1,x2) = v1(x1) + v2(x2).

Discuss how this additional structure may help you to estimate your
own utility function, and contrast this case with the (end of the dia-
logue) we started out with.

Solution In this case, one can try to learn something about one’s pref-
erences in complex choices from one’s preferences in simple ones. For
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example, suppose that after intensive introspection you realize that
your preferences satisfy

(x1,%2) ~ (Y1, 42)
and
(Zl,xz) ~ (wuyz)-

The first equivalence means that

01(x1) — 01(y1) = 02(y2) — V2(x2), (D.3)
and the second, that
01(21) — v1(w1) = V2(y2) — v2(x2). (D4)

Next suppose also that

(x1,52) ~ (y1,72),

which means that

01(x1) = v1(y1) = v2(r2) — V2(52)- (D.5)
It then follows that we should also have

(21,82) ~ (w1,72)

because we already know that (combining (D.3) and (D.4))

01(z1) — v1(w1) = 02(y2) — v2(x2) = v1(x1) — V1(¥1)

and because of (D.5), also

01(z1) —v1(wr) = v1(x1) — V1(y1) = Va2(r2) — V2(52).

In other words, additional structure on the utility function will make
the elicitation of utility a noncircular exercise.

4. Prove that if - is transitive, then so are > and ~.

Solution In this type of proof the main thing is to keep track of what
is given and what is to be proved. Most mistakes in such exercises arise
from getting confused about this. Also, much of the proof is a transla-
tion of the symbols using their definitions. For these reasons it is
best to write things down very carefully and precisely, even though it
might seem silly or boring.
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Let us begin with ~. Assume that (for some x,y,z € X) x ~ y and that
y ~ z. We need to show that x ~ z. Let us first translate both premise
and desired conclusion to the language of the relation > about which
we know something (i.e., that it is transitive).

By definition of ~, x ~ y means that

xzy and yXZux, (D.6)

whereas y ~ z is a shorthand for

yZzz and zZy. (D.7)
What we need to prove is that y ~ z, namely, that

xZz and z 2z «x. (D.8)

The first parts of (D.6) and (D.7) are, respectively, x Z y and y X z,
and given the transitivity of 2, they yield x  z. This is the first part of
(D.8).

Similarly, the second parts of (D.6) and (D.7) are, respectively, y = x
and z %z y, which given transitivity of 2 imply z 2 x. This is the second
part of (D.8).

Since this is true for any x, y, z with x ~ y and y ~ z, transitivity of ~
has been established.

Next turn to transitivity of >. Assume that (for some x,y,z € X)
x>y and y > z. We need to show that x > z. Again, let us translate
both the premises and the desired conclusion to the language of .

By definition of >, x > y means that

xZy and —(y zx), (D.9)

whereas y >~ z is the statement

yzz and —(zzy). (D.10)
We need to show that x > z, which means

xZzz and —(z Zx). (D.11)

The first part of (D.11) follows from the first parts of (D.9) and of
(D.10) by transitivity of . The second part of (D.11) will be proved by
negation. Suppose that, contrary to our claim, z 2z x does hold. Com-
bining this with x > y (the first part of (D.9)), we get, by transitivity of
>, that z z y. But this would contradict the second part of (D.10).
Hence z 2z x cannot be true, and the second part of (D.11) is also true.
Again, this holds for every x, y, z, and this completes the proof.
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5. Assume that 2 is complete. Prove that u represents % if and only if,
for every x,y € X,

x>y < ux) > uy).

Solution The simplest way to see this is to observe that for real num-
bers a, b,

—(a=b)<b>a,

and, because  is complete, a similar fact holds for preferences: for

~

every z,w € X,
“(xzy) ey

Once this is established, we can use the contrapositive (exercise 5a in
the previous section (chapter 1)) to conclude the proof. But before we
do so, a word of warning. We know that

xzy < u(x)>uy), Vx,y € X, (D.12)
and we need to show that
x =y < ulx)>uy), Vx,y € X. (D.13)

This is rather simple unless we get ourselves thoroughly confused with
the x’s in (D.12) and in (D.13). It is therefore a great idea to replace
(D.13) by

z = w < u(z) > u(w), Vz,w e X. (D.14)

You can verify that (D.13) and (D.14) mean the same thing. Since we
range over all x, y in (D.13) and over all z, w in (D.14), these variables
have no existence outside the respective expressions. Replacing “all x”
by “all z” is similar to changing the index inside a summation. That is,
just as

n n
d_a=)_a
i=1 =1
the statements (D.13) and (D.14) are identical.
If we agree on this, we can now observe that, for every x, y,
xZy=u(x) =uy)

is equivalent to
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~(u(x) = u(y)) = (x 2 )
or to
u(y) > u(x) =y > x.
Thus, for every z(= y), and w(= x),
u(z) > u(w) =z = w.
Similarly, for every x, y,
u(x) > uly) = x 2 y
is equivalent to
S 2 ) = () = u(y))
or to
y>=x=u(y) > u(x)
and, again, for every z(=y), and w(= x),
z>=w = u(z) > u(w).
6. Assume that X = [0,1]? and that 3> is defined by
(x1,%2) Z (y1,42)
if
1 >y
or
[(x1 =y1) and (x2 >y2)].

Prove that = is complete and transitive but not continuous. Prove that
% cannot be represented by any utility u (continuous or not).

If xq >y, then (x1,x2) Z (y1,y2). Similarly, y1 > x; implies (y1,12) Z
(x1,x2). We are left with the case x; =y;. But then x >y, (and
(x1,%2) Z (y1,42)) or y2 > x; (and then (y1,12) Z (x1,x2)).

Next turn to transitivity. Assume that (x1,%2) = (1,y2) and
(y1,y2) Z (z1,22). If x1 > 1, or y1 >z, then x; >z and (x1,%2) Z
(z1,22) follows. Otherwise, x; = y1 = z1. Then (x1,x2) Z (y1,12) implies

Solution To see that - is complete, consider (x1,x) and (y1,y2).
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X2 =1, and (y1,Y2) Z (z1,22) implies y, > z,. Together we have
X >z, which implies (since we already know that x; =z;) that
(x1,%2) X (21,22)-

To see that continuity does not hold, consider y = (y1,y2) with

= 0.5,
yZ = 17
and the set

B(y) = {(x1,%2) | (y1,y2) = (x1,%2)}.

You can verify that (0.5,0) € B(y), but for every ¢ > 0, (0.5 + ¢,0) ¢ B(y)
(because (0.5+¢,0) > (0.5,1) =y). Hence B(y) is not open, which is
sufficient to show that continuity of % does not hold.

We know from Debreu’s theorem that > cannot be represented by
a continuous utility function. This can also be verified directly in this
example. Indeed, if there were a continuous u that represented 2, we
would have

u((0.5+¢,0)) > u(y) > u((0.5,0)) (D.15)
for every ¢ > 0. But this is incompatible with continuity because
(0.54¢,0) — (0.5,0)

as ¢ — 0, and continuity would have implied that

u((0.5+¢,0)) — u((0.5,0)),

whereas (D.15) means that the left side of the preceding statement is
bounded below by a number (u(y)) strictly larger than u((0.5,0)).

To see that no utility function can represent = requires a little more
knowledge of set theory. We can try intuition here. If u represented =,
then the function

w(z) = u((2,0))

has a discontinuity from the right at z = 0.5. That is, as we have just
seen,

lim u((z +¢,0)) > u((z,0)).

£—

By now we don’t expect u to be continuous. But the above is true not
only for z = 0.5 but for any z € (0,1). And w(z) is a monotone function
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(the higher is z, the better is (z,0) and the higher should be u((z,0)) =
w(z)).

The contradiction arises from the fact that a monotone function can
have jumps, but not everywhere. Roughly, this has to do with the fact
that the set of jumps of a monotone function is countable, whereas the
interval (0, 1) is not.

This lexicographic example might seem like a mathematical oddity.
But lexicographic relations often appear in everyday speech. For in-
stance, one can imagine a politician’s saying that we will give the pub-
lic the best health care possible, but subject to this level of health care,
we will save on costs. Or that we will promote minority candidates,
provided that we do not compromise on quality. These are examples
of lexicographic relations. These are also often examples of dishonesty.
Typically, trade-offs do exist. If one needs to save money on health
care, one might have to compromise on the quality of health care. If
one wants to promote a social agenda and help minorities, one might
have to compromise on quality. Politicians often try to disguise such
compromises. This lexicographic example, showing that we can easily
describe a function that cannot be represented numerically, suggests
that perhaps politicians do not really mean what they say. That is, it
might be more honest to describe a continuous trade-off, as in, “We
have to cut on health costs, and we will try to do it without hurting
the quality of the service too much.” Or, “It’s important to have affirma-
tive action, and we are willing to pay some price for that.” When you
hear someone describing preferences lexicographically, ask whether
they really mean what they say.

Chapter 3 Constrained Optimization

1. You are organizing an interdisciplinary conference and wish to have
a good mix of psychologists, economists, and sociologists. There are
many scientists of each type, but the cost of inviting them grows with
distance; it is relatively inexpensive to invite those that are in your
city, but it gets expensive to fly them from remote countries. State the
problem as a constrained optimization problem. Is this a convex prob-
lem? What do the first-order conditions tell you?

Solution Suppose that you invite x; psychologists, x, economists,
and x3 sociologists, and make the unrealistic but convenient assump-
tion that these are real numbers, that is, that scientists are divisible. Let
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u(x1,x2,x3) be a measure of how good the conference is as a function
of the number of scientists invited from each group. An even more un-
realistic assumption here is that all psychologists are interchangeable,
as are all economists (among themselves) and all sociologists. This is
implicit in the formulation asking “How many should we invite?”
while ignoring their identity.

The story implicitly refers to only one constraint, namely, cost. How-
ever, it is clear that cost is not linear because it grows with distance. Let
ci(x;) be the cost of inviting x; scientists of type i (1 for psychologists, 2
for economists, and 3 for sociologists), and let B be the overall budget.
The optimization problem is then

max u(x1,X2,X3)
X1,X2,X3

subject to
c1(x1) + c2(x2) + ¢c3(x3) < B
x>0

This will be a convex problem provided that the cost functions are
weakly convex and that the utility function is quasi-concave. Specifi-
cally, if the cost functions are (weakly) convex, then for every i=
1,2,3, every x;,y; > 0, and every a € [0, 1],

aci(xi) + (1 — a)ei(yi) = ci(oxi + (1 — 2)yi),

and this means that x = (x1,x2,x3) and y = (y1, 2, y3) are in the feasi-
ble set, then so is ax + (1 — a)y. Non-negativity of x; and of y; implies
non-negativity of ax; + (1 — a)y;, and

3 3
D ciloxi+ (T—ay) < Y _foei(x) + (1 — @)ci(ys)]

i=1 i=1

i=1 i=1

Quasi-concavity of u means precisely that the “better than” sets are
convex, that is, the set

{x e R |u(x,x2,%5) > 7}
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is convex for every y. With a convex feasible set and convex “better
than” sets, the problem is convex.

The first-order conditions can be obtained from taking the deriva-
tives of the Lagrangian,

L(x1,x2,x3,4) = u(x1,%2,%3) + A[B — c1(x1) + c2(x2) + c3(x3)],
which yield

oL

e = ui(x1, x2,x3) — Ac}(xi),

with u;(x1,x2,x3) = (f—f(’ u(x1,x2,x3). Equating all to zero, we get

1u;(x1, %2, X3)

=
ci(xi) ’

that is, the ratio of the marginal utility to marginal cost should be the
same across all decision variables x;. Given that the problem is convex,
if we find such a point, it is optimal. Note, however, that such a point
may not exist, and the optimal problem may well be at a corner solu-
tion, for example, if sociologists turn out to be too expensive and the
optimal solution is to invite none of them (x3 = 0).

2. Provide an example of a consumer problem in which the optimal
solution does not satisfy the first-order conditions. (Hint: Use two
goods and a simple budget set such as that defined by x; + x, < 100.)

Solution Given the budget constraint x; + x, < 100, consider the util-
ity function

u(xl,xz) = 2X1 + Xs.

Clearly, the optimal solution is at (100, 0). You can also generate such
an example if the utility function is strictly quasi-concave. All you
need to guarantee is that the slope of the indifference curves will be
steep enough so that there will be no tangency point between these
curves and the budget line. Specifically, if throughout the range

!

—>1
Uz

)

the optimal solution will be at (100,0) without the marginality condi-
tion holding.
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3. Suppose you have to allocate a given amount of time among several
friends. Unfortunately, since they live far away, you can’t meet more
than one friend at the same time. Let x; be the amount of time you
spend with friend i. Formulate the problem as a constrained optimiza-
tion problem. Is it convex?

Solution The problem might look like

max u(xy,...,x,)
X1yees Xn

subject to
X1+ +x <B
x;i >0

that is, like a standard consumer problem where the prices of all goods
are 1.

If you like to see each friend as much as possible, u will be mono-
tonically increasing. For the problem to be convex, you would like u to
be quasi-concave. That is, consider two feasible time allocation vectors,
(x1,...,%,) and (y1,...,yn). If each guarantees a utility value of c at
least, so should

Aty eyxn) + 1=y Yn)-

This is a reasonable condition if at any level of the variables, you
prefer to mix and have some variety. But it may not hold if the values
are too low. For instance, if you mainly derive pleasure from gossip, it
seems that frequent changes among friends is a great thing. But if you
wish to get into a deep conversation about your emotional life, you
may find that one hour with one friend is better than six ten-minute
sessions with different friends.

4. Show that in the presence of discounts for quantity (that is, the price
per unit goes down as you buy large quantities) the feasible set of the
consumer is not convex.

Solution Suppose that the prices of goods 1 and 2 are p; =p, =1,
and that you have income of I = 200. But if x; > 100, the price of good
1 drops to 1/2. Then the feasible (budget) set is bounded above by
the segment connecting (0,200) and (100, 100) (for 0 < x; < 100) and
by the segment connecting (100,100) and (300,0). Thus, the points
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A =(0,200) and B =(300,0) are in the feasible set, but the point
(100, 1331), which is on the segment connecting them, is not in the fea-
sible set.

5. Show that the intersection of convex sets is convex.
Solution Let there be two convex sets A, B = R". Consider C = ANB

= {x|x € A and x € B}. To see that C is convex, consider x,y € C and
A €10,1]. We need to show that

x4+ (1-AyeC.

By convexity of A (and since x,y € A), we get Ax + (1 — )y € A. Simi-
larly, Ax + (1 — A)y € B. But this means that Ax + (1 — A)y is both in A
and in B, that is, in their intersection, C.

6. A half-space is defined by a (weak) linear inequality. That is, for a
linear function f : R” — R and a number c € R, it is the set of points

H(f,c) ={xeR"|f(x) <c}.
Show that the intersection of (any number of) half-spaces is convex.

Solution First, we need to convince ourselves that a single half-space
is convex. To see this, assume that

x,y € H(f,c),

that is,

. ) <.

Because f is linear, for any A € [0, 1] we have
FUx+ (1= Dy) = 2 () + (1= Df(y):
hence

flx+(1-2)y) <c

and

x+(1—-AyeH(f,c),

that is, H(f, c) is convex.
Next, we show that any intersection of convex sets is convex. We fol-
low the same reasoning that applied in exercise 5 for two sets to any
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collection of sets. That is, assume that {A,}, is some collection of
convex sets, where o is an index that ranges over a certain set. (If
assumes only finitely many values, you can apply the conclusion of ex-
ercise 5 inductively. But the fact is true even if there are infinitely many
o’s.) Then

A" =NA, = {x|x e A, Va}

is convex because for any x,y € A* and any Z € [0, 1], we have
X,y € Aq, Vo,

and by convexity of A,,

x+(1-AyeA,, Va,

and this means
x4+ (1-AyenA, =A".

Hence, x,y € A* implies that Ax + (1 — 1)y € A* for any A € [0,1], and
this is the definition of a convex set.

Chapter 4 Expected Utility

1. A concave utility function can explain why people buy insurance
with a negative expected value. And a convex utility function can ex-
plain why they buy lottery tickets, whose expected value is also nega-
tive. But how would you explain the fact that some people do both
simultaneously?

Solution One explanation is that the utility function looks like an in-
verse S: concave up to a certain point and convex thereafter. Imagine
that w is the inflection point, the wealth level above which u is convex
and below which it is concave. Then, if the decision maker is at w,
considering a major loss (as in the case of insurance), she behaves in a
risk-averse manner, but considering a major gain (as in a lottery), she
behaves in a risk-loving manner.

The problem with this explanation is that it seems unlikely that all
the people who both insure their property and buy lottery tickets are
at the inflection point of their utility function. Another explanation is
that this inflection point moves around with the current wealth level:
the utility function depends on the wealth the individual already has.
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This is very similar to the idea of a reference point (Kahneman and
Tversky 1979). They argued that people respond to changes in the
wealth level rather than to absolute levels of wealth. Moreover, they
suggested that people react differently to gains as compared to losses.
However, they found in their experiments that people are risk-averse
when it comes to gains and risk-loving when it comes to losses. This
appears to be in contradiction to the S-shaped utility function. At the
same time, the sums of gains and losses involved in lotteries and insur-
ance problems are much larger than the sums used in experiments.

Another explanation of the gambling behavior is that gambling is
not captured by expected utility maximization at all. Rather, gambling
has an entertainment value (people enjoy the game) or a fantasy value
(people enjoy fantasizing about what they will do with the money they
win). And these cannot be captured by expectation of a utility function,
which is defined over outcomes alone.

2. Assume that a decision maker’s preference  is representable by

median utility maximization. That is, for a function u : X — R, and a
lottery P € L, define

u(x)<a }

Z P(x) <

NI =

medpu = max{oc

and
Pz Q & medpu > medgu

forall P,QeL.
Show that %z is a weak order but that it violates continuity and
independence.

Solution To see that > is a weak order, it suffices to note that it is

defined by maximization of a real-valued function. Since every lottery
P is mapped to

V(P) = max{cx

Z P(x) < %},

u(x)<a

and the decision maker maximizes V(P), the relation is complete and
transitive (as is the relation > on the real numbers).

To see that  is not continuous, assume for simplicity that X =R
and u(x) = x, and consider the lotteries P, Q, R defined as follows:
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p_ {10 0.5.
0 05

Q guarantees outcome 5 with probability 1; and R guarantees the out-
come 0 with probability 1. Then

V(P)=10, V(Q) =5  V(R)=0;
hence

P>Q >R

However, for any « € (0, 1),

V(aP+ (1 —a)R) =0 < V(Q)

and

Q= aP+ (1 -o)R,

which contradicts the continuity axiom.
As for independence, consider the same P, Q, R, and observe that

P>Q,

but if we mix them with R and o« = 0.7, we get

V(0.7P + 0.3R) = 0,

V(0.7Q +0.3R) =5,

and

0.7Q +0.3R = 0.7P 4+ 0.3R

in violation of the independence axiom, which would have implied
oP 4+ (1 —o)R > aQ + (1 —a)R.

3. If x is representable by median # maximization as in exercise 2,
how unique is u? That is, what is the class of functions v such that me-
dian v maximization also represents ?

Solution In this case, u is unique up to (any) monotone transforma-
tion. The median ranking depends only on the ordering of the various
outcomes, and thus any transformation that preserves this ordering
can also serve as the utility function.
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4. Suppose that the utility function from money, u, is twice differen-
tiable and satisfies u’ > ¢ > 0 and u” < 0. Let X be a random variable
assuming only two values, with EX > 0.

a. Show that for every wealth level W, there exists ¢ > 0 such that

E[u(W + &X)] > u(W).
b. Show that there exists a wealth level W such that for all w > W,

Elu(w + X)] > u(w).

Solution Assume that

a.p
X= {b 1-p
witha > 0> band EX = pa + (1 — p)b > 0. Denote this expectation by
c=EX.
We know that if the utility function were linear (1" = 0), the deci-

sion maker would prefer to add oX to her current wealth level w, for
any « > 0 and any w. This is so because for a linear u,

Elu(w + aX)] = u(w) + «EX > u(w).

For risk-averse decision makers, this may not hold in general.
However, we should expect it to be true if u can be approximated
by a linear function, that is, if the decision maker is roughly risk-
neutral.

In parts 4a and 4b, we have different reasons for thinking of the deci-
sion maker as roughly risk-neutral, that is, to approximating her utility
function by a linear one. In the first case, the approximation is local,
with the tangent to the utility function’s graph as the linear approx-
imation. In the second case, the utility function has a decreasing but
positive derivative, and it therefore has to converge to a constant de-
rivative, that is, to a linear function. More details follow.

Part 4 Here we want to approximate u(x) by

v(x) = u(W) + (x = W)u'(W),

that is, by the tangent to the curve of u at W.
To simplify notation, we may change the variable so that W = 0.
(Formally, introduce a new variable y = x — W.) Also, since u is given
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up to a positive linear transformation, no loss of generality is involved
in assuming that #(0) = 0 and #'(0) = 1. Under these assumptions, we
also have

v(x) = x.

Thus, the expected v-value of aX is simply ac > 0, for any o > 0.

Differentiability of # means that
u(x) —x
x

—y-0 0.

Now consider the expected utility of w + ¢X = eX. We have
E[u(eX)] = pu(ea) + (1 = p)u(eb),

and we wish to approximate it by the expected utility of v(x) = x,
which is

EleX] =pea+ (1 — p)eb = ec > 0.
Explicitly,
Efu(eX)] = pu(ea) + (1 — p)u(cb)
— pea + plu(en) — ea] + (1 — p)eb + (1 — p)ueb) — eb]

= &c + pea [7u(8a2a_ ga} + (1 —p)eb {711(8!217_ ab]

e el

E[u(geX)] —cpa {u(saza— sa] (1= {u(sbzb— sb] '

Since the two expressions in brackets converge to zero as ¢ — 0, the ex-
pression converges to ¢ > 0. This proves our claim.

The meaning of this result is that if a decision maker has a constant
(risk-free) asset W, and she has the opportunity to invest in an asset X
with positive expected value, she would invest at least some amount
¢ > 0 in the asset X, even if she is risk-averse.

This conclusion may not be entirely realistic because the expected
utility gain, for a very small &, may not exceed the transaction cost
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(say, of buying an asset), and it may be also just too small for the deci-
sion maker to notice.

Part 4b  Since the derivative of the utility function, ', is positive and
decreasing (because u is increasing and concave), we know that it con-
verges to a limit:

u'(w) oo d=0>0

(the notation “\, means “converges from above”).
Consider the expected utility of getting the asset X with initial assets
fixed at w:

Efu(w+X)] = pu(w +a) + (1 - pJu(w +b).

We wish to show that for a large enough w the expected utility is
higher than Eu(w) = u(w). That is, we wish to show that the following
expression is positive (for w large enough):

Efu(w + X)] — u(w).
Observe that
Efu(w + X)] - u(w)
= pu(w +a) + (1 - plu(w + b) — [pu(w) + (1 - pju(w)]
— plu(w +a) — u(w)] + (1 — p)fu(w + b) — u(w)).

We know that a difference of the values of a differentiable function be-
tween two points is equal to the distance between the points times the
derivative at some point between them. That is, for w and w + a, there
exists w’ € [w, w + a] such that

u(w+a) — u(w) = au'(w'),

and there also exists w” € [w + b, w] such that
u(w + b) — u(w) = bu'(w").

Using these, we can write

E[u(w + X)] — u(w)

= pau'(w') + (1 — p)bu’(w")
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= pau'(@') + (1 = p)bu'(w’) + (1 = p)blu'(w") — u’ (w")]
=cu'(w') + (1= p)blu' (@") — u'(w")]

u/(w//) _ ul(wl)

=u'(w')|c+ (1—p)b W)

Asw — oo, w',w” € [w+ b, w + a] also converge to infinity, and u'(w’),
u'(w") — d. This implies that

u/(wl) _ u/(w//) N 0,

and because the denominator u'(w’) > d > 0, the expression in brack-
ets above converges to ¢ > 0. Hence, the entire expression converges to
dc >0, and for all w from that point on, E[u(w + X)] will be strictly
higher than u(w).

The meaning of this result is that when one becomes very rich, one
tends to be risk-neutral. This may not be realistic because, as Kahne-
man and Tversky pointed out, people react to changes in their refer-
ence point, not to absolute levels of overall wealth.

5. Show that if = satisfies the vNM axioms, then whenever P >~ Q,
aP+(1-0)QZ P+ (1-p)Q iff a>p.
Solution Assume that P > Q. Consider a € (0,1). Use the indepen-
dence axiom with P, Q, and R = Q to obtain
oP+ (1 —a)Q > Q,
and the same axioms with P, Q, and R = P to obtain
P~ aP+ (1 - a)Q.
Thus, whenever P >~ Q,
P>aP+(1—-a)Q > Q.

Next, consider o, ff € (0,1). If « = f, then the equivalence P + (1 — «)Q
~ P+ (1 - p)Q is trivial (because it is precisely the same lottery on
both sides). Assume, then, without loss of generality, that o > f. The
point to note is that fP + (1 — £)Q can be described as a combination
of oP + (1 — «)Q and Q. Specifically, denote

P'=aP+ (1-a)Q,
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Q=0

yzg € (0,1).

Then we have P’ > Q’, and by the first part of the proof,

P' = yP' + (1 -9)Q’,
but

yP'+ (1 —=9)Q" =y[aP+ (1 —)Q] + (1-7)Q

:ﬂ[ocP+(1—oc)Q]+< —f)Q

o
and the conclusion aP + (1 — 2)Q =P’ = P + (1 — B)Q follows.

6. a. Show that if x,y,z € X satisfy x > y > z (where we abuse notation
and identify each x € X with the lottery Py € L such that P.(x) =1),
there exists a unique « = a(x, y, z) such that

ox + (1 —a)z ~y.

b. Assume that for some x,ze€ X, we have x Zy z z for all ye X.
Define

uly) =1 if y~ux,
u(y) =0 if y~z,
u(y) = a(x,y,z) if x>y>z

Explain why maximization of the expectation of u represents x.

~

(Sketch the proof or, even better, write the complete proof formally.)

Solution

Part 6a Consider the sets
A={ae0,1]|ox+ (1 — o)z > y}
and

B={ae[0,1]|y > ox + (1 — o)z}
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We know that 0 € B and 1 € A, and from exercise 5, we also know
that both A and B are contiguous intervals. Obviously, they are dis-
joint. The question is, can they cover the entire segment [0, 1], or does
there have to be something in between?

The answer is given by the continuity axiom. It says that both A
and B are open: if « is in A, then for a small enough ¢, « — ¢ is also in A.
Similarly, if o € B, then for a small enough ¢, o + ¢ € B. Together, this
implies that A and B cannot cover all of [0, 1], and a point

o€ [0,1]\(AUB)
has to satisfy
ox + (1 —a)z ~ y.

To see that this « is unique, it suffices to use exercise 5. The strict
preference between x and z implies that no distinct «, # can yield an
equivalence

ox+(1—o)z~y~px+(1—p):z
Part 6b  Consider a lottery

P = (p1,x1; P2, X25 - - .3 Pus Xnr)-

Since

x1 ~ a(x,x1,z)x + (1 — a(x, x1,x))z,

we can replace x; in the lottery by o(x,x1,z)x + (1 — a(x, x1,2))z. More
precisely, the independence axiom says that when we mix x; (with
probability « = p;) with

PZ Pn
’x ;"'; ,xn b
(1 - 1-p >

we might as well mix a(x, x1,z)x + (1 — a(x,x1,z))z with the same lot-
tery (and same « = p;). This gives us a lottery that is equivalent to P
but does not use x;. (It uses x, z, though.)

Continuing this way n times, we replace all the other outcomes by x,
z. If we then calculate the probability of x in this lottery, we find that it
is precisely

Zpia('x7 Xi, Z) = Zpiu(xi)a
i=1 i
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that is, the expected utility of the lottery according to the preceding
utility function.

Chapter 5 Probability and Statistics

1. Explain what is wrong with the claim, “Most good chess players are
Russian; therefore a Russian is likely to be a good chess player.”

Solution As explained in chapter 5 of the main text, this is a classical
case of ignoring base probabilities, that is, of confusing the probability
of A given B with that of B given A. It is possible that P(A|B) is high
while P(B|A) is low.

2. When one sails along the shores of the Mediterranean, it seems that
much more of the shoreline has hills and cliffs than one would have
thought. One theory is that the Earth was created with the tourism in-
dustry in mind. Another is that this is an instance of biased sampling.
Explain why.

(Hint: Assume that the Earth is unidimensional and that its surface
varies in slope. To be concrete, assume that the surface is made of the
segments connecting ((0,0),(90,10)) and ((90,10), (100,100)), where
the first coordinate denotes distance and the second height. Assume
that the height of the water is randomly determined according to a uni-
form distribution over [0,100]. Compare the probability of the shore’s
being at a point of a steep slope to the probability you get if you sam-
ple a point at random (uniformly) on the distance axis.)

Solution The hint here basically gives the answer. Once you draw
the curve, if you select a point at random (with a uniform distribution)
on the x axis, the steep slope has probability of 10 percent of being
chosen. If you select a random point on the y axis (again, using a uni-
form distribution), you get a probability of 90 percent for the steep
slope. Thus, if you look around the Earth from a plane, it seems that
mountains are very rare. But if you pour water (presumably a random
quantity that generates a uniform distribution over the height of the
water surface), you're much more likely to have the water height be at
a steep slope.

Similarly, if I spend 11 hours and 50 minutes at home, run for ten
minutes to get to my office, spend another 11:50 hours there, and run



Solutions 89

back, people who see me at a random point on the street might think
that I'm running a very hectic lifestyle. But if you randomly sample
me over time, you're most likely to conclude that I don’t move at all.

3. Comment on the claim, “Some of the greatest achievements in
economics are due to people who studied mathematics. Therefore, all
economists had better study mathematics first.”

Solution Again, this is the same issue. It’s possible that the probabil-
ity of mathematical background given achievements in economics is
high, but this doesn’t mean that the probability of economic achieve-
ments given a mathematical background is also high.

4. Consider exercise 5, following (even if you do not solve it), and ex-
plain how many prejudices in the social domain may result from ignor-
ing base probabilities.

Solution Think of a social prejudice, say, associating an ethnic group
with a certain characteristic, and ask whether the prejudice might be
partly driven by ignoring base probabilities.

5. Trying to understand why people confuse P(A|B) with P(BJA), it is
useful to see that qualitatively, if A makes B more likely, it will also be
true that B will make A more likely.

a. Show that for any two events A, B,

P(A|B) > P(A|B°)

iff

P(A|B) > P(A) > P(A|B°)
iff

P(B|A) > P(B|A®)

iff

P(B|A) > P(B) > P(B|A"),

where A€ is the complement of A. (Assume that all probabilities
involved are positive, so that all the conditional probabilities are well
defined.)
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b. If the proportion of Russians among the good chess players is
higher than their proportion overall in the population, what can be
said?

Solution

Part 5a  Consider the first equivalence,
P(A|B) > P(A|B°)

iff

P(A|B) > P(A) > P(A|B").

The second line clearly implies the first. So let us prove the converse:
assume the first line, and then derive the second.
Bayes’ formula tells us that

P(A) = P(A|B)P(B) + P(A|B°)P(BF).
Denoting f# = P(B), we have P(B®) =1 — f3, and then

P(A) = pP(A[B) + (1 — f)P(A[B®),

with f € [0, 1]. That is, the unconditional probability P(A) is a weighted
average (with weights P(B), P(B¢)) of the two conditional probabilities
P(A|B) and P(A|B¢). The weighted average is necessarily between the
two extreme points. Moreover, if the two are distinct, say, P(A|B) >
P(A|B9), and if these are well defined (that is, P(B), P(B¢) > 0), then
0 < B <1 and P(A) is strictly larger than P(A|B¢) and strictly smaller
than P(A|B).

Next, we wish to show that if P(A|B) > P(A|B¢), then we can reverse
the roles of A and B and get also P(BJA) > P(BJA®). (Clearly, the last
equivalence is the same as the first, with the roles of A and B
swapped.)

Assume that the probabilities of intersections of A and B and their
complements are given by
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so that
P(ANB)=p; P(ANB‘)=q,
P(A°NB)=r; P(A°NB°) =s,

with p + g + v + s = 1. For simplicity, assume that p, g, 7,5 > 0.
Then

PA)=p+q, PA)=r+s
P(B)=p+r; PB)=q+s

and

p c 9
P(A|B) = ;. P(A|B

4 c r
P(BIA) = ; P(B|AY) = .

The condition
P(A|B) > P(A|BY)
is

P>‘7,
p+r q+s

and it is equivalent to
p(g+s)>qlp+r)
or
ps > qr,
which is equivalent to
ps +pr > qr + pr
p(r+s)>r(p+4q)

p r

> —,
p+qg r+s
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that is, equivalent to

P(BJA) > P(B|A°).

Part 5b We have found that if A makes B more likely (that is, more
likely than B used to be before we knew A, or equivalently, A makes B
more likely than does A°€), the converse is also true. B makes A more
likely (than A was before we knew B, or equivalently, B makes A more
likely than does B¢).

In this case, if the proportion of Russians among the good chess
players is larger than in the population at large, we can say that

+ the proportion of Russians among chess players is higher than
among the non—chess players;

* the proportion of good chess players among Russians is higher than
among non-Russians;

+ the proportion of good chess players among Russians is higher than
in the population at large.

Importantly, we cannot say anything quantitative that would bring
us from P(A|B) to P(B|A) without knowing the ratio P(B)/P(A).

6. Consider a regression line relating the height of children to that of
their parents. We know that its slope should be in (0, 1). Now consider
the following generation, and observe that the slope should again be in
(0,1). Does this mean that because of regression to the mean, all the
population will converge to a single height?

Solution The answer is negative. The regression to the mean is ob-
served when we try to predict a single case, not the average of the pop-
ulation. Indeed, particularly tall parents will have children that are, on
average, shorter than they are (but taller than the average in the popu-
lation), and particularly short parents will have, on average, taller
children. These would be the extremes feeding the mean. At the same
time, there will be the opposite phenomena. Parents of average height
will have children at both extremes. (In particular, a parent with tall
genes who happened to have been poorly nourished might be of aver-
age height yet still pass on the tall genes.)

Moreover, if one regresses the height of the parents on the height of
the children, one is also likely to find a positive correlation, again with
the regression to the mean. (Recall that correlation does not imply cau-
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sation: the parents” height is a cause of the height of the children, not
vice versa, but the correlation goes both ways.) If you were to agree
that the children’s generation would have a lower variance than the
parents’ generation, you should also endorse the opposite conclusion.

Chapter 6 Aggregation of Preferences

1. In order to determine a unique utility function for each individual,
to be used in the summation of utilities across individuals, it was sug-
gested to measure an individual’'s vINM utility functions (for choice
under risk) and to set two arbitrary outcomes to given values (shared
across individuals). Discuss this proposal.

Solution The proposal is not without merit. Fixing two outcomes
that are considered to be more or less universally agreed-upon values
makes sense. Of course, nothing is ever objective. An individual who
wishes to commit suicide might prefer death to life, so we can’t even
agree on what seems like an obvious ranking. Yet, we can hope that
this is exceptional. Moreover, we can take a paternalistic point of view
and decide to ignore such preferences even if they do exist, ascribing to
the person a preference for life over death, or for more money over less
money, independently of what he actually prefers.

There are, however, two other difficulties with this proposal. First, it
is not clear that the utility function used for describing behavior under
risk is the right one for social choice. Assume that one individual is
risk-averse and another is risk-neutral. We have to share $1 between
them. Assume that we normalize their utility functions so that they
both have u;(0) = 0 and u;(1) = 1. If 1 is concave and u; is linear, the
maximization of

up(x) + uz(1 —x)

will be obtained where u}(x) = 1. If, for example,
u1(x) = v,

we end up giving

x=0.25>05

to individual 1. That is, being risk-averse, this individual gets less of
the social resource, and it is not obvious that we would like to endorse
this.
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Finally, once such a procedure is put into place, we should expect
individuals to be strategic about it. If one knows that the responses
one gives to VINM questionnaires eventually determine social policy,
one may choose to provide untruthful reports (say, pretend to be less
risk-averse than one really is) in order to get a larger share of the pie.

2. The Eurovision song contest uses a scoring rule according to which
each country ranks the other countries’ songs and gives them scores
according to this ranking. It has been claimed that the given scores
favor standard songs over more innovative ones. Does this claim make
sense? Is it more convincing when the score scale is convex or concave?

Solution If the score scale is convex, say, 1,2,4,8,16,..., it is worth-
while to be half the time at the higher end of the scale and the other
half at the lower end, as compared to being around the middle all the
time. If you have a choice between a risky song, which might be loved
by some and abhorred by others, or a less risky one, which is likely not
to arouse strong emotions in anyone, you would prefer the riskier
song.

By contrast, a concave scale such as 5,9,12,14,15, ... generates the
opposite incentives for similar reasons.

3. It turns out that for two particular individuals, Pareto domination
defines a complete relation. (That is, for every two distinct alternatives,
one Pareto-dominates the other.) Assume that

u(X) = {(u1(x), uz (x)) [ x € X}

is convex. What can you say about the utility functions of these
individuals?

Solution First, if the set
u(X) = {(u1(x),u2(x)) [ x € X}

is convex, it has to be a straight line segment (in R?, where the first co-
ordinate is #1(x) and the second is u>(x)). To see this, assume that u(X)
is not contained in a segment. Connect two points in #(X). Since the
latter is not included in the line defined by these two points, there are
points off the line. By convexity, there is an entire nontrivial triangle
(with positive area) in #(X). But in such a triangle one can find two
points that are not ranked by Pareto domination. Hence u(X) is con-
tained in a segment.
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If the segment has a negative slope, there are again points that are
not ranked by Pareto domination. Hence we conclude that this seg-
ment can be parallel to the x axis, or parallel to the y axis, or it has a fi-
nite but positive slope. In all these cases we conclude that the utility
function of one individual is a linear function of the other (with the
possibility of zero coefficient if the segment is parallel to one of the
axes, making one individual indifferent among all alternatives).

4. Assume that individual i has a utility function u;. For o=
(o1, ..,0) with o; > 0, let

n
Uy, = E oiU;.
i=1

Show that if x maximizes u, for some «, it is Pareto-efficient.

Solution Assume that x maximizes u, for some o > 0, but suppose,
by negation, that x is not Pareto-efficient. Then there exists y such that
ui(y) = ui(x) for all i, with a strict inequality for at least one i, say
i = ip. Since we assume that all the coefficients are strictly positive, we
know that a;, > 0. This means that

Uy (y) > 1y (x),
contrary to the assumption that x is a maximizer of u,.

5. Is it true that every Pareto-efficient alternative maximizes u, for
some «? (Hint: For n = 2, consider the feasible sets

Xp={(,x) [vVa+va <l x,x =0}

and

Xzz{(xl,x2)|xf+x§§1; x1,%y > 0},

where u; = x;.)

Solution The answer is negative, as suggested by the second exam-
ple in the hint. If the feasible set X were convex, the answer would
have been almost positive. To be precise, it would have been positive
if we allowed some «; to be zero. Indeed, for the convex feasible set X,
all points where x1, x, > 0 are optimal for a utility function

oy + opup,
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with aq, 0 > 0, but for the extreme points (0,1), (1,0) we need to set
one of the «; to zero.

However, with a nonconvex set such as Xj, none of the Pareto-
efficient points can be described as a maximizer of a utilitarian function
with o, 0p > 0.

6. Show that under approval voting, it makes sense for each individ-
ual to approve of her most preferred alternative(s) and not to approve
of the least preferred one(s) (assuming that the voter is not indifferent
among all alternatives).

Solution Assume that a is my preferred alternative. Suppose I am
about to cast a ballot that approves of some set of alternatives B, which
does not contain a. (B may be empty, although under approval voting
an empty set is equivalent to abstention.) Next, consider switching
from the ballot B to BU {a}, that is, adding the most preferred alterna-
tive to the set of approved-of alternatives.

Consider two possibilities: (1) The other voters casts ballots that, to-
gether with my vote B, put a among the top alternatives; and (2) the
others’ votes, together with my B, does not put a at the top. In case 1, a
will certainly be at the top; in fact, it will become the unique top alter-
native if it was not the unique one before. Thus, I only stand to gain
from adding a: either it used to be the unique one at the top, and then
my vote does not change that, or else it singles out a as the unique one
among several that used to be equally popular.

In case 2, a was not among the winners of the vote. Adding it to my
ballot B might not change anything or might add a to the set of win-
ners. But in the latter case, it reduces the probability of alternatives I
like less than a in favor of a, which is my most preferred alternative.
Thus, in this case again I can only gain by switching from B to BU {a}.

Chapter 7 Games and Equilibria

1. Suppose prisoner’s dilemma is played T times between two players.
Show that playing D is not a dominant strategy but that only Nash
equilibria still result in consecutive play of D.

Solution First, let us show that playing D at the first stage is no
longer dominant. To see this, imagine that the other player’s strategy
is to respond to your first move as follows. If you play C in the first
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stage, he plays C throughout the rest of the game, but if you play D in
the first stage, he plays D in the remaining (T — 1) stages. If T is large
and you are not too impatient, it makes sense to forgo the gain in the
first period in order to get the higher payoffs guaranteed by the other
player’s playing C after that period.

Second, we wish to show that at each Nash equilibrium the players
play only D. We reason from the end back to the beginning. Consider
the last stage, t = T. In this stage there is no future and playing D
is dominant. To be precise, whatever the strategy the other player
chooses, a player’s only best response is to play D (with probability 1)
at this last node.

Now consider the penultimate stage, t =T — 1. Can it be the case
that a player plays C at this stage? The answer is negative. Suppose
you decided to play C. Why wouldn’t you switch to D, which gives
you a strictly higher payoff at stage t = T — 1? The only reason can be
that this switch will be punished by the other player’s reply in the fol-
lowing stage (t = T). However, you already know that the other player
will play D. Differently put, for there to be a punishment threat, it
should be the case that if you do stick to the presumed equilibrium
strategy (and play C), you will be rewarded by the other player’s play-
ing C (or at least C with a positive probability) in the last stage. But we
have concluded that any node that can be reached by the equilibrium
strategies is one in which the players play D (with probability 1).

In the same manner we continue and prove, by induction on k > 1,
that at any node that is in stage T —k,T—k+1,...,T and that is
reached (with positive probability) by the equilibrium play, the players
play D. Applying the conclusion to k = T — 1 completes the proof.

2. Consider the following story. In a certain village there are n married
couples. It is the case that if one married woman is unfaithful to her
husband, all other men are told about it immediately but not the hus-
band. This fact is commonly known in the village. The law of the land
is that if a husband knows that his wife has been unfaithful to him, he
must shoot her to death on the same night. But he is not allowed to
hurt her unless he knows that for sure.

One day a visitor comes to the village, gets everyone to meet in the
central square, and says, “There are unfaithful wives in this village.”
He then leaves.

That night and the following night, nothing happens. On the third
night, shots are heard.
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a. How many shots were heard on the third night?
b. What information did the visitor add that the village inhabitants
did not have before his visit?

Solution

Part 2a  There were three shots. The reasoning is as follows. Let k be
the number of unfaithful wives. Assume first that k = 1, that is, there
is exactly one unfaithful wife in the village. In this case, all men apart
from her husband know that there are unfaithful wives in this village.
But the husband doesn’t know whether there are (k = 1) or there aren’t
(k =0). Importantly, this husband knows that the other married
women are faithful to their husbands because he knows that, were one
of them unfaithful, he would know about her. But he knows of none,
and he knows that he knows of none. So he can conclude that the other
women are faithful. Hearing the news that some women are not faith-
ful (k = 1) proves to him that his wife isn’t faithful to him, and he will
kill her on the first night.

Next, assume that there are exactly two unfaithful wives (k = 2),
them A and B. The husband of each knows that there are some (k > 1)
unfaithful wives because he knows for sure that the other wife (not his
wife) is unfaithful. That is, A’s husband knows that B is unfaithful but
doesn’t know whether A is, and B’s husband knows that A is unfaith-
ful but doesn’t know whether B is. Hence, the husbands of both A and
B are not too excited when they hear that there are unfaithful wives in
this village. Each should say to himself, “Well, I don’t know about my
wife, but the fact that some wives are unfaithful is not news to me.”
However, A’s husband should also reason as follows: “If my wife, A,
were faithful to me, then B would be the only unfaithful wife in the vil-
lage (that is, k = 1). In this case, by the reasoning for the case k =1, B’s
husband just learned that B is unfaithful to him, and he’ll shoot her to-
night.” Anticipating the prospect of a sensational killing, A’s husband
goes to sleep. In the morning, he is awakened by the birds chirping
rather than by the sound of a shot. And then he must reason, “B’s hus-
band didn’t shoot her last night, so that means he’s not sure that she’s
unfaithful. Therefore, he already knew there had been some unfaithful
wives, that k > 1. But, not knowing about B herself, he could only have
known that my wife, A, has been unfaithful to me.” Equipped with this
sad conclusion, A’s husband waits until night falls and then shoots his
wife. By the same reasoning, so does B’s husband.
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Similarly, one can prove by induction that if there are exactly k un-
faithful wives, then all their husbands will know for sure that their
wives are unfaithful on the kth night and shoot them on that night. So,
if the shots were heard on the third night, there were exactly three un-
faithful wives in the village.

Part 2b  The information added by the visitor was not “there are un-
faithful wives in this village.” Indeed, with k > 2, all husbands know
that there are some unfaithful wives. The additional piece of informa-
tion was that “there are unfaithful wives in this village” is common
knowledge. That is, by making a public declaration, the visitor ensured
that an already known fact was also commonly known.

To see this, observe that if k = 1, everyone but one husband knows
the proposition p = “there are unfaithful wives in this village.” In this
case, this husband does learn something from the declaration. If, how-
ever, k = 2, everyone knows p, but it is not true that everyone knows
that everyone knows p. As analyzed, if the only two unfaithful wives
are A and B, then A’s husband knows p, and he also knows that all
other husbands apart from B’s husband know p, but he does not know
that B’s husband knows p. As far as he knows, his wife, A, may be
faithful, and then B’s husband would not know whether p is true or
not (whether B is faithful or not). Similarly, if k = 3, everyone knows
p, and everyone knows that everyone knows p, but it is not true that
(everyone knows that)® p. Thus, for any k, some hierarchy of knowl-
edge is missing, and this level is what the visitor adds by his public
announcement.

3. Consider an extensive form game, and show how a player might
falsify common knowledge of rationality (by deviating from the back-
ward induction solution). Show an example in which it may be in the
player’s best interest to do so.

Solution It will be helpful to draw a game tree. Consider a game in
which player I can choose to play down (D) and end the game with
payoffs (11,5), or to play across (A). If she plays A, it’s player II's turn.
He can choose to play down (d) and end the game with payoffs (x,9),
or to play across (a), in which case it’s player I's turn again. In the last
stage, player I has to choose between down (J) with payoffs (9,0) and
across (o) with payoffs (10, 10).

The backward induction solution is as follows. At the last node
player I would play across (o) because 10 > 9. Given that, at the
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second node player II should play across () because he gets 10 by the
backward induction solution if he continues and only 9 if he stops the
game. Given that, we conclude that at the first node player I should
play down (D) because this guarantees 11 and the backward induction
analysis says she will get only 10 if she plays across.

However, what should player II think if he finds himself playing?
The backward induction solution says that he will not have to play
at all. So there is something wrong in the assumptions underlying
the backward induction solution. What is it? We don’t know. Maybe
player I is not rational? Maybe she’s crazy? In this case, can player II
trust that she will indeed prefer 10 to 9 at the last stage? Maybe she
won’t, and then player II will get only 0? So perhaps it is safer for
player II to play down (d), guaranteeing 9, rather than taking a lottery
with outcomes 10 and 0 with the unknown probability that player I is
rational?

Indeed, if x is rather low, this would make a lot of sense. But what
happens if x =15? In this case, this payoff is the best outcome for
player I throughout the game. In this case it is in player I's interest to
sow doubt about her own rationality in player II's mind. If player II is
sure that player [ is rational, he will play across. But if player I man-
ages to convince player II that she is crazy, she will be better off. But
then again, perhaps player II will see through this ruse and not be
scared? Maybe he’ll conclude, “Oh, I know the game she’s playing.
She is trying to scare me in order to get the best payoff for herself. But
I will not be tricked. I'll play across, and I'm sure that when it’s her
choice in the final node, she’ll be rational. ... Or will she?”

Indeed, it’s not clear how players revise their theory of the game
(and of the other players’ rationality) in such situations. We can see
such examples in real life, for instance, political situations where one
may be better off if others think one is crazy, but pretending to be
crazy is not easy if the motives for doing so are too transparent.

4. Compute the mixed strategies equilibria in the following games (see
section 7.3 of main text):

Game 6. Pure Coordination 1
R L
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Game 7. Pure Coordination 2
A B

A (3,3 (0,0)

B | (0,0) (1,1)

Game 8. Battle of the Sexes
Ballet Boxing

(2,1)  (0,0)
0,0) (1,2)

Ballet
Boxing

Solution Consider game 6 first. Assume that player I plays R with
probability p and L with probability (1 —p). Assume that player II
plays R with probability g and L with probability (1 —g). If player I
uses a truly mixed strategy, that is, if 0 < p < 1, it has to be the case
that the expected utility she gets from both pure strategies is the same.
To see this, observe that the expected utility is linear in p:

EU'((p,1~p)) = pEU'((1,0)) + (1 — p)EU((0,1)).

If the expected utility from playing R, EU'((1,0)) were higher than the
expected utility from playing L, EU((0,1)), the only optimal response
for player I would be p = 1. Conversely, if EU'((1,0)) < EU((0,1)),
the only optimal response would be p = 0. Hence the only way that
p € (0,1) can be optimal is if

EU'((1,0)) = EU'((0,1).

In this case player I is completely indifferent between playing
(p,1—p) and playing (1,0), (0,1) or any other mixed strategy. This
may sound a little weird, and indeed some people are not completely
convinced by the concept of mixed strategy Nash equilibria in games
that are not zero-sum (where there exist other justifications of the con-
cept). But let’s acknowledge these doubts and move on.

Given that player II plays (g,1 — g), we can compute these expected
utilities:

EU'((1,0)) =g x 1+ (1—q) x 0 =g,
and

EUY((0,1) =qx0+(1-¢q)x1=1-g,
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and the equation EU'((1,0)) = EU'((0,1)) means that =1 —g, or
g = 0.5. The same calculation applies to player II, given that player I
plays (p,1 —p), and it yields p = 0.5.

For game 7 the same type of calculations (with the same notation for
p and g, though the names of the pure strategies are different) yield

EU'((1,0)) = ¢ x 3+ (1 —¢) x 0 = 3q,

and

EU'((0,1)) =qx0+(1—q) x1=1—gq,

and the equation EU!((1,0)) = EU'((0,1)) implies 39 =1—g, or
g = 0.25.

Similarly, we get p = 0.25.

In game 8 we have (again, with the same meaning of p and ¢)

EU'((1,0)) =g x 2+ (1 —q) x 0 = 2q,
EU'((0,1)) =gx0+(1—¢q) x1=1—q,

and 2q =1 — g, or g = 1, but for player II we get
EU*((1,0)) =px1+(1—p)x0=p,

EU(0,1)) =p x 0+ (1—p) x 2 =2(1 - p),

and p =2(1—p), or p=3. That is, each player chooses the strategy
that corresponds to his /her preferred equilibrium with probability Z.

5. Show that a 2 x 2 game in which all payoffs are different cannot
have precisely two Nash equilibria.
Solution Let there be a game

L R

T|aaoa bp
B|cy do

Since all payoffs are different, we may assume without loss of gener-
ality that a > c. Otherwise, c > a, and we can rename the strategies to
make a the higher payoff.
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Consider b and d. If b > d, then strategy T strictly dominates strategy
B for player L. In this case, in each equilibrium player I will play T with
probability 1. And then the only equilibrium will be obtained when
player II plays L (with probability 1) if « > f, or R (with probability 1)
if o < f. That is, if b > d, the game has a unique equilibrium in pure
strategies and no equilibria in mixed strategies. The number of equilib-
ria is then one.

Next, consider the case in which b < d.

Recall that the vNM utility functions are given up to multiplication
by a positive constant and an addition of a constant. In fact, if we only
consider this particular game, we can also add an arbitrary constant to
the payoffs of player I in each column and an arbitrary constant to the
payoffs of player II in each row. (Such a shift of the utility function in a
given column for player I or in a given row for player II does not
change the best response set. A strategy is a best response for a player
after such a shift if and only if it used to be a best response before the
shift.)

Hence, we can assume without loss of generality that ¢ = 0 (by sub-
tracting ¢ from player I's payoffs in column L) and that b = 0 (by sub-
tracting b from player I's payoffs in column R) and obtain the game

L R

T|ao 0,p
B |0,y do

with a,d > 0. (Technically speaking, it is now no longer true that all
payoffs are different, but what is important is that the payoffs can be
compared by a given player who considers switching a strategy. That
there are two zeros in this game does not change the fact that there are
no indifferences when players compare their payoffs, given different
choices of their own but the same choice of the other.)

We now turn to consider player II's payoffs. If o <  and y < J, then
R is a strictly dominant strategy for player II and the unique equilib-
rium is (B, R). Similarly, if « > f and y > J, then L is a dominant strat-
egy and the unique equilibrium is (T,L). Thus we are left with the
interesting case in which player II does not have a dominant strategy
either. This means that either « < fand y > J, or o > f and y < 4.

Note that these cases are no longer symmetric. If one switches the
names of the columns, one changes some of the assumptions about
player I's payoffs.
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We may still simplify notation by assuming that at least one zero
appears among player II's payoffs in each row. We can decide, for in-
stance, that f = 0 and consider the cases in which « is positive or nega-
tive. Or we may choose to work only with non-negative payoffs, and
set a different parameter to zero each time. Let’s do this, one case at a
time.

In case 1 we may assume without loss of generality that « =J =0
and we get the game

L R
T|a0 0p
B |0,y d0

with a,d, 8,y > 0. In this case there is no pure strategy Nash equilib-
rium. An equilibrium in mixed strategies ((p,1—p),(q,1—q)) will
have to satisfy

qa = (1 - q)dv
(L—=p)y=pb,
that is,

(F575) Faata)

is the unique mixed strategy Nash equilibrium, and the unique Nash
equilibrium overall.
In case 2 we may assume that f = y = 0 and the game is as follows:

L R

T|ao 00
B|0,0 do

witha,d, o0 > 0.

In this case, both (T, L) and (B, R) are pure strategy Nash equilibria.
Are there any mixed ones? If ((p,1—p),(q,1—¢q)) is a Nash equilib-
rium in mixed strategies, it will have to satisfy

ga = (1 - Q)d7
po = (1 —p)o.
Indeed,
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) o d a
o+ a+6) \a+d a+d

is a mixed strategy Nash equilibrium. Overall, there are three equilib-
ria in the game.

To conclude, if one of the players has a dominant strategy, the game
will have a unique Nash equilibrium, and it will be pure. Otherwise,
there might be a unique Nash equilibrium in mixed strategies (if the
game is of the type of matching pennies, or three equilibria of which
two are pure (if the game is a coordination game or a game of battle of
the sexes).

6. A computer sends a message to another computer, and it is com-
monly known that the message never gets lost and that it takes 60 sec-
onds to arrive. When it arrives, it is common knowledge (between the
two computers) that the message has indeed been sent and has arrived.
Next, a technological improvement was introduced, and the message
can now take any length of time between 0 and 60 seconds to arrive.
How long after the message was sent will it be commonly known that
it has been sent?

Solution Suppose that the message was sent at time 0 (measured in
seconds) and arrived at time ¢, 0 < t < 60. At time £, the receiver knows
that the message has arrived. Does the sender know that it has arrived?
If t = 60, the sender will know that the message has arrived because 60
seconds is the upper bound on the transmission time. But if ¢ < 60, the
receiver will know it sooner, but not the sender. The sender will have
to wait until the 60th second to know that the message did indeed
arrive.

When will the receiver know (for sure) that the sender knows (for
sure) that the message has arrived? The receiver knows about the anal-
ysis in the previous paragraph, so he knows that the sender is going to
wait 60 seconds from the time she sent the message until she can surely
say that the message has arrived. When was the message sent? The
receiver can’t know for sure. Getting the message at time f, he has to
consider various possibilities. It might have been a quick transmission,
sent at t and arriving immediately, or a sluggish one, sent at t — 60 and
taking the maximal length of time, 60 seconds. When will the receiver
know that the sender knows that the message has been sent? The re-
ceiver will have to wait 60 seconds after transmission time, which is
somewhere between t — 60 and t. The maximum is obtained at t. That
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is, after having received the message, the receiver has to wait another
60 seconds to know for sure that the sender knows for sure that the
message has arrived.

When will the sender know that the receiver knows that the sender
knows that the message has arrived? She knows the previous analysis,
that is, she knows that the receiver has to wait 60 seconds from the
time that the message has actually arrived until he (the receiver) knows
that she (the sender) knows that it has arrived. Sending the message at
time 0, she has to consider the maximal ¢, that is, t = 60, and add to it
another 60 seconds, and then, only at t =120, can she say that she
knows that he knows that she knows that the message has arrived.

And when will the receiver know that the sender knows that the re-
ceiver knows that the sender knows that the message has arrived? The
receiver has to wait 120 seconds from the time the message has been
sent, which means, 120 + 60 = 180 seconds from the time he received
it. Taking this into account, the sender knows that she has to wait
180 + 60 = 240 seconds from the time of transmission until she knows
that he knows that.... In short, the fact that the message has arrived
will never be common knowledge.

Chapter 8 Free Markets

1. Discuss the reasons that equilibria might not be efficient in the fol-
lowing cases:

a. A physician should prescribe tests for a patient.

b. A lawyer assesses the probability of success of a legal battle.

c. A teacher is hired to teach a child.

Solution All these cases are examples of principal agent problems
with incomplete information. A physician is an expert hired by the pa-
tient (directly or indirectly). The physician knows more than the pa-
tient does about the patient’s condition, possible treatments, and so
on. Consider a test that the physician might prescribe, which is very
expensive or unpleasant. If he bears no part of the cost, he might be
overly cautious and prescribe the test simply because he would feel
more comfortable with the additional information. The patient may
prefer to forgo the test and avoid the cost or pain involved, but she
does not have the information to make this decision. If, however, the
physician does bear some of the cost, say, he has a budget for tests,
then he has an incentive to save money even if the test is necessary.
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Again, the patient can’t directly check whether the physician’s rec-
ommendation is the same recommendation the patient would have
arrived at, given the information. Thus, in both systems, equilibria
may not be Pareto-efficient.

Similar problems arise when the lawyer, an expert, has to advise the
client whether to pursue a legal battle. If the only costs and benefits
involved are monetary, it is possible to agree on a fee that is propor-
tional to the client’s outcome and thus to align the interests of the in-
formed agent (the lawyer) with the uninformed principal (the client).
But since there are other costs (such as the psychological cost of uncer-
tainty), one may again find that equilibria are inefficient.

Finally, in education we find a double agent problem. The parent
hires the teacher to teach, but both the child and the teacher would pre-
fer to tell each other jokes rather than work. The parent may condition
the teacher’s compensation on the child’s performance on a certain test,
but it’s hard to disentangle the child’s talent and the teacher’s efforts
and to make the compensation proportional to the latter. Again, ineffi-
ciency is to be expected.

2. The dean has to decide whether to give a department an overall
budget for its activities or split the budget among several activities
such as conferences, visitors, and so forth. Discuss the pros and cons
of the two options.

Solution The argument for an overall budget is the classical argu-
ment for free markets. Rather than a central planner, who dictates the
details of economic activities, the free market intuition suggests that
we decentralize the decision-making process. Thus, the dean might
say, “Who am I to judge what’s the best trade-off between inviting vis-
itors and going to conferences? Let the department make these choices.
I should trust that the department knows best how useful conferences
are, which ones should be attended, which visitors should be invited,
and so on.”

However, this free market intuition should be qualified. First, there
is a problem of incomplete information, as in any principal agent prob-
lem. The principal may not know whether the faculty members go to a
conference on a charming Mediterranean island because it’s the most
important conference in the field or because its location is nice. Since
the faculty’s payoff is not precisely aligned with the school’s, it’s also
not clear whether the right trade-off has been struck between traveling
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and inviting visitors, and whether the choice of visitors was perfectly
objective, and so on.

Besides this, there may be problems of externalities involved. For ex-
ample, inviting visitors may benefit other departments, and this exter-
nality may not be internalized by the department making the decision.

3. Consider the student course assignment problem described in sec-
tion 8.4 of the main text. Show that for every = it is possible to have
examples in which 7 is the minimal number of students that can find a
Pareto-improving reallocation of courses.

Solution Let there be n students and n courses, denoted {a1,...,a,}.
Consider the preferences shown in the following table. Each column
designates a student, and the courses in that column are listed from
top (most preferred) to bottom (least preferred):

1 2 3 . n

/51 ap as - Ay
ar as as a1
as ay as a
ay a ap an—1

That is, the preferences of individual i are obtained from those of indi-
vidual 7 — 1 by taking the best alternative in the eyes of i — 1 and mov-
ing it to the bottom without changing the ranking of the other pairs of
alternatives.

Now assume that the allocation is such that each individual has her
second-best choice. That is, 1 has a,, 2 has a3, and so on (with a; in the
hands of individual 7). Clearly, there is a Pareto-improving trade by
which each gets her most preferred alternative instead of her second
most preferred. However, no proper subset of the individuals can ob-
tain a Pareto-improving trade. To see this, assume that a particular in-
dividual is not among the traders. Without loss of generality, assume
that this is individual 7. In this case, individual 1 cannot get a;, which
is the only alternative she is willing to trade for what she has, namely,
ay. This means that individual 1 will also not be part of the trade. This,
in turn, means that individual 2 cannot be convinced to give up her
current holding, a3, and so on.
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