INTRODUCTION TO THE SERIES

The aim of the Handbooks in Economics series is to produce Handbooks for
various branches of economics, each of which is a definitive source, reference, and
teaching supplement for use by professional researchers and advanced graduate
students. Each Handbook provides self-contained surveys of the current state of a
branch of economics in the form of chapters prepared by leading specialists on
various aspects of this branch of economics. These surveys summarize not only
received results but also newer developments, from recent journal articles and
discussion papers. Some original material is also included, but the main goal is to
provide comprehensive and accessible surveys. The Handbooks are intended to
provide not only useful reference volumes for professional collections but also
possible supplementary readings for advanced courses for graduate students in
economics.
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PREFACE TO THE HANDBOOK

Natural resources have been studied by economists from the earliest days of the
profession. They have been seen as providing a basis for national prosperity,
power, and wealth. The ability to harness energy in new ways has been recognized
as a major, if not the major, factor underlying the industrial revolution. Because
forests, fisheries, and agricultural land are fundamental to food supplies, these
resources have been long studied.

Yet only relatively recently have there been developed broad theories specific to
the fields of natural resources and energy economics. Previously, examination of
these fields relied upon the general economic theories being utilized for analysis of
other commodities. More recently, however, it has been recognized by economists
that certain special characteristics of natural resources have required theories
which explicitly accounted for these characteristics.

Agricultural land, forest, and fisheries have been seen only in the last genera-
tion to be usefully described as renewable resources. Such resources are self-
renewing at a limited rate which may itself depend upon the size of the stock in
existence at any given time and upon the extent and nature of human intervention
into the stock dynamics.

Minerals and many energy commodities are now seen as depletable or nonre-
newable resources. These are resources for which only a limited concentrated
stock exists for allocation over all time. For these resources, a central issue
involves when they should be extracted, since a decision to utilize a given portion
of the stock at one moment of time precludes the opportunity of using that
portion at another time.

Even more recently have the environmental resources-—air, water, open
space — been also seen as renewable or even in some cases depletable resources.
The image of environmental resources, fisheries, and wild animal stocks as
common property resources owned by everyone and hence by no one is also of
relatively recent development. And even more recently, economists have sys-
tematically incorporated concepts of materials balance into theories of the flow of
physical materials from the natural environment, through the economy, and back
into the natural environment.
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And it has been only since the early 1970s that energy resources have been
given particular attention as a matter for theorizing, empirical testing, and
policy-making.

Thus, there now exists a set of concepts which unite the field of natural
resource economics. While these concepts are also finding application in other
branches of economics, their formalization has been motivated by the need to
better understand natural resource issues.

Also uniting the study of natural resource issues is the growing realization that
most important energy and natural resource issue are inherently interdisciplinary.
The interdisciplinary nature requires applied work to integrate information from
some combination of physics, engineering, chemistry, biology, ecology, political
science, and law.

To a lesser extent the current theories also reflect this interdisciplinary reality.
Materials balance concepts from physics are now fundamental to economic
theories of the environment. Population dynamics concepts from biology and
ecology are intertwined with economic concepts in renewable resources theories.
Thermodynamic concepts and concepts of energy conservation are fundamental
to theoretical work on energy economics. Legal concepts of property rights and
ownership greatly influence analysis of environmental economics.

The study of resource economics has thus required and motivated researchers
to reach out beyond their own disciplines and to integrate ideas from other fields
into their own disciplines. Presumably this integration will influence not only
resource economics but also other areas within economics.

The three volume comprising the Handbook of Natural Resource and Energy
Economics examine the current theory and sample current application methods
for natural resource and energy economics. Volumes I and II deal with the
economics of environmental and renewable resources. Volume II1, which is still in
preparation and whose outline is included in this volume, will deal with the
economics of energy and minerals.

Volumes 1 and II are divided into six parts. Part 1, which deals with basic
concepts, consists of five chapters. The first chapter discusses environmental
issues and welfare economics. Among the more penetrating developments in the
short history of environmental economics is a wedding of the concepts of
economic general equilibrium, materials balance, and common property resources
into a single unified theory. This model offers a systematic explanation of the
occurrence of pollution-type environmental problems and an opportunity to
explore the welfare economics of suggested remedies. In Chapter 1, Karl-Goran
Maler uses a version of this model to provide a general theoretical framework for
the field of environmental economics.

Chapter 2 attests to the interdisciplinary character of both environmental and
renewable resource economics. In it James Wilen explains the bioeconomic
models pertinent to these fields. The response of biological systems both to insults
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and to management actions is a central concern in many natural resource
problems. Often, models simulating these responses are an integral part of the
economic analysis of such problems.

In much of economics the spatial relationships among economic activities can
be safely ignored. In environmental economics these relationships can rarely be
ignored. Environmental effects of human action occur in and through space;
neglect of this fact can lead to serious error. Space is involved in such matters as
the degradation of residuals in the environment, the effects of airborne residuals
on visibility, and the efficiency of alternative environmental policies. Moreover,
environmental economics must address problems of interregional and interna-
tional trade. In Chapter 3, Horst Siebert explores the spatial aspects of environ-
mental economics.

Conservation of natural resources is a long-standing human concern. But in the
last two decades there has been active economics research addressing the prob-
lems related not to scarcity of resource commodities, but rather to the protection
of natural areas. This research has concerned itself with such issues as irreversibil-
ity, option values, and asymmetric technological change. In Chapter 4, Anthony
Fisher and John Krutilla address these new conservation issues.

The final chapter in Part 1 deals with ethics and environmental economics. The
theoretical underpinning of benefit—cost analysis, one of the basic tools of natural
resource economics, is welfare economics. Welfare economics, in turn, can be
viewed as an enormous elaboration and adaptation of an ethical theory: classical
utilitarianism. But there are other valid ethical systems. And these other systems
might imply quite different outcomes if applied to natural resources problems.
For example, issues such as the long-term storage of nuclear waste and changes in
climate resulting from resource use raise ethical issues perhaps more strongly than
is usual in economics. These concerns are addressed in Chapter 5 by William
Schulze and Allen Kneese.

Part 2 deals with methods and applications of economics to environmental
problems. In Chapter 6, A. Myrick Freeman reviews methods for assessing the
benefits of environmental programs. One of the most challenging areas of
environmental economics, development of methods for estimating benefits of
environmental improvements, has also been one of the most active areas
of research in recent years. The interest results, in part at least, from increased
pressure to demonstrate benefits from the costly environmental improvement and
protection programs put into place by governments of industrialized countries in
recent years.

Another major area of environmental economics, pursued especially actively in
the 1970s, is the application of quantitative (usually linear) economic models to
environmental questions. Such models have been applied to analyze effects of
alternative policies on residuals generation and on control cost at both the
industrial and regional level of detail. For regional analysis transfer functions
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which translate emissions at various points into ambient concentration at other
receptor points — are often embedded directly into economic models. David James
reviews both industrial and regional models and their applications in Chapter 7.

An important class of linear models applied to environmental problems is that
of national input--output models. When outfitted with residuals generation coeffi-
cients and residuals control options such models can be utilized to analyze
indirect, as well as direct, effects on the environment of economic growth, changes
in product mix, and alteration of other variables of interest. In Chapter 8, Finn
Forsund describes the use of national input—output models, with special applica-
tion to the economy of Norway.

Part 3 of the Handbook includes two chapters on the economics of environ-
mental policy. Chapter 9, by Gregory Christainsen and Tom Tietenberg, reviews
what is known about the distributional and macroeconomic consequences of
environmental policy. How, if at all, does environmental policy contribute to
inflation or to unemployment? How are the costs and benefits of environmental
policy distributed among income groups? This chapter describes methods of
addressing such questions and offers a set of conclusions.

Chapter 10, by Peter Bohm and Clifford Russell, provides a comparative
analysis of environmental policy instruments. While the idea of effluent fees as a
policy instrument flows naturally from abstract economic reasoning, most govern-
ments have chosen not to follow economists’ advice and have resorted to
command and control strategies. Also advocated by some economists, and
partially implemented, are tradeable permits to emit residuals. Deposit-and-return
systems are also applied to some environmental problems and may have potential
for dealing with others. This chapter reviews what the last twenty years of
economic research have shown about the strength and weaknesses of these various
approaches.

Part 4 deals with uses of renewable resources other than simply as recipients of
residuals. Water resource development and use has probably received more
attention from economists than any other natural resources subject except agricul-
ture. There are at least three reasons for this attention. Because federal water
resources agencies have long practiced benefit—cost analysis in the evaluation of
water resources, there has been much opportunity for economists to develop and
use theoretical concepts, methods, and data for such evaluations. Second, the
development of river systems for multiple purposes has provided interesting
opportunities for the application of systems analysis, that close relative of
microeconomics. Third, market processes have played some role in the allocation
of scarce western water. Chapter 11, by Robert Young and Robert Haveman,
reviews economic and institutional aspects of water development.

The remaining two chapters in this part, Chapter 12 by Michael Bowes and
John Krutilla, and Chapter 13 by Alan Randall and Emery Castle, deal with land
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use, although not in the traditional manner as a factor of production in agricul-
ture or yielder of a single product, wood, in forestry.

Chapter 12 deals with the management of wildlands. Recognizing that wild-
lands yield not only timber but also recreational and aesthetic values, this chapter
integrates theory derived from the forestry literature with that from the multipur-
pose firm literature. Chapter 13 also departs from the conventional view of land,
using an asset pricing model to analyze land markets. The chapter includes an
in-depth study of rent determination, examining influences of macroeconomic
changes and of growing alternative demand for land on land prices, and in turn
examines the reaction of land prices to increasing rents. The chapter also explores
implications for land use planning and regulation and examines the role of land
in the evolution of economic thinking.

Part 5 deals with the economics of renewable resource goods or services
provision. Chapter 14, by Anthony Scott and Gordon Munro, treats commercial
fishery economics. Commercial fishing has fascinated natural resources economists
because this activity uses a common property resource as an essential input. The
common property nature of the resource in a free market leads to decisions which
produce economic inefficiency. Free access can lead to excessive depletion of the
resource and to excess investment, both phenomena eliminating any net economic
returns that would, under optimal management, be available from this resource.
The chapter reviews these issues and spells out implications for public policy and
international cooperation.

Chapter 15, the final one in this part, by Kenneth McConnell, treats the
economics of outdoor recreation. It surveys conceptual and empirical approaches,
problems, and solutions encountered in applying economics to the provision of
natural resources for recreational purposes. It also shows how the evolution of the
economics of outdoor recreation was influenced by the distinctive nature of
markets for outdoor recreation.

Part 6 concludes Volumes I and II with two case studies dealing with environ-
ment and renewable resources in socialist systems. The first, by Marshall
Goldman, focuses upon the Soviet Union, and the second, dealing with China, is
by Shigeto Tsuru.

Since in socialist states all means of production are owned by the state, a
superficial view might suggest that all externalities would be internalized and that,
therefore, there would be no incentive to generate excessive residuals or overuse
renewable resources. Goldman, in his study, shows that for the Soviet Union this
impression is very far from the truth. He argues that the incentives for abusing
resources are at least as large as in market economies and, possibly, much larger.
Tsuru’s study of China suggests that the situation may be somewhat different
there. China is a developing economy and resources for environmental protection
are accordingly limited. There is, however, explicit recognition of the environmen-
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tal problem, and there is a public policy aimed at the comprehensive recycling of
wastes. Presumably, this recycling is motivated by the scarcity of resource inputs
as well as by a desire for control of residuals.

ALLEN V. KNEESE

Resources for the Future, Inc.

JAMES L. SWEENEY
Stanford University
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ECONOMICS OF WATER RESOURCES: A SURVEY

ROBERT A. YOUNG

Colorado State University
and

ROBERT H. HAVEMAN*
University of Wisconsin

Water is far from a simple commodity,
Water’s a sociological oddity,

Water’s a pasture for science to forage in.
Water’s a mark of our dubious origin.
Water’s a link with a distant futurity,
Water’s a symbol of ritual purity,

Water is politics, water’s religion,

Water is just about anyone’s pigeon.

Water is frightening, water’s endearing,
Water’s a lot more than mere engineering.
Water is tragical, water is comical,

Water is far from the Pure Economical.

So studies of water, though free from aridity,
Are apt to produce a good deal of turbidity.

Kenneth Boulding (1964)

1. Introduction and overview

This chapter reviews the application of economic concepts to the study of the
consumption, supply, and allocation of water resources. Water management poses
a wide array of issues for the economist, since few commodities are so pervasively
involved in human economic activities. To an important degree, the location and
intensity of economic activities depends on the availability of water for drinking,
for agricultural and industrial production, for sanitation and waste assimilation,
for transportation and for aesthetic and recreational benefits.

Water is said to be the only substance which exists in all three physical
states —solid, liquid, gas-within the normal temperature range found on the
earth’s surface. Via the process known as the hydrologic cycle, the earth’s water

* We wish to thank H.C. Cochrane, S.L. Gray, M.L. Livingston, J. McColl, R.G. Walsh, and of
course, the editor, for helpful comments on earlier drafts.

Handbook of Natural Resource and Energy Economics, vol. 11, edited by A.V. Kneese and J.L. Sweeney
© Elsevier Science Publishers B.V., 1985
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inventory is continually being transformed among the three states. No form of life
on earth can exist without water. Water is a nearly universal solvent.

Enormous quantities of water are available; the earth’s estimated stock exceeds
tens of trillions of gallons per capita. Although only a tiny fraction of this amount
is readily usable by humans —because most is too salty, in frozen or vaporous
form, or simply in the wrong place — the world’s fresh water supply is plentiful
relative to present consumption patterns [Baumgartner and Reichel (1975)]. A
“water problem” exists when water is not found in the proper quantity and
quality at the appropriate place and time.

Objective and scope

Our aim is to direct attention to the more significant of the economic aspects of
water resource management. Due to space limitations, we will concentrate on the
approaches to policy evaluation, including both project appraisal and the assess-
ment of incentive structures for water users. The emphasis is on the U.S.
experience. Matters dealing with water quality and recreation are treated elsewhere
in this volume, and are largely ignored here.

Section 2 reviews those characteristics of water resource systems that serve to
set them apart from other resources, with particular reference to the attributes
which serve as the basis for public intervention. It also describes the nature of the
interventions which have been made, and emphasizes the need for evaluating
them in terms of their objectives. This is followed, in Section 3, by a survey of
cost—benefit concepts and procedures as they have been applied in the water
resource planning area. Special attention is given to the measurement of economic
benefits. The remaining sections survey several important policy issues relating to
water allocation and development, including irrigation planning, floodplain man-
agement, interbasin transfers, pricing and allocative institutions.

2. Characteristics of water resource systems and patterns of supply and use

This section treats a number of specific characteristics of water and its use which
are relevant to the economics of water and public intervention into water
allocation. It also surveys water supply and water use patterns. {See also, U.S.
Water Resources Council (1978).]

2.1. Water supply and use

Fresh water for human use may be found in surface water (open bodies of water
such as streams or lakes) or groundwater (from subsurface zones in which water is
found in voids in sands, gravels, etc.). Water generally is categorized among the
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renewable (flow) resources, although certain groundwater deposits are more
usefully analyzed with concepts applicable to the non-renewable (stock) resource
case.

The unique characteristics of water consumption mentioned above necessitates
particular care in understanding what precisely is meant by water “use”. Conven-
tional terminology distinguishes between offstream and instream uses [Solley,
Chase, and Mann (1983)]. Offstream uses are those requiring withdrawal or
diversion from a ground or surface water source. Examples include crop irriga-
tion, industrial water use for cooling or cleaning, and municipal water supply for
consumption, cleaning and waste removal. Several factors are involved in measur-
ing the amount of water “used” in an off-stream activity. Withdrawal refers to the
amount of water diverted or pumped from the source of supply. Delivery means
the amount of water received at the point of use, while release is the amount
returned to the hydrologic system from the point of use. With consumptive use,
water is no longer available because it has been evaporated, transpired, incorpo-
rated into products, or otherwise removed from the water environment. Return
flow is that amount that reaches a ground or surface water source after release
and thus becomes available for further use. Conveyance losses are waters lost in
transit from pipe, canal, or other conduit by leakage, seepage, or evaporation. In
certain cases, losses may be available for reuse, in which case they may be
included as return flows.

Generally speaking, consumptive use plus conveyance losses plus return flows
sums to withdrawal. Withdrawal and consumption are the two principal concepts
by which water “use” is measured. However, use categories differ greatly in the
quantity and quality of their return flows, and hence on the further usability of
the non-consumed portion. A full evaluation of water use, therefore, must
consider both quantity and quality dimensions.

Non-withdrawal (instream) uses are those uses requiring no diversions from
ground or surface water sources. Examples include hydroelectric power genera-
tion, maintenance of streamflow or water supplies to support fish and wildlife
habitat or aesthetic values, dilution of wastewaters, freshwater dilution of saline
water bodies, and right-of-way provision for inland waterways navigation. A
number of unresolved conceptual difficulties remain in quantitatively measuring
non-withdrawal uses since the waters are neither withdrawn nor consumed. Those
issues arise mainly in cases where the tradeoffs between instream and offstream
uses are being assessed.

Table 11.1 summarizes estimates of water withdrawals and consumption for the
United States in 1980. The major withdrawals of water are for industrial and
irrigation uses, accounting for 51 percent and 40 percent, respectively. Since most
industrial use is for thermoelectric power plant cooling, which is relatively
non-consumptive, this category accounts for only 8 percent of national consump-
tive use. Irrigation water, which is about 55 percent consumed, accounts for a
dominant 82 percent of total water consumption.
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Table 11.1
Withdrawal and consumption of fresh water in the United States, 1980
(by source and category of use).

Withdrawals (millions of gallons per day)

Surface
Groundwater water Total Consumptive use
Irrigation 60000 90000 150000 83000
Self-supplied 11600 179000 191000 8200
industrial
Rural use® 4400 1200 5600 3900
Public supplied® 12000 22000 34000 7100
Total 83000 290000 378 000¢ 102000

#Rural use includes domestic and livestock uses.

®Public supply is water withdrawn for all other uses by public and private water
suppliers.

“Excludes 171 000 mgd of saline water withdrawn primarily for thermoelectric power
plant cooling,.

Source: Solley, W.B., EB. Chase, and W.B. Mann (1983} Estimated Use of Water in the
United Srates, U.S. Geological Survey Circular 1001.

Consumption patterns in other countries will, of course, vary by climate and
degree of development. Irrigation represents the major consumptive use of water
in the world, as in the United States.

2.2. Characteristics of water resources: The rationale for intervention

The logic of economics emphasizes private resource allocation decisions if the
conditions required for a smoothly functioning market system exist. These
conditions involve both the nature of goods being traded and the characteristics
of the markets within which the trades occur. In brief, these conditions are that
there must be perfect competition in the private factor and product markets.
Competition, in turn, requires that: (1) Each industry in the economy exhibits
increasing costs; (2) all goods and services produced and traded must be exclu-
sive; (3) goods which exhibit jointness in supply, such that one individual’s
consumption does not diminish any other individual’s use of the good (public
goods) are absent; (4) all buyers and sellers must have full knowledge of all the
alternatives available to them and the characteristics of these alternatives; (5) all
resources must be completely mobile; and (6) ownership rights are clearly
attached to all goods and services to be traded in the economy.

Physical and economic attributes of the water resource

On several scores, either water as a commodity or the markets in which water is
actually bought and sold fail to meet the requirements listed above. In fact,
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markets in water are “rudimentary” and unorganized in that there is no regularity
of procedure, intermediaries, or location [Brown et al. (1982)]. Several factors
account for this situation. Some of these are related to the difficulties in defining
“water use”, as discussed above. Extending and modifying Bower’s (1963) ap-
proach, some of the primary characteristics of water which account for the
inadequacy of water markets can be listed as follows.

Mobility — Water tends to flow, evaporate, seep, and transpire. These attributes
present problems in identifying and measuring the resource. Consequently, the
exclusive property rights which are the basis of an exchange economy are difficult
to establish and enforce.

Economies of large scale—Scale economies are evident in water storage, con-
veyance, and distribution. Therefore, water supply often provides the precondi-
tions for a classic natural monopoly and, hence, water is generally supplied
publicly or under regulation.

Variability in supply — Water supply is variable in time, space, and quality. The
annual cycle of precipitation and streamflows prompts storage reservoirs to
smooth out supplies. At the extremes of the probability distributions of availabil-
ity, the unlikely event vields problems (floods, drought) which may be most
economically solved when undertaken by public entities. Flood mitigation, for
example, typically has public good characteristics.

Solvent properties — Plentiful supply and solvent properties create a capacity for
assimilating and absorbing wastes and pollutants. Managing the assimilative
capacity of the hydrologic system is, in essence, the allocation of a collective good,
one that exhibits non-rivalry in consumption. It is this characteristic of water
which requires the introduction of quality as well as quantity in the definition of
use.

Sequential use— A given river may be tapped by many and varied entities as it
flows from upper watershed to eventual destination in sea or sump. Only rarely is
water fully consumed by any particular user. The “return flows” from upstream
users may be reduced in quantity and degraded in quality, creating many
problems for subsequent downstream interests, problems which require complex
allocative institutions for solution.

Complementarity of outputs— Closely related to the previous point is the fact
that some water may be used for more than one purpose. A reservoir can store
water for flood control, irrigation, power generation, municipal demands, and
recreation. Private ownership may capture only a part of these complementarities.

Bulkiness — Water is a “bulky” commodity, in that value per unit weight tends
to be relatively low. Therefore, costs of transportation and storage tend to be high
relative to economic value at the point of use, and the extensive transportation
network developed to transport more valuable liquids (e.g. petroleum) is found
only to a limited extent for water. This characteristic, combined with the relative
costliness of enforcement of property institutions noted above, yields situations
where the optimal property structure is the “commons” or open access.
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Conflicting cultural and social values — Even where economic productivity might
be best served by market allocations, alternative goals may oppose the result
dictated by pure willingness to pay. Boulding (1980, p. 302) notes that “the
sacredness of water as a symbol of ritual purity exempts it in some degree from
the dirty rationality of the market”. Market-induced shifts of water to energy or
household uses which would alter flows or dry up streams are judged on the
degree to which the natural environment or the existing social structure (i.e. the
family farm) are affected. For such reasons, some cultures proscribe water
allocation by market forces.

2.3. Public intervention in water resource allocation
2.3.1. The rationale for public intervention

Where markets are thin or absent, or where the demands or supplies revealed to
markets capture only a portion of the full social costs of benefits, or when the
commodity (water) in some role has public good characteristics, public interven-
tion may allocate resources more efficiently. Public intervention may take a
variety of forms: regulations (to provide for regularity of water use and to protect
a given function of water —for example, recreation— against present and future
competing demands; public investment in structures to protect against damages
from flooding (a public “bad”) or to provide infrastructure (for example, naviga-
ble water courses); or public ownership and operation to produce services jointly
produced with other water related outputs (for example, hydroelectric power or
municipal water supply). Collective action of these forms appears in a wide
variety of combinations to serve a wide variety of objectives.

A number of facets of this issue, and the complexity involved, can be easily
illustrated. Averting flooding through constructing a flood control dam yields a
public good —when one downstream resident is protected from flooding, all
downstream property owners are automatically protected. The provision of the
dam may be socially worthwhile in that the social benefits may exceed the costs of
building and maintaining the dam, but the private sector would fail to undertake
the provision of flood control because of the difficulty of recovering costs from
downstream beneficiaries. Similarly, some of the other “outputs” of water re-
source development may have public good or externality characteristics. These
may be improved boating and picnic facilities created by the reservoir behind a
dam, or beneficial side effects of a more reliable river channel or hydroelectric
power potential created in constructing a flood control dam.

When goods involving these spillover effects are present, the efficient resolution
often involves production by the public sector. Even in those cases where
production is left in the private sector, public action may be necessary either to
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ensure the socially optimum amount of production or to correct for undesirable
inefficiencies.

Thus, if the social benefit of these non-marketable services exceeds the cost of
providing them, which it often does, and if the development of the river by a
private firm precludes the development of these other purposes, which it often
does, then private development of the stream denies society the benefit of these
worthwhile yet external or spillover benefits. Multipurpose development by a
government agency will permit society to enjoy the benefits of those products.

The converse of this may exist if private development imposes significant
spillover costs. This is the case with proposals to construct hydroelectric or flood
control dams which would flood out sites valuable for wilderness experience,
scenic beauty, and other environmental values. In such a case, collective action
may be required to keep a private project from being undertaken. It should be
noted that this same conclusion would hold if the “developer” were a public
agency rather than a private firm.

However, as Castle (1978) and Wolfe (1979) contend, government interventions
may also “fail”, so that combinations of market and non-market resource
allocation mechanisms may yield the most appropriate solution in an imperfect
world.

Finally, we can agree with Kelso (1967) who observes that while “water is
different”, the general public perception ascribes pecularities to water that go far
beyond any idiosyncracies that can be objectively identified. Water policies and
institutions are often out of touch with the realities of a world in which water is
increasingly scarce. Even though water has special attributes, its allocation is an
economic problem, and policies and institutions for its management should be
designed to achieve economically efficient and equitable allocation.

2.3.2. The nature of public intervention in the water sector

Water management strategies may be distinguished according to several basic
characteristics [White (1971)]. One characteristic concerns whether the water
allocation decision is made by public or private sector decision-makers. Second,
the project or program may be single-purpose or multiple-purpose. Third, the
means employed may be distinguished as to whether one or more technigues or
means are considered in providing project or program outputs. Structural or
engineering approaches were the main forces of early policy, but non-structural
or institutional means for solving water problems are receiving increasing atten-
tion. Finally, strategies may be judged according to a single criterion, such as
economic efficiency, or multiple objectives, which may include the distribution of
income or other social goals.

Federal intervention in the development and management of water resources in
the United States dates from 1802, at which time the Corps of Engineers of the
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U.S. Army was established. From the first Corps appropriation of $75000 in
1824 — “for the removal of snags, sawyers, planters and other impediment of that
nature” from the Ohio and Mississippi Rivers — public intervention, almost exclu-
sively by the Federal government, has grown to enormous proportions. In the
provision of irrigation water in the west, however, Federal legislation has also
shaped the nature of ownership rights and market trading of water. Below, we
briefly describe the nature and history of the public intervention in water
resources in the United States. [See also Holmes (1972, 1979).]

2.3.3. Flood control

Although protection against flooding was one of the most recent water-related
activities of government, it has firm economic rationale. A swollen watercourse
has “public bad” characteristics — when fiooding occurs, no downstream property
owner or watercourse use is immune from damage. Conversely, an investment
designed to reduce flooding, for example, a dam and reservoir, will automatically
reduce damages from flooding for all downstream users. The Federal government
has constructed numerous control reservoirs and dams, as well as undertaking
river bed straightening and deepening and levee and revetment construction in
areas subject to inundation.

Most Federal flood control expenditures prior to 1936 were administered by the
Mississippi River Commission, mainly in response to the disastrous flood of 1927.
The Congress in 1936 for the first time assumed nationwide responsibility for
flood control, an activity which until then had been viewed as a local government
responsibility (except for the Mississippi River). “Flood control on navigable
waters or their tributaries is a proper activity of the Federal government.” While
flood control absorbed a relatively small share of Federal water resource expendi-
tures in the period prior to 1945, during the post-war period, the flood control
program became the major peacetime function of the Corps of Engineers. The
Department of Agriculture, through its Soil Conservation Service, had the mission
of reducing agricultural flood damages upstream of the large Corps installations
on the major rivers. About one-half of total damages were agricultural. The
expenditures of the Agriculture Department consisted of comprehensive soil
conservation and land treatment activities and small storage projects in agricult-
ural watersheds.

2.3.4. Navigation

Public investments in the inland waterway system have the same economic
rationale as public infrastructure investments in transportation in general —the
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opening of undeveloped regions, the enabling of trade and communication among
regions, and the provision of capital intensive right-of-way (with public good
aspects). Water investments, historically, had a further purpose of stimulating a
traffic mode which could effectively counter the monopoly power and preemptive
practices of the railroads. The Federal navigation program has been the domain
of the Corps of Engineers, and has been focused historically on the Great Lakes
ports and inland waterway system. In the past two decades, however, activities
have concentrated on the Mississippi and Ohio Rivers, ocean harbors, and coastal
Tivers.

The inland waterway program consists of a wide variety of project types — dams
designed to regulate flows to navigable depths, dredging and straightening
watercourses to permit barge transportation, the construction of canals where no
natural watercourse exists, the construction of Great Lake and ocean port
facilities, and the maintenance of all of these.

2.3.5. Hydroelectric power

Public production of electric power is largely a post Second World War phenome-
non. With few exceptions, electric power generation is a secondary purpose of
projects the primary function of which is to provide flood control, irrigation or
navigation services. The hydroelectric generation function has been justified as an
economical by-product of irrigation, flood control and navigation projects. The
Corps of Engineers is responsible for only about 20 percent of the public
hydroelectric capacity in the United States; the primary construction agencies are
the Tennessee Valley Authority (over one half of the capacity) and the Bureau of
Reclamation which has provided hydroelectric generation as part of a number of
large irrigation projects in the western states. While the Corps of Engineers and
Bureau of Reclamation have been responsible for project construction, the power
is marketed through special agencies in the Department of Interior with a cost
recovery mandate.

2.3.6. Irrigation

The irrigation program began with the Reclamation Act of 1902, which authorized
the Bureau of Reclamation of the U.S. Department of Interior to build irrigation
projects. The reclamation program is confined to the 17 western states (plus
Alaska), and is financed by sales of public lands, beneficiaries of projects (which
are required to pay some share of the costs), the sale of electricity and general
appropriations. While the Bureau of Reclamation is responsible for construction
of the projects and the arrangement for reimbursement, management and mainte-
nance is turned over to user-managed irrigation districts.



474 R.A. Young and R.H. Haveman

The economic rationale for irrigation investments is one of the most tenuous of
the Federal water resource activities. Three reasons have been suggested: (1) the
infrastructure, regional development rationale, (2) the need for eminent domain
rights in order to secure water rights and land rights for project construction, and
(3) the massive initial capital requirement that creates a barrier to private or local
provision. However significant these may have been in the west in the early part
of the century, they are of questionable import now.

2.3.7. Other water resources purposes

In addition to the interventions described above, a range of other public activities
involving the provision or use of water have been undertaken by the public sector.
Here these will simply be mentioned.

Water pollution control. The Federal role in water pollution control was trivial
before 1960, and modest until 1966. During the early 1960s, these activities were
under the supervision of the Department of Health, Education, and Welfare
(HEW) and included: data collection and dissemination, research, administration
of pollution control grants to state and local governments and industry, and
enforcement procedure) of the water pollution control act. The economic ratio-
nale for this intervention is clear: reducing or preventing spillover costs on
downstream water users from the discharge of effluents.

During the decade of the 1960s, the organizational arrangements for pursuing
water pollution control changed substantially, culminating in the creation of the
Environmental Protection Agency (EPA) in 1970. The functions of the pollution
control offices (and the appropriations granted them to support these functions)
were expanded to include: extended enforcement powers, establishment of water
quality standards for all watercourses (including the setting of criteria and a plan
to implement the criteria), and (after 1970) the setting of effluent standards and
the enforcement of the standards on both municipalities and states. Throughout
the entire period, the strategy of the Federal government was basically two-
pronged: the setting and enforcement of regulations (standards) and the provision
of subsidies to accelerate pollution control activities.

Municipal and industrial water supply. The provision of water to municipalities
and industrial users has been a long-standing by-product of the Reclamation
program. Beginning in the 1960s, however, such deliveries and contracts became
more important than in earlier periods, but remained but a small fraction of
irrigation water deliveries.

Recreation. As with the water supply function, the Federal provision of
recreation services has also grown, again largely as an economic by-product of
activities whose basic purpose was flood control, navigation, or irrigation. The
various agencies have accepted this function, and implemented it by the construc-
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tion of parks and recreation grounds adjacent to reservoir facilities and the
provision of access to and the regulation of water based recreation activities.

2.4. The objectives of public intervention in water resource allocation

The prime requisite for evaluating public interventions in the water resources area
is an explicit statement of the objective toward which the resource development
decision is focused. The benefits attributable to use of a resource have meaning
only in relation to the objective, and are measured as the contribution of the
resource to the objective function [Marglin (1962)]. Discerning the objectives of
public interventions in the water resources area is difficult as the principal public
sector decision makers often fail to articulate any clear purpose for their deci-
sions. Nevertheless, the statements and actions of policymakers do seem to point
rather systematically to the interaction of two objectives which guide public
interventions: (1) economic efficiency and (2) regional economic aid or income
redistribution.

From the very inception of Federal government activity in both the develop-
ment of navigation facilities and flood measures, some emphasis has been placed
on the degree of economic efficiency of the projects to be constructed. While
tangible evidence of such concern is found earlier, the Congress in 1936 further
reaffirmed and clarified this position by requiring that, for such projects to be
authorized, benefits must exceed costs, “to whomsoever they may accrue”. Since
that time all water resource projects have been evaluated by the evolving methods
of benefit—cost analysis.

While concern with economic efficiency is of long standing in the history of
water resource development in the United States, other criteria have also been
explicitly recognized, in particular, income distribution and regional development.
The concern with the multiple objectives to be served by public water resource
developments is reflected in both the writings of scholars in this area and in
official government documents.

In an early statement (1952), the Bureau of the Budget’s Circular A-47,
discussing the criteria to be applied by the executive office in the review of project
reports, placed great emphasis upon economic efficiency in defining concepts to
be included as benefits and costs. Also, however, “ the efficiency of the program or
project in meeting regional...needs” is stated as a further criterion. The “Green
Book™ [Federal Interagency Committee on Water Resources (1958)}, while again
heavily emphasizing the necessity of total annual benefits exceeding estimated
annual costs, explicitly noted the importance of regional development as a public
water policy objective.



476 R.A. Young and R.H. Havemun

This growing recognition on the multi-dimensional nature of the social welfare
function in planning for water resources was extended in Senate Document 97
[U.S. Congress (1962)] and was formalized in the Water Resources Council’s
Principles and Standards, in 1973. The 1973 Principles established four accounts
on which evaluation was to be based — national economic development (economic
efficiency), regional development, environmental quality and social well-being.
These categories were maintained in the documents of the Water Resources
Council’s (1979) revisions and extension, while procedures for measuring benefi-
cial and adverse impacts were refined.

The U.S. Water Resources Council’s (1983) Principles and Guidelines retained
the same four-account classification with some minor changes in nomenclature
and procedure. This document returns the emphasis to the national economic
development objective while requiring plans to be consistent with environmental
protection.

In sum, then, the focus on economic efficiency — the existence of project benefits
in excess of costs—in water resources has been fundamental and persistent.
However, a basic and growing tension between this efficiency goal and other
objectives —largely, regional development or income redistribution — exists. [See
Eisel et al. (1982) and Castle et al. (1981) for more detailed discussions of the
evolution of Federal evaluation procedures.]

3. Benefit—cost analysis for water resources systems
3.1. Conceptual basis

The prevailing technique for evaluating public investments and policies in the
water resources area is benefit—cost analysis. This approach assumes that eco-
nomic efficiency is the relevant objective for public water resources interventions.
Procedures for estimating the benefits and costs of a non-marketed commodity
such as water can be interpreted as efforts to simulate hypothetical market
outcomes. The basic concept of “benefit” underlying such estimation is the
amount a rational and informed user of a publicly supplied good would be willing to
pay for it. Costs represent the forgone value of goods and services displaced by a
project. [See one of the general texts on cost—benefit analysis, e.g. Pearce and
Nash (1981), Mishan (1976) or Gittinger (1982) for more general treatments of
the subject.]

Willingness to pay, which reflects the user’s willingness to forego other con-
sumption, is in turn, formally represented by a demand curve relating the
quantity of a good taken at a series of alternative prices. [The producer’s demand
for an input is given by the marginal value product (MVP) for that input.] The
value of additional units decreases as the quantity consumed increases. The
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negative slope of the demand curve follows from the principles of diminishing
marginal utility of consumers and diminishing marginal product for producers.
The measurement of willingness to pay should be designed to be consistent with
market prices.

Krutilla and Eckstein (1958) presented a conceptual framework for analyzing
mutli-purpose river basin investments. Marglin (1962) formalized the model, and
extended it to more complex cases where demands are interdependent and budget
constraints apply. A net benefit criterion function, representing the present value
of the streams of future benefits and costs, is maximized. [See Herfindahl and
Kneese (1974) for a succinct summary.] Marglin’s summary provided the basis for
developing interdisciplinary computer simulations models [Maass et al. (1962),
Hufschmidt and Fiering (1966)], which played an influential role in the subse-
quent development of the water resource planning literature.

While computer simulations may employ the model of optimal resource alloc-
ation, various simplified formulas are employed to measure project worth at the
field level. These include the net present value, the benefit cost ratio and the
internal rate of return. Any text on cost benefit analysis describes their computa-
tion, use and limitations {James and Lee (1971), Gittinger (1982)].

3.2. Problems in measuring the economic impacts of water
resources interventions: Conceptual issues

There are a number of conceptual issues relating to the gencral question of
measuring the impacts of water resource interventions, to which we now turn.

3.2.1. “With or without” principle

This rule asserts that benefits and costs are to be measured as increments which
would occur with the project or program as compared to without. Adherence to
the rule assures that measured benefits (or costs) are solely due to the program or
project, rather than measures of changes between before the project as compared
to after, some of which would have occurred autonomously even in the absence of
the program.

3.2.2. The accounting stance

In the theoretical construct of the market system, a private accounting stance is
presumed. Individuals are motivated to act in accordance with gains and losses as
each perceives them, and pursuit of private objectives (such as maximizing utility
or profits) is assumed to occur independently of gains and losses occurring
elsewhere in the system. When the responsibility for an allocation decision rests
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with a public agency, an alternative criterion may be appropriate. In the water
resources literature, two major alternatives to the private perspective are found
(i.e. alternative “objective functions” or “accounting stances”). These reflect the
viewpoints, respectively, of regional planning authorities (river basin or state) and
the Federal government [Howe (1971, ch. 2)].

Regional and national accounting stances differ from private financial analysis
in that social rather than private benefits and costs are incorporated into the
analysis. Ideally, the national accounting stance should attempt to utilize social
opportunity costs and values for all inputs and outputs, whether they are correctly
or incorrectly priced by the market mechanism, or not priced at all. All externali-
ties should be identified and incorporated into the measures.

3.2.3. The equimarginal principle

The marginal benefit represents the contribution of an incremental unit of good
or factor to a specific objective function and is defined by the first derivative of
the total benefit function. As was shown above, it is the net marginal benefit
function which is of primary importance for purposes of efficiency analysis in
water resource development and allocation. For the development case, economic
efficiency requires that development be undertaken to the point of equality
between the marginal value of the output and its marginal cost. For the realloc-
ation decision (i.e. the allocation of constrained water supplies among competing
uses), economic efficiency is achieved when net marginal benefits per unit of water
are equal for all uses. This latter proposition is familiarly known as the equimargi-
nal principle.

3.2.4. Long-run versus short-run value

A fourth conceptual distinction is that between short- and long-run value. This
distinction is related to the degree of fixity of certain resources and is especially
important where commodities are used for further production (i.e. intermediate as
opposed to final goods), as is typical with respect to water.

The rational producer’s willingness to pay for an increment to water supply is
equivalent to the increase in the net value of output attributable to the added
water. The distinction between short-run and long-run value is that in the short
run, where some inputs associated with water use are fixed, estimates of increases
in the net value of output can appropriately ignore the sunk costs of the fixed
resources. However, in the long run, all costs must be covered.

3.2.5. Physical interdependence and economic impacts

The above discussion points to a major problem which increases the difficulty of
evaluating the benefits and costs of using water. A specific water use cannot, in
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most cases, be viewed in isolation from potential alternative utilizations. The
typical river basin will contain several alternative uses for water and one use may
affect others through any or all of the quantity, quality, time, and location
dimensions. The benefits from a particular increment of water supply in a given
river system is the sum of the value of the marginal product in the initial use and
the value of the return flow in all subsequent uses. In a system context, the sum is
net of the positive and negative effects which are engendered elsewhere or
subsequently in the system [Hartman and Seastone (1970), Butcher, Crosby and
Whittlesey (1972)].

3.2.6. Appropriate measure of use

Formally, the valuation problem posed by physical interdependencies in water
use is that of specifying the unit of measure of the variable representing quantity
of water. In certain situations (e.g. complementary products such as recreation),
evaluation of water resource development decisions may not require a measure of
value per unit of water “used”. This is true so long as a use is not competitive
with another.

Another problem is posed by instream utilization. While navigation, recreation,
power generation, and waste load assimilation do not withdraw or consume water
in the usual hydrological sense of these words (evaporation and seepage aside),
instream uses clearly can foreclose other economic uses at a particular location
and at later times. The “with and without” principle will provide guidance in
such instances.

For cases involving withdrawal use, some unit measure of use is clearly
required for the evaluation of alternative uses. The choice of the appropriate
measures of use is typically between the withdrawal versus the depletion (con-
sumption) concepts. D’Arge (1970) contended, for example, that the selection of
the appropriate variable depends on the interdependencies existing among users
and on the availability of benefit estimates. He concluded that consumption is the
relevant variable for public planning purposes.

Most economists seem to prefer to measure use in terms of withdrawal, since
that is what the individual private user must pay for. Moreover, conventional
measures of consumption, in terms of evaporation may be misleading for eco-
nomic analysis from a social perspective. As examples, return flows may so
degrade in quality as to be unusable or return flows percolating back to the
groundwater table in deep aquifer situations may not be available for reuse in any
reasonable planning horizon.

3.2.7. Economic benefits related to location, quality, and time

Site productivity refers to the economic value of water used at a particular
geographic location for a specific class of use. The costs of transporting this bulky
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commodity are such that the derived economic value of water in the stream will
be considerably less than at the point of use. The factors which influence the
physical productivity of water at a particular location for each type of use also
affect the economic value. Examples of these factors include soil and climatic
characteristics affecting the physical productivity of irrigation water or aesthetic
characteristics of a particular site which influence the value of water for rec-
reation. The productivity of water is also dependent upon the degree of invest-
ment in other resources used in conjunction with water, such as the height to
which a power dam is constructed or the investment in efficient water application
systems in irrigation.

Temporal variability in demand can significantly affect benefit estimates. The
variation may extend from the very short run to the long run. The most important
case stems from seasonal variation such as shifts found in demand from agricul-
ture, navigation, recreation, and waste load assimilation. Also, secular trends in
population, income, and technology have a long-run impact on the demand for
water.

Water must frequently undergo some form of processing (filtration, chlorina-
tion, pressurization, etc.) prior to use. Thus, there will be differences in willingness
to pay for the raw (unprocessed) water as compared to the benefits of water of
suitable quality for a specific use.

To sum up, specifying strictly commensurable shadow prices for alternative
uses of water requires that benefits per unit of water be conceptually equivalent in
terms of time, location, and quality. [Flinn and Guise (1970) and Howitt et al.
(1982) present sophisticated modeling efforts which incorporate these distinctions.]

3.3. Techniques for determining the direct economic impacts of
water resources interventions

Five broad approaches for measuring the benefits of water resources interventions
may be identified [Young et al. (1972), Gray and Young (1984)]. These include:
(a) observation of transactions relating to water, (b) derivation of value from a
statistical demand function, (c) residual imputation and variations, (d) alternative
cost valuation and (e) user surveys. (Where certain costs of water development
projects are not correctly reflected in market prices, these techniques are also
applicable to the measurement of such costs.)

3.3.1. Market transactions relating to water

Because of the physical, economic, and institutional characteristics of water,
market transactions for water are rare. However, they do exist and in such cases
the observed price must be carefully interpreted. The least complex has been
termed the “irrigation water rental market” [Anderson (1961)]. The owner
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maintains the title to the perpetual annual stream of water supplies but sells the
right to receive the water for a specified period of time. The observed prices in
rental markets are based on private, short-run demands and may be of limited
utility in evaluating long-term public investment or reallocation decisions.

Transactions in permanent water rights are not common, largely because of
institutional constraints designed to avoid third party effects [Ditwiler (1975)].
Observed transaction prices of transfers between similar uses are conceptually
correct measures of the long-term private value of the resource in that purpose.
However, interpretation of these derived values must be done with care if public
shadow prices are needed. Also, the appropriate price is that for the right to a
perpetual series of annual flows, and not the price of a unit volume of water. In
order to derive the value of a unit volume, an appropriate capitalization formula,
with the proper interest rate, must be applied to the price of the right. Will the
private sector exhibit the same rate of discount, risk aversion, time horizon or
price expectations as would be selected by the public analyst? Gardner and Miller
(1983) have illustrated this approach with data from the Northern Colorado
Water Conservancy District, while Brown et al. (1982) have studied markets for
water rights in New Mexico. The cyclical price variations observed by Gardner
and Miller are consistent with the hypothesis that the market price of water rights
can be affected by the same imperfect forecasts of inflation or urban growth rates
as are markets for precious metals, real estate, or common stocks.

The value of water rights has also been estimated indirectly where the right is
transferred as a part of a real -property transfer. Statistical regression analysis
applied to a sample of such transactions characterized by variation in water
supply per unit of land permits inferences to be drawn as to the capitalized value
of the water right. Freeman (1979, ch. 6) presents a detailed review of the problem
of employing property values to study the benefits of non-marketed goods and
services, particularly with respect to environmental quality. (See also Chapter 15
of this Handbook.)

A second type of observed transaction in water is that in which water supplies
in withdrawal uses are sold under an “administered” price system. In this case,
the public agency or utility which supplies water may sell it at a specified price
through a metered system. The consumer is free to adjust consumption to reflect
the marginal valuation of water use at the specified price. Statistical analysis of
cross-section or time-series data pertaining to the consequent relationship be-
tween consumption and price can be used for inferring the value of water to the
final user [Howe (1982), C.E. Young et al. (1982)].

3.3.2. Benefit estimates from econometric production functions
The classical approach to estimating values of non-marketed commodities is to

estimate the demand function for the good in question. Water is often an
intermediate good, in which case the demand function is the marginal value
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product function, the first derivative of the production function in value terms.
Use of econometric production function estimates is most common in valuing
water in irrigation use, where numerous field experiments have studied crop
response to water application and other factors [for example, Hexem and Heady
(1978)]. The general approach is to derive a schedule representing the short-run
value of the marginal product under the experimental conditions.

Cobb-Douglas type functions may be fitted to farm account data with irriga-
tion water as an explicit variable have been employed in estimating long-run
marginal value productivity. A major problem in such cases is obtaining an
accurate measure of water applied. Extrapolation, of course, must be done with
caution. Moreover, the derived value may not be suitable for social cost—benefit
analysis if commodity market interventions or unemployment are present. Ruttan
(1965) and Beattie et al. (1971) have applied the approach to aggregate irrigation
and production data. ,

In industries other than irrigated agriculture, a scarcity of the data necessary to
estimate demand or production relationships, together with the fact that water
accounts for a very small portion of production costs, has generally forced
analysts to turn to alternative estimating procedures.

3.3.3. Residual valuation approaches

Residual imputation achieves the task of shadow pricing by allocating the total
value of output among each of the resources used in a single productive process
when water is used as an intermediate good. If appropriate prices can be assigned
to all inputs but one, then the residual of the total value of product is imputed to
the remaining resource [Heady (1952)].

The residual imputation technique is based upon two major postulates: (1) the
market prices of all resources, except the one to be valued, are equal to the returns
at the margin (value of the marginal product), and (2) the total value of output
can be divided into shares such that each resource is paid according to its
marginal productivity and the total value of output is completely exhausted
(Euler’s Theorem). Consider a simple example where three factors, capital, labor,
and water, are used in the production of a single output Q. The problem is to
impute a value to the water resource. By Euler’s Theorem:

TVP,=VMP, - L+ VMP-K+ VMP,,- W (1)
where TVP, is the total value of output Q, VMP, represents the value marginal
product of any resource, /, and L, K, and W refer, respectively, to quantities of

labor, capital, and water employed. Substituting according to the first postulate
and rearranging, we have

TVPy— P, -L— Py K=VMP,-W. (2)
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Eq. (2) is solved for VMP,, to estimate P, the desired shadow price of water.

The postulates cited previously are satisfied by production functions homoge-
neous of the first degree and optimizing producers in competitive markets. The
Cobb-Douglas function, which implies constant returns to scale, satisfies Euler’s
Theorem and has been used in empirical estimation of marginal value products.

Residual imputation is subject to limitations which should be recognized by the
user. First, if input variables are omitted, inadvertently or otherwise, the residual
will be overstated. Second, distortions of either input or output prices will lead to
a distorted residual estimate. Lastly, this procedure is most applicable to estimat-
ing the value of water in production processes (such as irrigated crop production),
where the water resource is a substantial contributor to total product. In industrial
uses, where the contribution of water rarely represents more than 1 or 2 percent
of total value of product, the difficulty in properly shadow pricing the other
factors, particularly capital, management, and risk-bearing, leads to highly uncer-
tain estimates of a residual value of water.

Mathematical programming procedures can be employed to derive imputations
of the value of water which are theoretically similar. Burt (1964) pioneered this
approach with application to irrigation water, deriving a long-run net benefit
function from parametric variation of a water supply constraint in a linear
programming (LP) model of a California agricultural region. Depending on the
definition of the objective function, long-run or short-run value estimates are
obtained. Numerous others have used LP models to impute short-run values to
irrigation water, in which case the residual is the return to land, management and
fixed investments, in addition to water.

The “Change in Net Income” method (hereafter abbreviated to CINI) is
related to the residual valuation approach. This model defines the increment in
net producer income associated with adding water to a production process as
willingness to pay for the incremental water. The approach is that adopted for
valuing irrigation water benefits by the U.S. Water Resources Council (1979).
Assign X, to represent production inputs and ¥, refer to products, and let the
subscripts 0 and 1 attached to the input and output variables refer, respectively,
to values without and with and investment or program adding to water supply.
The water resource is designated X;. Assuming that the factor prices (P, ) and
product prices (P, ) are unaffected by the investment, the change in net income
AZ associated with a discrete addition to water supply per unit of time is:

m n m n
AZ=2,-2,= ) Y,P, — )y x1ij,) ‘( )y Yo, P, — )y Xoj'ij . (3)
i=1 Jj=2 i=1 Jj=2

The second term in (3), in effect, represents the annual net returns to the fixed
land resources in the “without” project situation.
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The unit value of water may be obtained by dividing the expression in equation
(3) by the incremental quantity of water (i.e. A.X,).

The CINI approach requires the same assumptions of the residual imputation
procedure, namely, that resources be optimally allocated, that factor and product
prices correctly reflect social values, and that all inputs be properly represented in
the calculations.

A number of studies have attempted to measure the value of water from a
regional perspective employing regional inter-industry models. Such studies typi-
cally employ a concept of “value added”, or more generally, of income of
primary resources per unit of water withdrawal as a criterion for allocating the
resource.

What we term here as the “ value-added approach” has certain key similarities
to the residual approach described above, but it also has important differences.
Although its practitioners have presented it as an appropriate method for valuing
an unpriced resource such as water, this interpretation can be accepted only
under very limited conditions. The important difference between the value added
and the correct residual approach lies in the definition of value added. Since value
added is generally an aggregation of the basic inputs to production, the residual
in this case includes not only the contribution of water to the value of output, but
the contribution of all primary resources. Attributing the value added to water
implicitly assigns a zero shadow price to the other primary resources and thus
ignores the fact that resources other than water are scarce. Assigning zero
opportunity cost to other primary resources by implicit assumption is question-
able, and tends to result in water value estimates which greatly overstate the true
contribution of water to net regional output. The value-added imputation process
can lead to conceptually correct results only if (1) extreme care is taken to
disaggregate value added so that the contribution of all other primary resources is
empirically identified and deducted from value added or (2) if the assumption
that the opportunity costs of the other primary factors is zero is verified. A
number of well-known studies by regional economists have used this method, and
their results are subject to this critique {i.e. Wollman (1963), Lofting and
McGauhey (1967), d’Arge (1970), and Bradley and Gander (1968)].

3.3.4. Alternative cost

The fourth major technique of value estimation discussed here is based on the
concept of “alternative cost”. Alternative, in the alternative cost context, refers to
a substantively different means of accomplishing the same project purpose.
Willingness to pay is limited to the cost of the most likely economically feasible
alternative. The definition is deceptively simple because there are a number of
possible alternatives, including private alternatives to public projects, public
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alternatives to each component of dual purpose projects, and so on. [See
Herfindahl and Kneese (1974, pp. 267-270), for a more detailed exposition.] The
technique is applicable to cases in which a private alternative (e.g. a railroad
system for commercial transport) to a public development (e.g. navigation for the
same purpose) exists. Maximum willingness to pay is determined by the cost of
the least expensive alternative.

The approach is attractive since in many cases estimation of a demand schedule
is very difficult, if not impossible. However, complexities arise in the situation in
which neither alternative need be built to a fixed scale. Then the demand schedule
must be estimated for the output range between the private level of output and
the public level of output (assuming demand is not totally inelastic) of the private
alternative represents the upper limit of willingness to pay (benefits) for the public
alternative.

The primary advantage of the alternative cost method is that, for cases in which
demands are difficult to obtain, estimation of maximum willingness to pay can be
accomplished without estimating demand functions. In those situations where the
output of each of two alternatives is water, as in the case of private development
of groundwater for irrigation versus public supply, the least cost alternative can
represent a legitimate estimate of the social value of water. In some situations, e.g.
transportation, power production, and waste treatment, estimation of direct
benefits to water, as contrasted with total project benefits, is a two-step process.
First, the alternative cost of accomplishing a given purpose must be estimated.
Second, a benefit per unit of water must be imputed, usually by deducting from
the alternative cost the associated costs (an application of the residual technique
described above).

3.3.5. User surveys

The final category concerns methods for determining the demand for water when
no exchange transaction or diversions for production occurs, that is, when the
“use” activity involves neither consumption nor diversion. In such cases, usually
associated with recreation and aesthetic enjoyment of water in natural surround-
ings, water has a public or collective good character. Here, analysts have come to
rely on user surveys to derive estimates of the value of the recreation experience,
and more particularly, of the value of the contribution of environmental re-
sources, such as water, to that experience [Knetsch (1974)]. Two general lines of
approach can be identified — the expenditure function approach, and the income
compensation approach.

The expenditure function approach relies on market-generated price and quan-
tity data where the quantity of a non-rival good is an argument in the demand for
some private good. Under certain conditions regarding the demand relationships,
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an empirical estimate of the benefit for the non-rival commodity can be derived.
The well-known Clawson-Knetsch travel cost method and land-value approaches
to valuing amenities are examples.

The income compensation function approach derives from the Hicksian model
of monetary equivalent measures of welfare impact. Willingness to pay is defined
as the area under the Hicksian eompensated demand curve. Since the indifference
surfaces of the theoretical model are not directly observable, various approaches
to estimation have been developed. These mainly depend on a “direct asking”
(contingent valuation) approach to estimating changes in economic surplus.
Freeman (Chapter 6 of this Handbook) develops these issues in detail, and we do
not treat them further.

3.4. Social cost measurement

For the most part, water project appraisal proceeds on the assumption that the
relevant markets reasonably accurately reflect the costs of factor services and
intermediate goods employed by the public sector. In smoothly functioning
markets, wage rates and the prices of material and equipment adequately measure
the opportunity cost of resources. Some possible exceptions to these presumptions
are noted here.

3.4.1. Underutilized resources

The existence of unemployed and underutilized resources must be recognized in
any attempt to estimate the true social cost of a water resource project. The
opportunity cost of underutilized resources is less than the market price, since
little forgone production occurs if such resources are utilized.

Early writers {Eckstein (1958), McKean (1958)] acknowledged the problem,
particularly with regard to labor, but were skeptical of attempts to forecast
unemployment over the long interval between project planning and construction
or the even longer period of the operating project’s lifetime. Haveman and
Krutilla (1968) initiated efforts to develop empirical measures of the opportunity
costs of underutilized labor. A response function was formulated which relates the
probability of drawing from a pool of idle resources to the unemployment rate in
that pool. Adopting an a priori hypothesized form of the response function, they
concluded that the true social cost of projects were some 5-30 percent less than
monetary costs (based on employment data from 1957 to 1964). Significant
regional variation was found in the appropriate adjustment factor. They and
others note, however, that for appropriate measurement of the social cost of
labor, it is not sufficient to measure the “before” and “after” labor force status,
but that “with” and “without” conditions must be compared. The latter is
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particularly difficult to achieve, particularly given the prospect for labor migration
from other regions.

Federal evaluation procedures regarding underutilized resources have varied
rather widely. Senate Document 97 [U.S. Congress (1962)] encouraged accounting
for project construction period and operating period unemployment, and per-
mitted recognition of indirect and induced employment effects. The U.S. Water
Resources Council’s (1973) Principles and Standards limited consideration of
underutilization to only the construction or installation period, a practice con-
tinued in the (1979) and (1983) revisions.

We close this topic by calling attention to a rather different approach. Johnson
and Layard (1982) adopt a general equilibrium framework, and show under
plausible assumptions that the social opportunity cost of unemployed labor can
exceed the wage rate.

3.4.2. Opportunity costs of non-marketed resources

Market prices may be biased or absent in the case of lands used for project sites.
Recreational benefit forgone from reservoir construction is an example. If the site
is publicly owned, no budget outlay for its purchase is required, but non-marketed
alternative (e.g. recreational) uses may be sacrificed. (If the land is purchased, the
higher private discount rate, an aversion to risk and differing price expectations
on the part of private land market participants may imply an assessed value
which diverges from that derived from evaluations from a social accounting
stance. Particularly in instances where an irrigation project inundates some farm
lands to develop other farm lands, the opportunity costs of the site should be
assessed with the same discount rate, commodity prices and production costs as
are the benefits of the development.)

Finally, the opportunity cost of the water itself must not be ignored. As water
economies mature and the resource becomes increasingly scarce, the potential
forgone values will rise. Since relative economic values and institutional arrange-
ments both act to protect household and industrial demands, the problem arises
mostly with instream uses. Hydropower benefits forgone can be very high when
irrigation water is diverted high in a river basin [Whittlesey and Gibbs (1978)].
Recreational uses requiring instream flows are only beginning to be protected by
legal rights [Daubert and Young (1981)].

3.5. Other benefit—cost analysis issues

We treat briefly below a number of long standing economic issues which have
pervaded evaluations of public interventions in the water field.
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3.5.1. The discount rate

Around the mysteries of finance

We must perform a ritual dance
Because the long-term interest rate
Determines any project’s fate:

At two percent the case is clear,

At three, some sneaking doubts appear,
At four, it draws its final breath

While five percent is certain death.

Kenneth Boulding (1964)

A long-standing issue in applying benefit—cost analysis in the water resources
area concerns the rate of interest to be used in the discounting of future streams
of benefits and costs. Until 1969, official procedures manuals stipulated that
“average long-term interest rates that will prevail over the life of a project are
considered the proper basis for discounting future benefits and costs”. The
long-term government bond rate was taken as the measure.

This rate was rationalized as follows. First, it is claimed that the rate of interest
conceptually appropriate for use by the Federal government is the social cost of
capital, i.e. “...the risk-free return expected to be realized on capital invested in
alternative uses”. Second, because the government can borrow funds at the going
long-term government bond rate, it is claimed that this rate is an accurate
estimate of the social cost of capital. Critics of this procedure have argued that
because of the difference between lender’s and borrower’s risk, the rate on
long-term government issues is less than the social opportunity cost of capital
[Eckstein (1958)]. Also, due to the effect of taxes, the actual bond rate may fall far
short of the real opportunity cost of capital as determined by its pre-tax value in
an alternative use. (Offsetting these biases in recent years has been the effect of
inflationary expectations and heavy government borrowing in increasing the
nominal cost of capital to the government.)

The appropriate conceptual basis for the discount rate to be used by the public
sector has been long-debated in the economics literature. Depending on the
perspective taken, a case can be made for any of the following concepts: (1) the
social rate of time preference [in conjunction with a cut-off benefit—cost ratio to
reflect opportunity costs (Marglin (1968), Eckstein (1958))]; (2) the opportunity
cost of displaced private spending, [Haveman (1969), Harberger (1968)}; and (3)
the before tax rate of return on corporate investments [Stockfisch (1982)].

In 1968, H.P. Caulfield, Director of the Water Resource Council, proposed a
formula approach to determining the discount rate on federal water resources
investments. After Congressional hearings, the Water Resources Council an-
nounced that the new formula was to be based on the yield rate for long-term
government bonds. An immediate 4.625 percent rate was established (in compari-
son to the 2,5--3.5 percent rate in effect during the 1950s and 1960s) and the much
higher yield rate was to be approached from this level by not more than one
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quarter percent per year. In fiscal year 1984, the rate used by the agencies, based
upon this formula, had risen to 8.125 percent. This rate has come to closely
approximate the real opportunity cost of displaced private spending which is
preferred by many economists. However, the conceptual basis on which the water
resources rate is based — the nominal cost to the Treasury of borrowing —is little
different than that on which the pre-1970 rate was based.

The debate in economics on the appropriate concept and magnitude for
discounting public investments has continued but there is still little concensus on
the correct concept and size of the discount rate. Nevertheless, most economists
would agree that the cost of Treasury borrowing is not an appropriate conceptual
basis and that, in the analysis, the opportunity cost of alternative activities
displaced by the public activity and its financing must be considered. A range of
other issues pertinent to the choice of the discount rate have not been resolved,
however. These include: (1) the appropriate consideration of future generations,
(2) the inclusion of risk and uncertainty considerations in the discount rate, and
(3) the relationship of the appropriate public discount rate to macroeconomic
policy. These issues are discussed fully in Lind (1982).

3.5.2. Inflation and benefit—cost analysis

The worldwide experience with inflation in the seventies raised questions regard-
ing the treatment of inflation when performing B/C analyses. Price and interest
rate data used in such investigations often reflect inflationary expectations. The
major conclusions of the literature on this subject [Howe (1971), Hanke et al.
(1975)] is that consistency is required in the treatment of prices and interest rates.
In other words, either real or nominal prices and interest rates must be considered
in making projections. (The Water Resource Council procedures continue to
violate this precept by appealing to nominal interest rates-—the yield rate on
long-term government bonds — while employing real prices in forecasting benefits
and costs.) It is recommended that real values be employed since the forecasting
of nominal price trends over the long lifetime of a water project is a formidable
task. Hanke and Wentworth (1981) extend the analysis to cases in which relative
prices are expected to change over the life of a project. (The writers would add a
note of caution on projecting changing relative prices. Analysts who in the 1970s
confidently adjusted relative prices of food or energy in response to perceived
permanent scarcity scenarios for these commodities have seen supplies rebound
and real prices in the 1980s fall to well below earlier forecasts.)

3.5.3. External and secondary effects

Effects internal to a water project are those which can be captured, priced, and
sold by the decision-making or project entity (or which must be paid for, in the
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case of costs). External effects, then, are uncompensated side effects, and can be
positive or negative.

External effects can be classified as technological or pecuniary. The former
refer to changes in real production or consumption opportunities imposed on
third parties, and generally involve some physical interaction among the parties.
Because technological externalities are real and represent welfare changes, public
project planning should take them into account. Pecuniary impacts (usually called
“secondary” or “indirect” economic effects) are those reflected in changes in
incomes or prices caused by shifts in supply or demand. Pecuniary externalities
are likely to represent income distribution rather than allocative effects, and their
inclusion would amount to double-counting.

The need to explicitly consider real effects on third parties in benefit—cost
evaluations is clear and presents no serious conceptual difficulties. Whether
positive or negative, such impacts can be measured, in principle, by methods of
non-market valuation discussed above in Section 3.3. In practice, of course,
serious difficulties in measuring external costs and benefits abound.

Pecuniary spillovers present more of a problem. The conditions under which
pecuniary externalities are properly included in measures of water project benefits
have been the subject of a long and controversial history. McKean (1958) and
Eckstein (1958) remain the definitive analyses. The main problem has been a
focus by planning agencies on secondary benefits (which are largely registered in
the project locality), while secondary costs (which are likely to be spread across
the national economy, and often represent the elusive potential returns to
alternative public investments) are not given equal consideration.

Howe and Easter (1971, pp. 26-27) present a most accessible summary of the
issues. They note that in a properly functioning economy with fully employed
resources, a new investment project yields no net benefits beyond its own net
income. Any expansion in related activities is offset by a fall in activity and
profits elsewhere, while potential alternative investment projects could be ex-
pected to have similar indirect effects. However, with departures from the
competitive model -including (a) the presence of long-term unemployment of
resources, (b) immobility of resources, and/or (c) the existence of economies of
large scale in related industries —real national secondary impacts may occur.

Two final remarks are in order. Even though the pecuniary (or secondary)
impacts of water projects are likely to be balanced out elsewhere in the national
economy, that is not to downplay their economic and political importance to
affected regions [Kimball and Castle (1963)]. Much of the political motivation for
public water projects represents an attempt to capture such regional effects, which
in many cases are reflected in large gains in real property values. Second, much
analytic effort has gone into forecasting regional income gains, often with the use
of Leontief input—output models. The changes thus projected remain income
transfers, and should not be labeled as “benefits” or treated as real income gains.
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Kelso et al. (1973) and Bell et al. (1982) are empirical measurement efforts which
avoid the possible pitfalls in projecting secondary impacts.

3.5.4. Risk and uncertainty

Risk and wuncertainty attached to outcomes - either positive or negative
outcomes — are generally viewed as undesirable from an individual point of view.
Individuals are generally thought of as “risk averse”. Production and consump-
tion decisions made in the face of uncertainty are generally less effective than
when knowledge is relatively certain [Dorfman (1962)]. Extrapolation of these
points to project evaluation implies that risky investments — those in which benefit
and cost streams are largely uncertain or risky — are less desirable than interven-
tions with equivalent expected values of benefits and costs, but less risk or
uncertainty. The implication is that risk and uncertainty is a cost, and this cost
should be reflected in the evaluation of projects.

Existing evaluation procedures used by water investment agencies, as well as
the academic literature, reflect this conclusion. A number of approaches to
reflecting risk and uncertainty have been proposed, including: (a) conservative
“rules of thumb”, (b) sensitivity analysis, (c) probability analysis, and (d)
decision-theoretic modeis. The “rules of thumb” are devices for penalizing riskier
proposals, and include (1) limiting the period of analysis, (2) introducing direct
and specific safety allowances, (3) the inclusion of a risk premium in a single
discount rate (where uncertainty is unrelated to time), and (4) appraising benefits
conservatively. No longer does the project appraisal literature [Mishan (1976)] or
the U.S. Water Resources Council Guidelines (1983) recommend these ap-
proaches. They do, however, advocate sensitivity analysis, which is a reworking of
the analysis for alternative values of the parameters which are thought likely to
affect the feasibility determination.

The probabilistic approach generally relies on formal assignment of probabili-
ties to uncertain outcomes, and compares the expected value of benefits with the
expected value of costs. Flood control evaluation rests on this procedure. As
discussed in the section on appraising flood control investments, many have
questioned whether maximizing expected value of net benefits is an appropriate
criterion. [See, for example, Kunreuther (1978), Heiner (1983).] Assigning
probabilities to water flows is reasonably straightforward and the subject of a
large literature. However, estimating probabilities for economic and political
factors (prices, population, productivities) is only in its infancy. This, and the
large computational load for serious probabilistic analysis has limited its applica-
tion in practice to the flood control field.

Decision theoretic approaches [Dorfman (1962), Mishan (1976)] hold promise,
but have seen little application beyond the theoretical level as yet.
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A refinement of the expected value approach adopts Bernoulli’s insight that
individuals do not necessarily value uncertain prospects by their monetary
expectation. The expected utility approach assumes that expectation is the ap-
propriate decision criterion, but that individual attitudes toward risk should be
reflected in the analysis. Risk aversion by individuals is hypothesized, so that
highly risky projects have a certainty equivalent which is less than the expected
monetary value [Dorfman (1962)].

Arrow and Lind (1970), however, have contended that it is not correct to
presume that risk and uncertainty in benefit and cost streams are always socially
costly. Depending upon (1) the entire portfolio of national investments, (2) the
correlation between the benefit and cost streams of projects and the overall
returns to the assets in the economy, (3) the existence of contingency claims
markets, and (4) the extent to which the risk and uncertainty is spread over
impacted individuals, it may be appropriate to ignore individual project risk in
public project evaluation. The implication is that a risk-free discount rate should
be used. Fisher (1973) has pointed out, however, that the theorem applies only to
private goods, but not in the important cases where the goods provided are
non-exclusive and non-rival (public goods). Pearce and Nash (1981) note some
additional limitations.

The risk of dam failure is an aspect of water project appraisal that has been
conspicuously ignored in federal water planning procedures. Experience has
proven that dams do fail, so that siting dams above areas of large population
must be studied with extra care. However, due to philosophic controversies over
the concepts to be employed and the reluctance of water management agencies to
admit publicly the possibility of failure, official planning guides do not yet
address the issue. [See Baecher et al. (1980) for a discussion.]

3.5.5. Muitiobjective appraisals

Conventional cost—benefit analysis has been criticized on the ground that eco-
nomic efficiency was not the only criterion by which water projects should be
judged. In a previous section, we have outlined the rise (and partial decline) of
multiple objective planning procedures by the federal establishment in the United
States. This development was paralleled by a burst of interest in formal evaluative
procedures in the technical literature. Marglin (1962) and Freeman (1969) pro-
vided theoretical formulations incorporating additional objectives (such as re-
gional income) into water planning models. Cohon and Marks (1975) Goicoechea
et al. (1982), and Chankong and Haimes (1983) survey and appraise the various
quantitative techniques proposed for formally solving multiobjective problems.
Major and Lenton (1979) incorporate multiple objectives into a river basin
planning exercise, while Gum et al. (1982) treat a water quality problem.
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Relatively few economists have chosen to explore this topic. Many appraise it
as merely an attempt to justify unsound public investments under the guise of
broader criteria. (Some efforts in multi-objective evaluation have suffered from
inadequate care in specifying objectives, identifying trivial physical impacts as
their objectives rather than employing measures representing legitimate public
goals.) Others doubt the ability of government “decision-makers” to provide
quantitative tradeoffs among social objectives. Those economists holding this
latter view tend to focus efforts on predicting the allocative and distributive
consequences of water policy proposals, and recommend that the political system
resolve the conflicts (as is provided in the federal planning procedures of the past
decade). Haveman (1965), Gardner (1966), Infanger and Butcher (1974), and
Miller and Underwood (1983), represent instances of measurement of distributive
impacts of water-related programs and projects.

3.5.6. Ex post evaluation

The application of economic analysis to public spending decisions has its longest
history in the water resources area. Yet, in contrast to many other program areas,
analysis has been almost exclusively ex ante in nature. As a result of this
singleminded attention to ex ante analysis, water resource planners have not had
access to ex post information required to (1) determine if project evaluation
techniques are biased, and if so, in what direction and to what extent, (2) revise
evaluation methodologies so as to improve their reliability, and (3) gain informa-
tion on the production functions on which project evaluations rest.

Several obstacles to meaningful ex post evaluation exist in the water area
[Haveman (1972)]. The primary barrier, in addition to data problems, concerns
the “with—without” framework of benefit—cost analysis. An ex post evaluation of
the before—after sort is of no use in efforts to improve evaluation procedures. If,
for example, the flood losses actually prevented by a project were estimated and
used as a basis for judging the benefits produced by the project the appraisal
would implicitly indicate that the prevention of damage to property induced into
the floodplain by the project constituted a benefit attributable to the project.

Second, substantial conceptual and empirical problems are involved in apprais-
ing the performance of investment projects whose output depends on a stochastic
process. When an investment has afforded protection against the occurrence of a
probabilistic event, such as a flood, it has, in effect, a value that is analogous to
insurance.

Finally, for most water projects, the bulk of expected project benefits occur in
the later years of the project’s life. In such cases, the analyst would find it most
difficult to judge the efficiency of the investment on the basis of its output stream
until it has matured.
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In the primary water resource agencies the correspondence of actual costs with
ex ante estimates has been explored periodically. In the 1950s a pattern of major
cost overruns was uncovered; later cost analysis has been found to be far more
accurate [Hufschmidt and Gerin (1970)].

Very few ex post appraisals have been undertaken. Haveman (1972) developed
a framework for ex post evaluation of flood control, navigation, and hydroelectric
project purposes, and undertook preliminary ex post analyses in each area. The
study concluded that, “there is a serious bias incorporated into agency ex ante
evaluation procedures, resulting in persistent overstatement of expected benefits”
(p. 111).

Regional growth impacts. Another analytic thrust can be interpreted as a type of
ex post appraisal. This is represented by the several studies which use econometric
techniques to test the hypothesis—fundamental to much of public water
policy — that water resource development does in fact yield significant regional
economic growth impacts. A number of such analyses have utilized cross-sectional
census data from one or more census periods and regressed various indices of
growth (income, production, etc.) against expenditures for water development
projects. Lewis et al. (1973) review the conceptual issues. Both Cichetti et al.
(1975) and Fullerton et al. (1975) studied multi-state regions in the southwestern
United States, but failed to identify statistically significant regional growth
measures for federal irrigation projects. Howe (1976) surveys both the economet-
ric and descriptive evidence from river basin developments on several continents,
reporting rather mixed findings. The evidence at hand suggest caution is advised
in projecting large and assured regional growth impacts from water projects.

3.5.7. Optimal sizing, timing and sequencing of water supply projects

This section calls attention to the related issues of optimal timing and sizing of
projects. The sizing of water projects has often been based on hydrologic and
engineering considerations. Size has tended to be made as large as possible, until
the point where incremental cost rises sharply. This, however, ignores the likeli-
hood of diminishing marginal net benefits. The conditions for optimal sizing of a
project in a static and deterministic framework are achieved by the familiar
equating of marginal costs and marginal benefits [Marglin (1962), Herfindahl and
Kneese (1974)].

In the face of growing demand for project output, net present value of returns
may actually be increased by postponing a project even though it might be found
feasible for an immediate start. This will be the case if, roughly speaking, net
benefits are growing at a percentage rate larger than the rate of interest.
Herfindahl and Kneese (1974, p. 202) discuss the issue and Gittinger (1982, pp.
381-383) describes some simple tests for determining when to start a project.
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Marglin (1963) presented one of the earliest formal attempts to deal with the
problems of investment sequencing. Most of the recent contributions have come
from the engineering and operations research literature. Moore and Yeh (1980),
for example, apply a dynamic programming approach to a case study in which
price-sensitive demand, a marginal cost pricing rule and an objective of economic
efficiency are incorporated into a model for expansion of regional water supply
capacity.

4. Evaluations of selected public water policy issues

Local, regional, and national government entities are involved in numerous water
supply and management programs. We cover only the most significant in terms of
public expenditures in the United States - natural hazard mitigation, water trans-
portation and irrigation.

4.1. Natural hazards: Floods and droughts

Extreme climatic or meteorological events, such as floods or droughts may cause
significant economic damages and have been a major preoccupation of water-
related public policies.

4.1.1. Structural approaches to floodplain management

Provision of flood control is one of the major water resource activities in the
federal government’s portfolio. These activities often involve levee construction,
channel improvement, and reservoir construction. In these cases, the purpose is to
erect some man-made structure which will confront natural probabilistic
events — the chance of a discharge of x volume occurring in any given year in any
flood plain — and alter the impact of these events when they occur.

Several outputs from flood protection projects can be distinguished:

(1) the reduction of crop damage from flooding;

(2) the reduction of property damage from flooding;

(3) the reduction of non-crop output losses due to flooding; and

(4) increasing in the productivity of land and improvements on the floodplain.

Optimal flood control programs will minimize the sum of the costs of the
protection program plus the costs of damage avoided. In Figure 11.1 the steps
required to empirically estimate the present value of both crop and property
damages averted are depicted and related sequentially to each other [see also
James and Lee (1971), Haveman (1972), Herfindahl and Kneese (1974)]. These
components of the empirical estimation process correspond to the method utilized
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Figure 11.1. Framework for estimating flood control benefits.

by federal water resources agencies. As can be inferred from the figure, analyses
of hydrologic conditions, forecasts of the physical performance of the installation,
estimates of crop distribution patterns, seasonal planting patterns, flood-free crop
yields and value components, and forecasts of “factors of increase” without the
project are essential components of the estimated annual benefits resulting from
the reduction of flood damage to crops due to the flood control project. Similarly,
estimation of the benefits of averting damage to property required estimates of
stream hydrology, property values of the floodplain, project performance, and
factors of increase without the project.

Within a smoothly functioning economy operating at full employment, there
are several additional benefits from flood protection investments beyond crop and
property damage aversion. These include the reduction in output losses due to
destruction of a crucial input or the temporary reduction or cessation of produc-
tion. While these benefits are not properly considered direct project outputs, a net
willingness to pay for them does exist. These benefits result from a reduction of
production losses associated with activities not experiencing direct physical
damage from flooding.

One of the outputs of a public flood control investment may be an increase in
the productivity of floodplain land because of the reduced incidence of flooding.
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For example, because of reduced flood incidence, an entrepreneur may find it
profitable to shift floodplain land from low-net-yield pasture to high-net-yield
agricultural commodities or to a factory site. In principle, this output is the net
reduction in cost (or increase in net earnings) experienced by the occupants of the
land because of the flood reduction services of the investment other than flood
damage reduction. In the water resource literature, the value of this physical
output is known as *“land enhancement benefits”.

Estimation of benefits in this productivity improvement category is difficult. In
this case, the analyst must identify the increment to, and the composition of,
economic activity that would have taken place on the floodplain in the absence of
the investment, and compare this value with the actual increment to, and the
compositior: of, economic activity occurring on the floodplain due to increased
real productivity of floodplain land. Through this procedure, the investment-
induced productivity increase of floodplain land can be estimated. Stated alterna-
tively the analyst’s task is to distinguish between (1) changes in the level and
composition of economic activity on the floodplain attributable to productivity
increases of floodplain land induced by the public investment, (2) changes in
economic activity resulting from the.natural growth of the area without the
project, and (3) changes in floodplain economic activity attributable to inadequate
or erroneous information about the extent of increased protection afforded the
floodplain by the investment. Having isolated that component of changed eco-
nomic activity attributable to investment-induced increases in land productivity,
the analyst must estimate the increase in net earnings of these induced activities
[see Lind (1967))].

These procedures for valuing flood protection benefits are fraught with both
practical and conceptual problems. Here, only the primary of these will be
mentioned.

(1) Flood protection benefits are “public goods” requiring demand functions to
be added vertically.

(2) The willingness to pay benefits are based on the assumption that floodplain
occupants are rational and fully informed. Substantial evidence exists to suggest
that they do not act on the expected value concepts which dominate this area [see
White (1964), Kates (1970)].

(3) If floodplain decisions are not made on this basis, non-optimal floodplain
usage will result, both without but especially with flood protection. This will result
in actual damages (and damages averted) being quite different than those pre-
dicted on the basis of expected values. (This perception has led to a de-emphasis
on structural protection measures, and more emphasis placed on land use control,
or mandatory flood insurance.)

(4) The benefits from land value enhancement have been disputed by several
economists, who have argued that, generally speaking, land quality is a con-
tinuum, and that because land quality equivalent to that on the floodplain is
available, land enhancement benefits are non-existent [Lind (1967)].
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(5) It has been claimed that projected changes in land value can capture all of
the benefit components described above. This is true, but only under a very
restrictive set of conditions, including competitive markets in long-run equi-
librium, no shifting of benefits outside of the floodplain, and fully informed
floodplain decision makers operating on unbiased estimates of expected values
[See Haveman (1972)].

Recent contributions include Cochrane’s (1981) survey of the state of the art of
flood loss simulation. He examines the potential for using these methods in
developing nations. Cochrane and Huszar (1983) studied urban storm drainage
practices, finding in a case study that application of engineering rules of thumb
(e.g. “protect to the 100 year event”) yielded excessively costly mitigation
programs. Milliman (1983) surveys the economic literature on flood hazard
mitigation and sets out priorities for economic research.

4.1.2. Non-structural measures for floodplain management

White (1964) led in advocating a shift away from strictly structural solutions to
floodplain problems. Krutilla (1966) proposed flood insurance to shift the cost of
risk-bearing toward the individual floodplain occupant. Floodplain zoning, flood
forecasting and post-disaster relief policies have received extensive discussion, in
light of the failure of the federal flood insurance program to live up to expecta-
tions [U.S. Congress (1979)]. The theoretical model of expected utility maximiza-
tion hypothesizes risk-aversive behavior and suggests that affected individuals
would be willing to pay more than an actuarily fair premium to protect against
loss. Kunreuther (1978) demonstrates, with field and laboratory studies, that for
relatively rare events which may cause high losses, such as floods, this hypothe-
sized behavior is not observed. [See also Heiner (1983).] This finding may support
compulsory insurance and regulations of land use and construction practices
[Sorkin (1982)].

4.1.3. Drought impacts and their management

Drought is a condition of moisture deficit sufficient to have an adverse effect on
plants, animals and ultimately man [Warrick (1975)]. Water managers attempting
to mitigate drought impacts may modify demand, augment water supply, or select
a combination of the two approaches. An optimal plan minimizes the sum of
mitigation costs and drought losses. As with floods, the economic literature
stresses the problems of measuring economic damages from moisture shortages,
and treats both structural and non-structural approaches to drought mitigation.

Musgrave and Lesueur (1973) questioned the usefulness of large dams as
drought mitigation measures in Australia, and proposed market-like procedures
which would encourage scarce water supplies into the highest valued uses. The
research agenda developed at the Harvard Water Program [Maass et al. (1962),
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Hufschmidt and Fiering (1966)] brought the field of stochastic hydrology together
with economic analysis, and initiated concern with formally measuring loss or
damage functions due to water shortages. Russell et al. (1970), developed two sets
of loss functions: one corresponding to an a priori model of drought impact;
and the other based on an ex post estimate of actual damages, both for the
Massachusetts drought experience in the 1960s. Millan (1975) extended this
tradition in a theoretically and empirically rigorous study of the upper Colorado
River Basin in the western United States. An interindustry model of the economic
region was adapted into a linear programming format to measure both direct and
indirect economic impacts of variations in water supply. The major water-using
sectors were each represented by several production activities designed to repre-
sent a range of adjustment to water shortage. The overall simulation model, in
addition, incorporated advanced procedures for modeling the hydrologic system
of the basin.

A number of studies cited in the subsequent sections on crop irrigation and on
allocative institutions reflect attempts to model the impacts of water shortages
[Anderson and Maass (1971), Dudley et al. (1972), Daubert et al. (1984),
Angelides and Bardach (1978)].

4.2. Water transportation

Public provision of right-of-way and public improvements to existing rights-of-way
for waterborne commerce are important water resource investment activities.
They can in concept, be accurately evaluated by the “least-cost alternative”
technique. The partial equilibrium presumption is that the nation requires a
certain origin—destination movement of goods, and that the objective is to achieve
this movement at the lowest resource cost to the nation. (The fixed origin—
destination presumption, of course, is questionable.) The provision of transporta-
tion infrastructure, and the pricing (cost-recovery) procedure which accompanies
it, will cause shifts in the location of both producers and consumers and, hence,
changes in both the origin—destination pattern and the total volume of commerce
requiring transportation services. It is generally accepted that analysis using such
full general equilibrium approaches is not currently feasible.

This “lowest resource cost to the nation” concept can be elaborated still further
in the case of, say, a waterway improvement, by introducing the distinction
between the cost savings on an existing volume of traffic which is to be moved in
a region and the cost savings on incremental traffic which is generated by the
lower effective transportation charges in the region due to the introduction of the
improved facility.

With this distinction, the total efficiency benefit of a navigation improvement is
equal to the sum of the reduction in costs of moving existing traffic and the ner
willingness to pay for the additional traffic attributable to the improvement (the
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total willingness to pay for the incremental traffic less the incremental costs of
accommodating that traffic, whether it is carried by water or an alternative mode)
[see Haveman (1972)].

Current agency practice in the ex ante estimation of navigation benefits has
been determined by direct congressional action in the Department of Transporta-
tion Act of 1966. This is the only project purpose for which Congress has
explicitly dictated the definition of benefits and the concepts to be used by
agencies in evaluation efforts. Largely because of this intervention, current
navigation evaluation procedures deviate more from ideal procedures than in any
other project purpose.

The early waterway benefit evaluation procedures utilized by the Corps of
Engineers have been described by Eckstein (1958). The pre-1960 Corps practice
was to evaluate the unit benefits of a navigation improvement by comparing the
current rates that shippers would pay to transport commodities on the improved
waterway with the rates they would pay for the next best alternative mode.
Eckstein demonstrated that, because of the complex nature of the railroad
rate-making process and the setting of railroad rates to cover full costs, it is the
unit savings to shippers that are being estimated and not national resource cost
savings per unit of traffic moved.

In estimating the volume of traffic that would utilize a proposed waterway, the
Corps employed surveys of the commerce flowing into and out of the region. On
the basis of the surveys, the reliability of which has often been challenged [see
Nelson (1969)], an estimate was made of the volume of future traffic that would
move by water. In practice, a sizable share of expected traffic growth in the region
was often credited to the construction of the waterway traffic.

In this procedure, it was implicitly assumed that the difference between rail
rates and barge rates would not change during the life of the project. Both
potential technological change in the railroad or barge industries and competition
from the waterway are ignored. Because post-waterway railroad rates are likely to
decrease below their pre-project counterparts by more than barge rates for both
of these reasons, there is sound a priori reason to expect that the traffic projected
on the waterway by this technique is overstated. Prior to 1960, then, the
procedures used to estimate both traffic on the waterway and unit savings on this
traffic led to bloated estimates of the benefits from navigation improvements.

In 1960, a significant change in procedure was adopted by the Corps. The use
of transportation rates was dropped, at least in concept, in favor of a comparison
of the resource costs of shipping commodities by water with the costs of
transporting them by an alternative mode in the absence of the project. However,
even after the 1960 change, estimates of traffic expected to move on the waterway
remained based on a comparison of current rail rates and barge rates expected to
prevail when the waterway was completed. While the new cost-based procedures
were superior in concept to pre-1960 procedures, in practice the reported esti-
mates were similar under both methods.
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In October 1964, however, a second revision in evaluation procedures was
announced. This alteration—which took the form of an interim procedure to
replace the post-1960 cost-basis-with-loopholes—was a substantial one in both
form and practice. Proxies for long-run costs were used both in projecting traffic
on the waterway and in measuring the benefits attributable to that traffic.

The effect of implementing this procedure was that estimates of traffic expected
to move on the improved waterway were lower than estimates generated by earlier
procedures. Because of the changes, fewer projects were able to demonstrate a
benefit—cost ratio above unity. Congressmen and senators from states with strong
waterway interests found this interim procedure to be a severe obstacle to project
approval [see Haveman and Stephan (1968)]. Through Section 7 of the Transpor-
tation Act of 1966, Congress, led by the waterway interests, eliminated the interim
procedure. The essence of this legislation was to force the Corps of Engineers to
revert to the pre-1960 practice of estimating both waterway traffic and unit
savings on the current rate basis.

As a result of this legislation, navigation benefits are based on an estimate of
future waterway traffic, which, on a priori grounds, is seriously overstated, and on
an estimate of unit benefits for this traffic, which represents savings to shippers
rather than the appropriate (and smaller) savings in national resources devoted to
transporting commodities.

As with other public water programs, cost-sharing has been an important issue
in federal waterways policy in the past decade [Hanke and Davis (1974), U.S.
National Water Commission (1973)]. The policy that the navigable waters of the
United States should be free of tolls became explicit national policy a century
ago. The conditions which may have justified a toll-free policy have changed, and
in 1981 a tax on fuel used by shallow-draft inland waterway barge firms was
initiated. Proponents of a tax cited familiar equity and efficiency arguments, while
opponents were concerned that the competitive position of the barge industry
would be weakened vis-a-vis the railroads, and that major waterways users such
as agriculture, would be adversely affected. Shabman (1982) provides a discussion
of these issues and the related literature.

4.3. Crop irrigation

Irrigation of agricultural crops represents the largest consumer of water diverted
for human uses in the United States [Frederick and Hansen (1982)] and throughout
the world. Particularly in desert climes, new water development can yield large
increases in agricultural output, can stabilize agricultural returns, and promise to
reduce unemployment and to stimulate economic development in rural regions.
Economic analysis comes into play because both private and public development
of irrigation water supplies can involve expenditures of large amounts of scarce
resources, including capital, land and skilled labor. As the best sites become
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converted, the net economic benefit per unit of monetary outlay tends to fall, and
many recent proposals do not stand up under careful economic scrutiny. Never-
theless, new irrigation projects remain high on the political agenda in arid zones
of developed as well as developing nations. [Carruthers and Clark (1981) broadly
treat irrigation economics.]

4.3.1. Productivity and demand for irrigation water

Numerous complexities are encountered in measuring the demand for irrigation
water. First, crop production, with or without irrigation, is a biological process
carried out in uncontrolled and highly variable environments. The process,
therefore, 1s subject to the vagaries of diseases and pests and variations in climate
(temperature, sunlight, wind, humidity, and rainfall), soil texture and fertility.
Second, yield response to irrigation water application is especially sensitive to the
rate at which water is combined with other inputs, such as soil nutrient levels and
investments in on-farm application systems. Third, crop response may be in-
hibited by dissolved salts (salinity) in the irrigation water which become con-
centrated in the crop root zone by the evapotranspiration process. Finally, a
realistic model wil reflect the fact that the productivity of irrigation water varies
widely over the year, depending particularly upon soil moisture level and upon
stage of growth of the plant.

The conventional approach to measuring the productivity value of irrigation
water employs residual imputation on a crop-by-crop basis {surveyed by Young
et al. (1972)]. More sophisticated approaches recognize the multi-crop nature of
the typical farm and the sequential decision involved in scheduling the amount
and timing of irrigations throughout the growing season. Moore (1961) in the
United States, Flinn and Musgrave (1968) in Australia, and Yaron and his
associates [Yaron and Dinar (1982)] in Israel were among the pioneers in
formulating rigorous approaches to modeling aspects of the irrigation water
allocation problem. See Vaux and Pruitt (1983) for an extensive survey of this
literature.

The marginal value of irrigation water varies widely, due to the site-specific
characteristics of production described above (climate, soils, crops, technology).
They also may differ according to the conceptual framework employed in making
the estimate (short run versus long run; public versus private accounting stance).
Most surveys of the value of irrigation water have concluded that the long run
average value is lower in irrigation than in competing offstream uses [e.g. Howe
and Easter (1971), Young et al. (1972)].

Demand and price elasticity estimates cannot be derived by normal economet-
ric procedures, due to lack of market exchanges. Howitt et al. (1980) summarize
the parametric mathematical programming approach and argue for non-linear
objective functions. National inter-regional programming models have been de-
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veloped to analyze a number of issues related to irrigation water demand and to
pollution from agricultural sources [Christensen et al. (1981)].

4.3.2. Feasibility appraisals of irrigation investments

Numerous critics of federal appraisal practices have perceived a general pro-
development bias in official evaluation procedures. These critiques begin with
Teele (1927), and include Eckstein (1958), Freeman (1966) and Young (1978). In
addition to the general sources of bias discussed earlier (including using too low a
discount rate, recognizing secondary benefits, ignoring the opportunity costs of
water and failing to consider potentially less-expensive, perhaps non-structural
alternatives) several issues have been raised which are specific to the irrigation
case. The federal procedures for shadow pricing inputs and products have been
challenged. A major objection is that no charge for the opportunity cost of family
labor and management has been included. Also, project revenue forecasts tend to
overplay the scarcity of future food supplies. Forecasted crop shadow prices have
generally ignored the historic tendency of falling real agricultural commodity
prices even though persistent excess capacity in the U.S. agricultural production
plant has led to expensive federal government supply control programs. Social
benefit estimates should be net of subsidies to maintain crop prices [Martin
(1979)]. Another bias has been the overweighting of the projected crop plan in the
direction of high-margin specialty crops. At least a portion of the high margin in
such crops should be charged against specialized management and risk-bearing,
rather than credited to irrigation water. Since new production from irrigation
development will, at the margin and from the national perspective, largely be
registered in forage and feed grain crops, the high income specialty crops should
have minimal weight in project appraisal. (Many of these criticisms have been
addressed by the U.S. Water Resources Council’s 1983 planning procedures but
the Congressional practice of “grandfathering” projects appraised under earlier,
less rigorous standards delays the effectiveness of such reforms.) Dudley et al.
{1972) analyzed several important planning issues, including the optimal propor-
tion of water to land. Martin (1979) and Sampath (1983) extended the typical
partial equilibrium approach to benefit measurement, and appraised irrigation
programs in a welfare framework which employs consumer as well as producer
surpluses in measuring irrigation benefits.

External costs, such as the reduced productivity in downstream regions from
saline irrigation return flows must be recognized [Moore (1981), Oyarzabal and
Young (1978)]. In many cases, irrigation project plans must anticipate costs of
drainage to alleviate downslope waterlogging and salinization from irrigation
developments [Moore (1972), Johnson (1981), Carruthers and Clark (1981)].

Finally, insufficient attention may be given to assuring that the proposed public
investment is the least-expensive means of achieving the same project outputs.
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While lesser-cost alternative may be structural, such as reliance on private
groundwater development in lieu of public surface-water projects, it might be
non-structural, as when a quasi-market system is introduced to ration water
supplies. '

The equity and efficiency issues involved in federally-subsidized irrigation water
supplies aroused debate in the 1970s [U.S. National Water Commission (1973)].
The “160 acre-limitation” in the 1902 Reclamation Act supposedly limited the
subsidy to family farmers, but changing technologies and the possibility of
significant economies of large size created a thrust to relax the limitation [Martin
(1978)]. Seckler and Young (1978) challenged the notion that significant econo-
mies of size existed beyond 160 acres [see also Moore (1982)] and criticized the
distributive impacts of the then-existing administrative procedures. They sug-
gested that water, rather than land be the basis of the limitation and proposed a
two-tier charge system in which subsidized water would be provided up to a
specified limit and full cost charged to farms beyond that point. Legislation
approved in 1982 raised the ownership limit to 960 acres, while providing for full
cost water charges for farms larger than that cutofl.

5. Further topics relating to water supply

The previous sections dealt with theory and practice in evaluating large scale
surface water impoundments by public sector agencies and related issues. Next,
several aspects of water supply are taken up. Space constraints prevent coverage
of such special topics as desalination and waste-water recycling:

5.1. Groundwater management

An aquifer is a geologic formation of permeable materials which is saturated with
water. The earth’s groundwater resources are extensive — they constitute probably
the largest source of fresh waters. Two hundred billion acre feet underlie the land
surface in the coterminous United States [U.S. Water Resources Council (1980)].

The groundwater resource presents problems of quantity and quality similar to
surface water as well as a number of special issues. The major characteristics of
aquifers that affect the costs of water supply are (a) depth to water table, (b)
thickness of saturated zone, (¢) transmissivity (the rate at which water is trans-
mitted through the aquifer), and (d) characteristics of the formations through
which the well must be drilled [Carruthers and Clark (1981)]. Much of the
economic literature can be interpreted as incorporating notions of diminishing
returns, time discount and external costs into a field still dominated by simplistic
“safe yield” concepts.
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Groundwater basins are typically exploited by a large number of independent
pumpers withdrawing from the common groundwater supply. The economies of
large size so evident in surface water developments are not present in ground-
water extraction. Groundwater systems vary greatly in their physical characteris-
tics, and obtaining information on the depth, porosity, and water quality in an
aquifer can be a costly undertaking. As a result, accurate representation of the
physical system in order to predict impacts of alternative extraction policies may
be difficult to achieve. [See Gorelick (1983) for a survey of physical aquifer
models.] As groundwater ordinarily can move (slowly) in response to withdrawals,
the action of any one pumper affects the conditions experienced by other users;
thus they are interdependent and external costs (or benefits) are imposed.

Under unregulated management, where non-renewing groundwater is held in
common ownership and utilized by otherwise independent agents, the resource is
“fugitive” and must be captured in order that the user can claim property rights
to it. The individual user’s property rights to future use of the pool are indefinite,
as other pumpers may utilize the water in the meantime. In such instances, the
self-interest of the individual user may lead to socially non-optimal pumping
regimes. This “common pool” problem is conceptually similar to that of the open
access oil pool or fishery, which has been extensively analyzed [Haveman (1973),
Ciriacy-Wantrup and Bishop (1976), Randall (1983)].

O.R. Burt, in a series of influential papers, contributed fundamentally to the
understanding of optimal groundwater management. He incorporates both direct
and external costs of pumping and the tradeoffs between diminishing returns to
usage now and the present value of future uses into a dynamic optimization
framework [see Burt (1964, 1975)]. Brown and McGuire (1967) also employed a
single-celled aquifer model, developing an optimal policy for allocating publicly-
supplied surface water conjunctively with groundwater. Bredehoeft and Young
(1970) treated a multicell aquifer case, and as did Mapp and Eidman, (1975)
developed more realistic representations of crop response to reduced irrigation
water supplies. Daubert et al. (1984) treat a somewhat different issue, that in
which heavy groundwater withdrawal from a renewable tributary aquifer reduces
stream flow, and adversely affect supplies available to senior surface water rights
holders.

Finally, withdrawals of groundwater often impose spillover costs, i.e. encourag-
ing flow of poor-quality water into parts of the aquifer [Cummings (1971)] or
subsidence of overlying land surface [Warren et al. (1975)].

5.2. Interbasin water transfers

When the origin of transferred water is in a different hydrologic region or basin
(and often a different political jurisdiction) than the destination of that water, a
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major conveyance system is typically required. The change of ownership rights
can involve interstate (or province) or even international institutional considera-
tions and conflicts. Inter-basin Water Transfer (IBWT) proposals typically require
funding and political sanction from the national government. They raise serious
economic problems, particularly those involving the perceived demands of the
importing basin versus the possible future needs of the basin of origin. Income
distribution and environmental impacts and the effects on communities and
associated sociopolitical institutions are other concerns.

The most general treatment of the economic considerations for evaluating an
IBWT is provided by Howe and Easter (1971), who advocate the need for
rigorous economic analysis of primary and secondary benefits and costs from
both a regional and national viewpoint. Adapting E.N. Castle’s suggestions,
Howe and Easter set out two principal conditions for economically efficient
transfer of water which can be expressed as follows:

(a) The increments to net incomes in the importing region or regions must
exceed the sum of (i) the loss of net incomes in the exporting region, (ii) net
income losses in regions whose outputs are competitive with those in the import-
ing region, and (iii) the costs of the physical conveyance systems.

(b) The cost of the physical transfer system must be less than the cost of the
best alternative for supplying the same amount of water to the importing region.

Net incomes and costs are assumed to be correctly expressed in present value
terms on the basis of a consistent time pericd and discount rate. The calculation
of net incomes should include direct impacts, real external costs (water quality
degradation, forgone power or recreational benefits) and real secondary benefits
which may arise from a departure from the competitive conditions including
unemployed resources, immobility of resources and the existence of economies of
large scale in production. Bain et al. (1966), Hirshleifer et al. (1960), Hartman and
Seastone (1970), Kelso (1973), Cammings (1974), and Supalla et al. (1982) have
studied particular cases.

5.3. Conservation

Water “conservation” has been suggested as a policy tool for managing increasing
water scarcity, so much so that the concept became a key element in the Carter
Administration water program. A difficulty is that, as Mann (1982) notes, several
different meanings can be attached to the term. Therefore, while “everyone is in
favor of ‘conservation’, no matter what it means” the idea has some practical
limitations.

Generally, conservation means an avoidance of wasteful usage, but one person’s
waste often is another’s benefit. Those who perceive the value primarily in
developing and withdrawing water for human consumption and production
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activities tend to regard water which is not “used” in this sense as wasted. This
view, in the extreme, holds that water is wasted if it flows by a potential dam site
or to the sea.

A much different position emphasizes the aesthetic value of water in its natural,
free-flowing state. Some of the more utilitarian off-stream uses of water are
wasteful from this perspective, while conservation is understood as protection
from such “less valuable” uses.

Yet another concept of conservation is improving the technical efficiency of
water use. Losses, due to leakage, evaporation or avoidable wastage in production
and utilization of water should be reduced where technically feasible [see, for
example, Flack (1981)]. This view, however, may not carefully consider the
economic costs of reducing wastes relative to the gains. The “conserving” of one
resource will usually imply use or depletion of one or more other resources. Also,
in many instances, losses to an upstream user are the downstream user’s supplies,
and technically efficient solutions may have unexpected basin-wide implications.

The economic approach to conservation [Ciriacy-Wantrup (1952)] views con-
servation as an economically efficient allocation of resources encompassing the
dimensions of time and space. This perspective emphasizes that the opportunity
costs of other resources, in addition to that of water, must be considered in
assessing waste. Pricing water at its marginal supply cost (incorporating the
opportunity cost of water itself) will assure that water is not wasted, since the
rational user (private or public) will not over- or under-invest in water supply
capacity when faced by the appropriate incentives [Griffin and Stoll (1983)].
Where markets and pricing are not feasible, benefit cost analysis, employing
shadow prices for non-marketed impacts, will aid in preventing wasteful use of
water as well as of related resources. Saving water is truly “conservation” in the
economic sense only if the benefits of the water-saving technology exceed the
costs.

5.4. Water supply from reallocation

A regional water economy can be characterized as being either in an “expansion-
ary” or a “mature” phase [Randall (1981)]. In the expansionary phase, the
incremental cost of new water supplies remains relatively constant (in real terms)
over time, and water development project sites are available to meet growing
demands. The mature phase is characterized by rapidly rising incremental costs of
water and increased interdependencies among water uses and users.

The rising cost of water supply in a maturing water economy brings about a
search for sources of water among existing uses whose incremental value produc-
tivity is less than either the cost of new supplies and the benefits of new uses.
Since crop irrigation typically accounts for 80-90 percent of water consumption
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in arid regions, reallocation of water from agriculture to sectors with rapidly
growing water demands is receiving increasing attention.

Most surveys of the value productivity of irrigation water [e.g. Howe and
Easter (1971), Young et al. (1972)] have concluded that the long run marginal
value is lower in irrigation than in competing offstream uses or than in some
instream uses. Put another way, the maximum willingness to pay in agriculture
tends to be much less than the willingness to pay for water by households and
industries. Hence, where municipal and industrial demands are rapidly growing in
water-scarce regions, forgone net benefits from reducing agricultural use may be
less than the costs of a new supply. Substantial economic savings can be achieved
from reallocation to the higher uses as compared to constructing new water
supplies [Kelso, Martin and Mack (1973)].

The above hypothesis has proven controversial in some quarters. Arid-region
governments have exhibited special concern for both the farm water users and the
forward- and backward-linked economic sectors supplying inputs, processing and
marketing services. The conventional wisdom has held that the indirect effects of
reallocation on employment and income would be large, such that the full costs of
removing water from crop production would be unacceptable.

The empirical evidence seems to suggest otherwise; that the economic impacts
would be relatively limited [Young (1984)]. Water removed from irrigation would
be the least valuable, drawn largely from the food and feed grain and forage
sectors. Since foreseeable urban growth would account for only a small per-
centage reduction in irrigation water supplies, the sacrifices in net productivity
would be minor relative to the gains in the growing sectors. These sectors also
account for relatively small indirect incomes per unit of water consumed as
compared with those from the emerging urban sectors. Also, inexpensive water
may be obtained by reducing seepage in irrigation canals [Stavins (1983)].

State water and property laws generally protect the interests of farmers whose
water is demanded by urban sectors; indeed, they often reap large capital gains in
the transfer. The rate of loss of irrigation water, even in highly urbanized areas,
will be slow, on the order of one to two percent per year. In such cases, the
indirectly affected workers and businesses have time to anticipate and adjust.

6. Institutional arrangements for aliocating and pricing water

This section treats the issues of allocating water among users and of pricing as
largely separate problems. Note, however, that the literature outlining an ideal
water market system and that dealing with water pricing appear to converge with
the notion of a pricing system which reflects the opportunity costs of water with
the mechanism of transferable water rights or entitlements.
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6.1. Water allocation institutions

The institutions that affect the allocation of water among competing uses are
crucial in determining the efficiency and equity effects of water use. These
institutions concern “...sets of ordered relationships among people which define
their rights, exposure to the rights of others, privileges, and responsibilities™
[Schmid (1972, p. 893)]. These rights —basically, property rights - structure the
incentives and disincentives between and among individuals in their decisions
regarding water use [Ciriacy-Wantrup (1969)]. In the United States, these institu-
tions are largely established by the individual states.

The research and writing concerning the structure of water allocation institu-
tions is a part of what has become known as “analytical institutional economics”.
These writings are both positive and normative, and consist of the application of
the neoclassical micro-economic research program to the laws, rules, and other
institutions affecting water allocation. Ciriacy-Wantrup contributed prominently
and his (1967) essay summarizes much of his thinking. The exhaustive studies of
water rights law [e.g. Clark (1967)] are indicative of the complexities involved.

6.1.1. Goals of water rights systems

The selection of a system of water rights involves a compromise among several,
often conflicting, social goals. Not surprisingly, therefore, different cultures have
chosen different forms of water institutions, reflecting the relative importance of
the various objectives. In the United States, the principal objectives which a water
rights system is expected to attain are often stated as economic efficiency and
fairness (i.e. equal treatment of equals). In other cultures, however, the desire for
orderly conflict resolution and for popular participation and local control are of
at least as much importance in understanding the evolution of water rights
systems [Maass and Anderson (1978)].

An important factor influencing the form of water institutions in a society is
the relative scarcity of water. A second factor is the transactions costs required to
establish and enforce a water rights system. Where water is plentiful relative to
demand, laws governing water use and allocation tend to be simple and enforced
only casually. When water is scarce, however, more elaborate systems of rights
have evolved. In many regions, water supplies are only now becoming sufficiently
scarce to require more formal allocation mechanisms. The resulting conflicts
could be mitigated if a well-defined market system for transferring rights was
available in which compensation could be easily provided for the reallocation of
rights. Institutional innovations to create such mechanisms tend to emerge in
response to increasing water scarcity and reduced cost of enforcement [Ruttan
(1978)].
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6.1.2. Desirable attributes of a water allocation system

The attributes of a water rights system are closely linked to the objectives which
the system is expected to attain. Nearly all of the literature concerned with
designing water allocation systems have focused on those attributes required for
achieving allocative efficiency. Two attributes associated with this objective are
“security” and “flexibility” [Ciriacy-Wantrup (1967), Trelease (1965)]. A system
is secure if it affords protection against legal, physical and tenure uncertainties.
Only when rights are reasonably secure, will users undertake profitable long-term
investments to capture and use water. Flexibility refers to the ability to change at
low cost the allocation of water between regions, uses, and users over time —in
short, the ability to accommodate changes in demand, reallocating water to
higher-valued uses as they emerge. While security is desirable, it can cause a
reduction of flexibility.

A third attribute is certainty — the rules of water use must be easy to discover
and to understand. However, even if the rules are certain, basing them on the
concept of water as a “free good” results in a rule of capture and the associated
overuse and misuse of the resource. A final consideration, emphasized by Trelease,
is that a desirable system should minimize the possibility that water users would
impose uncompensated costs on third parties.

To sum up, a system of rights must be well-defined, enforced, transferable, and
confront users with the full costs of their actions. An institutional arrangement
with these attributes will permit the establishment of a market for rights which
will readily reflect changing demands.

6.1.3. Empirical studies of water allocation institutions

Numerous studies have analyzed the nature of various water allocation systems,
and the relationship between the characteristics of systems and the efficiency and
equity impacts of water use. The issue of water transfers is a primary focus of
these analyses, in particular, (1) the pecuniary and technological externalities
associated with private water transactions and the importance of these in gener-
ating political opposition to large scale transfers [Hartman and Seastone (1970)];
(2) the forbidding of transfers in the presence of any such external effects (which
implicitly presume that these spillovers are infinitely costly) which are present in
water laws of most western states [Ditwiler (1975)]; (3) the consumptive use basis
for the measurement of the benefits and costs of water transfers [Johnson et al.
(1981)]; (4) the integration of the pricing and water allocation literatures and the
potential of “transferable water entitlements™ to facilitate water reallocations in
water scarce economies with high incremental costs of new supplies [Randall
(1981), Howe et al. (1984)]; and (5) the evaluation of potential gains from
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replacing the public sector constraints with allocation institutions having the
characteristics of a market [Gardner and Fullerton (1968), Angelides and Bardach
(1978), Brown et al. (1982), Howitt et al. (1982), T.L. Anderson (1983), Wong and
Eheart (1983)].

6.1.4. Institutions for allocating irrigation water

Since irrigation is the largest consumer of water worldwide, and receives a major
share of public investment funds devoted to water supply and management
institutions for its allocation deserve special mention.

The complexity of the institutional arrangements necessary to efﬁmently and
equitably operate irrigation delivery systems is not generally recognized, even
among social scientists. This complexity arises mainly from four sources: (1) the
large number of individuals whose disparate water needs must be met; (2) the
tendency to large seepage losses of water along pervious watercourses; (3) the
physical interdependence among water users, such that one’s water supply de-
pends on the actions of others up-canal; and (4) the variability of water supplies
due to natural climatic swings. These conditions require “institutional arrange-
ments” in the sense used by Fox (1976), denoting an interrelated set of entities
(organizations) and rules which serve to organize activities to achieve social goals.
Organizations to represent the interests of the numerous water users, to establish
and enforce rules and to maintain the ditches are an important institutional need
in public irrigation systems [Easter and Welsch (1983)]. Many countries tend to
provide the physical delivery system and assume that the local water management
institutions will automatically follow.

Numerous forms of rules which allocate water among users are observed,
ranging from informal systems where all farmers can take water whenever it is
available to the elaborate volumetric pricing system found in Israel [Yaron
(1979)]. The main limitations of existing systems are in apportioning seepage
losses equitably from head to tail along the ditch and- protecting downstream
users from unauthorized withdrawals above them [Bromley (1982)]. Wade (1982)
describes the tendency for lack of enforcement of established distribution rules,
such that the wealthy and the powerful are favored. Seckler and Nobe (1983)
emphasize the role of management controls in alleviating such problems. Maass
and Anderson (1978) combine careful institutional descriptions of case studies in
Spain and the United States with a series of simulation model analyses of the
economic impacts of alternative sets of allocation rules. Bromley et al. (1980)
recognized the parallels between the issues involved in the initial organization of a
group of irrigation water users and the problem of the “Just Society” studied by
the philosopher John Rawls. They set out a sophisticated set of rules and
procedures for establishing water users’ organizations.



512 R.A. Young and R H. Haveman

6.2. Beneficiary charges for water use

This section focuses on the problems of beneficiary charges when water with
private good characteristics is publicly supplied. Thus, the cases where water is
supplied privately or through a market are not dealt with, nor are the problems of
financing programs with non-rival, collective good attributes, such as those for
water quality improvement or flood control. In the cases analyzed, the rates or
prices set have both resource allocation and equity impacts, and influence the
level of agency revenues. The principles of pricing or rate setting are taken up
first, followed by the related issues of cost-sharing and cost allocation.

Empirical evidence on the effect of pricing on water consumption suggests that
imposition of a measuring/metering system together with volumetric charges
results in significant impacts on consumption. Schramm and Gonzales (1976)
present a case study on irrigation in Mexico, while Hanke (1970) and Gysi (1980)
report on the effects of water meters on urban consumption. Once a metered
system is installed the demand has been found to be relatively price inelastic. [See
Howe (1982) and C.E. Young et al. (1983) for cross-sectional estimates of price
elasticity of household water demand.]

6.2.1. Rate-setting

Rate-setting represents a choice of policies within a multiple objective framework,
in which (a) allocative (Pareto) efficiency, (b) equity of income distribution, and
(¢) “fairness” of apportioning costs are all major social objectives. Subsidiary
criteria include simplicity, administrative feasibility, and stability [Bonbright
(1961, pp. 290-292)]. A general principle or rule for setting rates can be
associated with each major criterion. The principles each convert one of the major
social goals into a broad practical guide or formula for setting rates.

The marginal cost pricing principle is the rate-setting rule applied where
allocative efficiency (maximizing net social product) is the primary objective.
When rates are set according to the schedule of marginal cost of supplying water,
then the user will demand the commodity so long as marginal willingness to pay
exceeds incremental cost, and the optimal level of usage will result. A corollary of
this principle is that the common practice of “flat rate” pricing of water, in which
no marginal charge is imposed, is likely to encourage consumption bevond the
optimal level.

While economists have generally endorsed the marginal cost principle, applica-
tion of it is difficult because of the variety of definitions of the appropriate
marginal cost concept for pricing policy [Saunders, Warford and Mann (1977)].
An example concerns the transactions costs associated with measuring, allocating
and monitoring a water pricing system. In an irrigation system with plentiful
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water supplies and numerous small field units, the transactions costs of a
volumetric pricing system may exceed the value of water saved [Bowen and
Young (1983)]. A second example is the long debate over the “Short Run
Marginal Cost Principle” stemming from the work of Lerner and Hotelling in the
1930s. Strong objections to setting public utility prices equal to marginal costs,
especially where marginal cost is below average cost (hence, requiring public
subsidy) emphasized the absence of a market test to determine whether users were
willing to pay the total cost of supplying the commodity, the potential misalloc-
ation of resources stemming from the additional taxation, the redistribution of
income in favor of users of products of decreasing cost industries, and the
impetus toward centralization of the economy [Coase (1971)].

While most of these objections can be dealt with by a multipart pricing system
(involving price set equal to marginal cost, plus an assessment levied on users to
reflect the costs which do not vary with output), establishment of such multipart
systems which accurately reflect costs is difficult. Multipart rate structures are
now frequently found in municipal and industrial, irrigation and hydroelectric
power systems. Water pricing in Israel, in which all users are metered and face a
rate structure with increasing blocks is an example [Yaron (1979)]. However, as
they have been applied, multipart pricing systems often fail to account for an
economically correct concept of opportunity costs, focusing rather on historical or
embedded costs. The opportunity costs which are relevant include both the value
of water in alternative uses or at a future time, which is called “user cost” [Howe
(1979)]. Also relevant are the costs of securing incremental supplies in the
presence of demand growth [Munasinghe and Warford (1982), Milliman (1971),
Davis and Hanke (1971), Seagraves and Easter (1983)]. In this view, historical
costs are sunk, and therefore irrelevant to establishing an efficient rate structure.
Moreover, the opportunity costs of water should be determined by a market
mechanism rather than by administrative procedures [Randall (1981), Howe et al.
(1984)]. :

We turn next to a brief discussion of some alternative rate-setting principles
which have been proposed or utilized.

The “ability to pay” principle is an alternative principle for rate setting, and
rests heavily on the equity criterion. The rule provides the most common basis for
setting rates for irrigation in the United States (and elsewhere), and is also
regularly applied to village water supplies in developing countries. A common
practice is to require only operating costs to be recovered fully plus a small
fraction of the initial investment.

The U.S. experience with federal irrigation projects is illustrative. Originally
planned early in this century according to a full cost recovery concept, three
decades of unsuccessful attempts to fully recover costs ensued. In implicit
recognition that costs overshadowed benefits (thus yielding zero demand at full
costs) an ability to pay procedure was authorized in 1939 [Huffman (1953)]. A
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complex formula has been developed which limits the farmer repayment require-
ment to about 10-20 percent of estimated federal costs [North and Neely (1977)].

The ability to pay approach has little to commend it except in instances where
low income groups are to be explicitly subsidized. The concept is relatively
subjective, and political pressures arise to set the formula in ways which redistrib-
ute income from taxpayers to water users. Since charges bear little relation to
costs, whether consumers would be willing to pay the total costs of supply is not
tested.

The “net benefit” principle, sometimes termed the “rent” principle, seeks
through charges to capture most or all of the economic surplus accruing to the
user. Net productivity of the user would govern the calculation, but neither past
or opportunity cost would enter in. The approach has been proposed for pricing
public irrigation water, and is often embraced in more centralized political
systems [Ansari (1968)]. The benefit principle is consistent with the view that
water and its fruits are the property of the state. Setting rates strictly on the basis
of net benefits appears to reflect a relatively deterministic view of the resource
allocation process, one which ignores the incentive effects of pricing structures
and appears to violate accepted equity principles.

The average cost principle calls for recovery of all costs by charging for each
unit received according to the average cost. It is simple and easy to understand. It
is fair and equitable in that beneficiaries pay just the resource costs incurred in
their behalf. The desired signals to resource users are provided, although not in sc
precise a way as could be achieved by multipart pricing. As the approach is
usually applied, however, historical or “embedded” costs serve as the basis of the
calculation rather than opportunity costs.

In sum, in some places water is not yet sufficiently scarce to justify the tangible
and intangible costs of establishing formal pricing systems. In such cases, flat
rates will satisfy repayment requirements. However, when signals of scarcity of
water (and of the costs of related construction capital and labor) are absent,
pressures arise for structural solutions to satisfy incorrectly perceived water
“needs”. The expectation of increasingly scarce water supplies suggests adoption
of entitlement and rate systems which reflect supply costs and the changing
opportunity costs of water [Randall (1981)]. Such systems can be both efficient
and fair, and have been observed to be operable in practice [Howe et al. (1984),
Brown et al. (1982)].

6.2.2. Cost-sharing and repayment

The terms “cost-sharing” and “repayment” refer to the rules and procedures for
apportioning the costs of federal projects in the United States among the federal
government and local beneficiary groups such as irrigation or flood control
districts, state fish and game or recreation agencies, or water quality control
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organizations. Since cost-sharing rules determine how and by whom costs will be
borne, they represent the government’s de facto pricing policy when the outputs
of projects are not explicitly priced. The trade-offs among allocative efficiency,
equity and fairness have come to a focus in the cost sharing rules actually adopted
by the government.

North and Neely (1977) have shown that federal cost-sharing rules vary widely
according to the agency constructing the project, the technology adopted to serve
the various project purposes, the type of project output, and whether the costs in
question are initial capital costs or operating and maintenance costs. Critics of
federal policies have identified biases in existing rules such that the benefit-cost
ratio calculated from a local perspective is substantially larger than that calcu-
lated from a national point of view, leading to inappropriate incentives [Allee
(1982)].

Consistency in sharing costs between agencies, between structural versus non-
structural solutions, between capital and operating costs has yet to be achieved.
Davis (1968) examined the effect of repayment rules on the choice of water
quality control techniques. Marshall (1970) and Marshall and Broussalian (1972)
have extensively discussed conceptual issues. Marshall proposes adoption of the
“Association Rule”, which would require the local share of project cost be in
proportion to the local share of benefits. Other rules which would tend to provide
appropriate incentives include: uniform costs shares for all techniques (including
non-structural); uniform cost shares for all cost categories; and uniform cost
shares for all agencies for a given project purpose.

The issue only arises, of course, in the absence of a systematic long run
marginal cost pricing system. However, it must be recognized that the traditions
of pricing some water project services (i.e. irrigation water) on an ability to pay
basis, and the difficulties in identifying beneficiaries of non-exclusive services
(water quality improvement, flood abatement), create complex practical problems.
Both the Carter and Reagan administrations have promised major revisions in
cost-sharing policies, moving toward larger local shares and ““up-front” contribu-
tions by states or beneficiary groups. As of this writing, no formal agreement
among the executive branch, the Congress and the states on this issue has been
announced.

6.2.3. Cost allocation

“Cost allocation” is the process of assigning an appropriate share of joint
multiple purpose project costs to each project purpose or user class, and is a basic
measurement issue in designing appropriate pricing or cost-sharing policies. User
classes may be grouped according to economic sector, political sub-division or
both, and joint cost allocations among them have both allocative and distributive
implications.
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Given the nature of the problem there is no ideal allocation procedure, and
some degree of arbitrariness afflicts all of the suggested alternatives. Gittinger
(1982, p. 233) and James and Lee (1971, p. 259) each list several guidelines for
selecting allocation rules, of which three stand out. First, the method should be
fair in that the user class be charged at least the incremental cost of receiving
project benefits. Second, the joint cost allocation procedure should not make
infeasible any service class for which incremental benefits exceed separable costs.
Third, no class of service should be assessed charges in excess of the benefits to be
received.

Numerous cost allocation formulas can be identified, the most common of
which are the “Proportionate Use of Capacity” and “Separable Costs—Remaining
Benefits” (SCRB) methods [James and Lee (1971, p. 533)]. Because the first
method assigns joint costs in proportion to the quantity utilized, expressed in
terms of volumes or flow rates, it may be difficult to apply in cases where project
outputs cannot be measured in volume terms, as with non-consumptive uses,
water quality, or flood control. A more significant objection to this procedure is
that it can fail the second or third guidelines above [Herfindahl and Kneese (1974,
pp- 291-292)].

The SCRB method allocates to each user class the identifiable (or separable)
costs of including that purpose or service in the project, plus a share of the joint
or common costs. The joint cost share is allocated as a proportion of the benefits
net of separable costs (“remaining benefits”). The SCRB method satisfies the
guidelines listed above, and is relatively simple to apply. Accordingly, it has been
selected by federal agencies in the United States as the most acceptable approach.
Loughlin (1977) proposes a refinement to deal with a possible inequity in the
sharing of the savings resulting from multipurpose developments as compared
with single purpose projects.

Some recent cost allocation proposals are based on a game theoretic frame-
work. The theory of cooperative games provides approaches to joint cost alloc-
ation which take strategic possibilities into account. Heaney and Dickinson (1982)
provide an integration of this literature with the more traditional analyses. See
also H.P. Young et al. (1982) and Loehman et al. (1979) for applications. These
highly formal approaches identify limitations of the traditional (i.e. SCRB)
methods, but their complexity has inhibited the adoption of alternative solutions
at the applied policy level.

7. Federal water management strategies

In large part because of the economic characteristics of water, a wide variety of
institutions have grown up around the productive and consumptive uses of this
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resource. A simple listing of these arrangements will indicate their diversity and
pervasiveness:

® to improve water quality a complex subsidy-rule enforcement strategy has been
adopted by federal and state governments; construction of municipal waste
treatment plants is highly subsidized by the federal government;

® massive public works expenditures have been undertaken to reduce flood
damage, reduce transportation costs, reduce municipal and industrial water
supply costs, provide irrigation water, and to expand recreation opportunities;

® publicly-imposed charged have been established for irrigation water, hydroelec-
tric power, use of inland waterways, and recreation;

® administrative regulations for evaluating proposed public water resources in-
vestments have been established;

® regulations for using water resources for navigation, irrigation, and recreation
purposes have been imposed;

® mandatory flood insurance legislation interacts with flood control investments,
as do local floodplain zoning restrictions;

® provision for privately initiated litigation to prohibit public agency construc-
tion for rule enforcement, or to modify construction or regulatory plans, exists
and has been widely used.

All of these institutional arrangements have evolved to deal with problems in
the use of water resources, and most have been designed to deal with inefficiencies
in water use which would occur because of the physical and economic character
of water resources. Yet, in many cases the institutions which have been developed
have serious problems of their own, and may generate their own inefficiencies.
Indeed, in some instances it is not clear that the institutional arrangements in
existence are superior to no public or collective intervention.

In the following paragraphs, we will indicate the nature of the inefficiency
problems created by a few of these institutional arrangements, and in so doing
indicate a variety of the reforms in water resource management which have been
proposed [see also Lord (1979)].

7.1. Water pollution control strategies

The record of policy effectiveness in this area is mixed, at best. Subsidies to only
conventional “end of pipe” treatment leads to a concentration of resources on
this approach when a wide range of other, less costly, waste reduction techniques
are available. The drive for technology-based standards and individual source
permits fails to recognize differential watercourse capacities, different discharge
levels in a region, and different levels of potential recreational use in a region, and
tends to lead to excessive control costs. The subsidy funds have been dissipated
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by failing to concentrate them on municipalities with the most harmful waste
loads and by restricting their use to only the construction of waste treatment
facilities and not their operation. By subsidizing the capital costs of treatment
facilities, sewer charges on industrial, commercial, and domestic dischargers are
decreased, providing a windfall to polluters and decreasing their incentive to
reduce discharge flows.

It is also generally agreed that the rule enforcement aspect of the strategy has
been less than fully effective. Political bargaining is the very nature of the
rule-making /enforcement approach and in this and other cases the bargaining is
between parties of unequal power. While the regulatory process is often viewed as
an instrument for public control over the behavior of the regulated, the opposite
result has often occurred. At every stage in the bargaining process, those being
regulated have much at stake while the public interest is diffuse, poorly organized,
and represented. Predictably, the bargains struck favor the regulated. In the case
of water pollution, the enforcement process has been long and drawn out and
costly in terms of legal and administrative resources. Industrial polluters confront
higher marginal returns from employing legal counsel to oppose and negotiate
enforcement efforts than in undertaking pollution control efforts.

Policy measures without these adverse efficiency and equity consequences have
been studied and proposed in the water pollution area. In particular, the case for
the application of an effluent charge [Kneese and Schultze (1975)] or marketable
effluent permits [Joeres and David (1983)] to water pollution control policy seems
especially strong. Incentives for waste reduction would be provided, the windfall
gains implicit in the current policy would be avoided, and the allocative ineffi-
ciencies generated by regulatory uniformity would be corrected. Perhaps most
importantly, the system of bargaining between regulator and regulatee would be
replaced by a system which rewards reductions in residuals discharges.

7.2. Public water resources investment policy

Several aspects of public investment policy in the water resource area have led to
resource misallocation, inequity, and incentives for inefficient private sector
behavior. The efficiency implications of a few of these have been discussed above;
others have been well-documented in the literature.

The contention that project evaluation procedures have generally overstated
some categories of benefits and understated costs was argued in Section 4 above.
These biases are not likely to be fully corrected until the measurement and
evaluation function is removed from the operating agencies and placed in the
domain of an agency with independent evaluation capabilities. The agency chosen
should not only be responsible for evaluating the efficiency and equity impact of
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proposed projects, but should also be responsible for defining the alternative
activities available for meeting the objectives at stake. It is the definition of the
options which gives the operating agencies the ability to define the “need” which
the standard functions of the agency can meet. It is this ability which has caused
the water resources agencies to single-mindedly pursue structural alternatives
to the exclusion of a wide range of other non-structural options —for example,
congestion charges, flood insurance or floodplain zoning, reduction of water sale
restrictions — which could attain the objectives at a lower social cost.

The inequities generated, while less understood, may be fully as serious as the
inefficiencies caused by inadequate project evaluations. Because most of the
benefits from these projects are tied to the ownership of fixed assets, primarily
land, their value becomes incorporated into property and land values and is
reflected in the wealth account of the owners of these assets. Because the owners
of irrigated and flood plain lands, barge lines, and enterprises benefiting from
subsidized transportation costs are not typically poor or even middle income
people, the effect of these subsidies is to increase the inequality in the national
distribution of wealth holdings.

The incentives for inefficient private behavior is perhaps the most serious
characteristic of federal water resource development policy. As is well recognized,
floodplain protection through the erection of structures has not been accompa-
nied by a reduction in flood damages. Indeed, even though many billions of
dollars have been spent on flood protection projects since 1936, estimates of
national flood damages have increased steadily. The current strategy is to con-
front potential flood damages with the construction of flood protection works
which display a favorable damage averted/cost ratio, financed by the general
fund of the Treasury. With the floodplain protected, private development which
previously appeared inefficient becomes profitable. With the higher level of
development, even the reduced stream flows cause damages in excess of what they
would have been without flood protection. In effect, because the services of the
improved floodplain are made freely available to any development activity, an
elaborate series of inefficient activities are stimulated: uneconomic invasion of the
floodplain occurs; land values in the plain rise rapidly; alternative measures of
damage aversion are not undertaken even though more effective; political pres-
sure for most subsidized control projects is generated; and in the long run, no real
flood damages are averted.

The dimensions of this perverse incentive problem have been recognized for
nearly a decade now, and a program of mandatory flood insurance with ap-
propriate incentives for efficient behavior has been studied and proposed. Never-
theless, little corrective action has been undertaken. Although flood insurance has
been offered to residents in floodplains at a subsidized rate through the 1968
National Flood Insurance Act, few takers have been found. To residents in
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floodplains, additional protection works financed by taxpayers appear more
profitable than the flood insurance subsidy! Examples of other water resources
policies with such perverse incentives are numerous.

7.3. The use of litigation in resolving water resource policy disputes

As indicated above, standards and criteria for the evaluation of proposed water
resource investments have been established by legislative and by executive action.
Increasingly, the application of these rules by the agencies has been challenged in
the courts by private groups opposing the construction of individual proposed
projects.

Since individual agencies in the U.S. system are left to decide how standards
and criteria are to be applied, when third parties believe a rule has been violated,
an independent institution —the judiciary — determines procedural rules. These
proceedings involve full revelation of factual claims by both parties (including
factual claims adverse to one’s position) and the resolution of the dispute by the
court based upon its understanding of the factual claims and the validity of the
data and logic on which the claims rest.

In the water resources area, litigation regarding public investment appraisals
has increasingly concerned the extent to which the analysis accompanying a
proposed project fulfills the study requirements of the National Environmental
Policy Act (NEPA). Much litigation focuses on the benefit—cost evaluation which
accompanies every proposed federal project and on the environmental impact
study (EIS). This dual focus exists because NEPA, which mandates the EIS,
dictates that an evaluation of economic impacts be a part of the EIS.

Although an analysis of the beneficial and detrimental impacts of disputed
projects would be expected to help the court to assess the factual conclusions and
the accuracy of assertions regarding the effects of these projects, in fact, these
government studies appear to have hindered the judicial process. The use of
statistics, computer models, probabilities, and mathematics in these government-
sponsored studies has appeared sufficiently forbidding to the courts that extreme
and undue deference has tended to be given to the government’s position. An
accepted presumption is that the conclusions of the government-sponsored report
rest soundly on the analysis that underlies it, and that this analysis, in turn, is
accurate, pertinent, and appropriate. When this presumption is challenged, how-
ever, the government representative often obscures facts and relationships which
could be expressed in layman’s terms by using scientific jargon, computer
modeling, and seemingly complete statistical analysis. This tendency to over-
whelm the court with volume and technical detail plays on the inability of the
courts to determine if the facts in a situation do or do not comply with a general
rule if it is unable to understand the factual evidence presented. The result is the
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loss of the probing skepticism so critical to a rational decision process, and with it
the loss of an important mechanism for insuring public decisions which meet
efficiency goals {see Carroll et al. (1983)].

7.4. Concluding remarks on public water policy

Pervading our description of water resource policy has been the problem of the
separation of the beneficiaries of resource use from those who bear the cost of
such use. Because of this separation, distinguishable groups of people are sub-
sidized at the expense of other (typically larger) groups. Moreover, the subsidized
are provided both the incentive and the wherewithal to manipulate the political
system to maintain the flow of subsidy -~ whether or not an economic or social
function is served and without regard to cost [Gardner (1983)]. As our discussion
has revealed, these groups are readily identifiable —landowners along flood pro-
tected watercourses, the owners of industrial and commercial firms contributing
to waterborne wasteloads, irrigators using publicly developed water supplies, and
the owners of barge lines using public waterways.

Improvements in the efficiency and equity of water resources policy are likely
to be achievable by a reduction of the large volume of subsidies conferred by
existing policy. Elimination of the existing separation of beneficiaries and cost-
bearers of policy measures through a comprehensive beneficiary charge policy
could yield this improvement. The major components of such a policy would
move toward:

e Effluent charges or marketable effluent permits to discourage waste discharges
to public watercourses, coordinated with programs governing solid waste and
airborne disposals.

® An increase in the price of publicly-produced irrigation water to reflect its
supply cost and opportunity cost in alternative uses.

® A national system of mandatory flood control insurance with premiums set
equal to expected loss.

® Imposition of long-run marginal cost-based user charges on barge lines using
public waterways.

® Supply cost and congestion-related user charges for waterbased recreation
areas.
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Chapter 12

MULTIPLE USE MANAGEMENT OF PUBLIC
FORESTLANDS*

MICHAEL D. BOWES and JOHN V. KRUTILLAf

Resources for the Future, Washington

1. Introduction

This chapter is intended to provide a background in economic concepts specifi-
cally focused on the multiple use management of public forestlands. In doing this
we use and substantially extend some of the models introduced in Chapter 2 of
this Handbook. The managers of these lands must, in addition to considering the
value of timber harvests, the primary focus of Chapter 2, consider the various
nonmarket amenity services such as recreation, waterflow and wildlife which are
influenced by alterations in the standing stocks of timber. We discuss research
results on the relation of such multiple use management to single purpose timber
management. The presentation is motivated by a number of issues of current
concern: the withdrawal of lands from timber management, the specialization or
diversification of land use, the level and stability of timber supply, and the
wisdom of certain accepted rule-of-thumb principles of public forestland manage-
ment related to the age and level of harvests.

Our approach is to consider the optimal scheduling of harvests on a single land
area of homogeneous productivity on which there are distributed stands of timber
of various ages. In each time period the manager may choose to harvest some
fraction of each age class. He does so to maximize the discounted stream of net
benefits from the various goods and services. As a result of ecological or visual
interdependence among stands in the provision of amenity services, the decision

* The research on which this chapter is based was undertaken as part of the Forest Economics and
Policy Program of Resources for the Future and is supported by funds from Resources for the Future,
the U.S. Department of Agriculture Forest Service, and the Weyerhaeuser Company Foundation.
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Smith for comments on an earlier draft of this chapter. An equal debt is also acknowledged to Peter
Berk for his detailed comments on an earlier draft. All errors of analysis or judgment are the
responsibility of the authors.
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© Elsevier Science Publishers B.V., 1985
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to harvest a particular stand may reflect a complex balancing of the benefit from
timber harvests against the benefits of a desirable age distribution in the standing
stock. We take benefits to be demand based, consumer surplus type measures and
take these and all aspects of production to be known with certainty. The
approach which, of course, represents a great simplification of the actual multiple
use planning problem, does allow us to illustrate many of the interesting aspects
of economically motivated multiple use management.

The plan of the chapter is as follows. First, in Section 2 there is a brief
introduction to the institutional setting for multiple use management within the
U.S. Forest Service. In Section 3 there is a presentation of the traditional timber
harvest scheduling literature and a simple extension that accounts for amenity
services. The focus of traditional models is the harvesting of a single stand. In
Section 4 a more general multiple use harvest scheduling problem is described.
The distinguishing feature is the interdependence of a set of stands in providing
amenity benefits. In Section 5 the nature of the harvest solution, particularly the
steady state solution, is described. In Section 6 the various conclusions are
illustrated and related to policy concerns using some simple examples.

2. Public forestry in the United States

The principles of public forestry in the United States have often been driven by a
fear of timber shortages and the destabilizing effects on employment and prices
arising from fluctuations in the supply of timber. A distrust of the private market
as a supplier of timber arose in reaction to the rapid clearing of forestlands that
came with the settlement of the West and as a response to the thefts of timber
from remaining public lands. These public forests were, for all practical purposes,
common property, unprotected against trespass until after the Organic Adminis-
tration Act of 1897.! The Organic Act authorized the active management of
previously set aside public forest reserves. It is viewed as a compromise between
advocates of preservation and private exploitation. The management responsibili-
ties for the public forest reserves were transferred in 1905 to the U.S. Department
of Agriculture. The philosophy of management [associated particularly with
Gifford Pinchot, the first chief of the USDA Forest Service (1905)] became known
as conservationism. It was a philosophy of use based on biological and tech-
nocratic, rather than economic, principles. The goal was the promotion of a high
perpetual level of services from the public forestlands.

Such concerns for protection, stability, and high level of yield led eventually to
a widespread acceptance of some rule-of-thumb principles of public forest man-

1See USDA Forest Service (1978), a handbook of laws relating to Forest Service activities, for a
complete reference to the statues.
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agement. Among these principles were that a forest should be harvested so as to
move toward a “fully regulated” condition with a sustained and even flow of
harvest and that this flow should be at the maximum biological yield. This
maximum sustained yield—even flow philosophy has long been criticized as devoid
of economic rationale.? Indeed it has little to say about the wise investment of
scarce budgets among lands of varying productivity. Certainly such a policy does
not indicate how one should respond to changing patterns of demands for the
various products and amenity services of the forest which, in addition to timber,
include water flow, wildlife, range, wilderness and other recreational services
which depend upon the condition of the standing vegetation.

While the Forest Service has always had a stated concern for the nontimber
resource services, it was not until after the Second World War, with the rapid
increase in demand for both timber and outdoor recreation, and in response to
political pressures on behalf of such single purposes, that the need for explicitly
balanced operating criteria became apparent.> Attempts to extend the maximum
sustained yield—even flow philosophy to all outputs have, not surprisingly, been
ambiguous. Now, under the Multiple Use—Sustained Yield Act of 1960 and the
Forest and Rangeland Renewable Resources Planning Act of 1974 (RPA) as
amended by the National Forest Management Act of 1976 (NFMA), the Forest
Service has been given the legislative mandate to manage the forest so as to
maximize the benefits from sustained yield—multiple use production, with consid-
eration given to the relative values of all resources and subject to preserving the
productive potential of the land. Despite considerable ambiguity, most would
agree that the legislation at least accommodates economic concerns and requires a
considerable amount of analysis of economic efficiency [see Haigh and Krutilla
(1980)1.

In response to the RPA /NFMA legislation the Forest Service has begun an
ambitious program of planning for some 190 million acres of National Forest
lands by the use of linear programming methods. Large linear programming
models {Johnson et al. (1980)] are currently in use or under development on many
forests where they are to be used for the evaluation of alternative options for
scheduling harvests and land use over time. The planning decision still seems to
be heavily constrained by policy. The treatments considered generaily reflect prior
restrictions on minimum harvest ages as well as standards on the intensity of
harvest activity. The harvest age restriction, designed to ensure a high average
level of harvest yield, is now often justified as a means of protecting amenity
values through long rotation cycles. Standards, often intended to protect amenity

2 See, for example, the papers by Samuelson (1976), Hirshleifer (1976), and Downs (1976).

3 Zivnuska (1961), Behan (1967), and Alston (1972) provide some history of the multiple use
doctrine. Other general discussion of multiple use concerns can be found in Gregory (1955), Walter
(1977), and Alston (1979).
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values, tend to limit the possibility for advantageous specialization of uses on
different areas of the forest. The planning effort has served to highlight the need
for clarification of the inherent contradictions between the biological-tech-
nocratic principles of which the Forest Service is not entirely free, and those
principles of allocative efficiency implied by the balancing of supply and demand.
We turn now to a review of the prior literature on timber economics.

3. The forest harvesting literature

There is, indeed, a long tradition of analysis of the economics of timber harvest
timing. Since scheduling of the timber harvest is the dominant means for altering
the service quality of the land unit it will be helpful to review this literature
briefly. Indeed, existing multiple use models in which nontimber values depend
on the conditions of single stands are simple generalizations of timber harvest
models. This discussion complements and extends the general treatment of
bioeconomic models found in Chapter 2 of this Handbook.

3.1. The Faustmann problem

The traditional economic problem is the timing of a sequence of harvests on a
stand which is managed in perpetuity with prices, costs, interest rates, and stand
productivity assumed known and unchanging. The objective is the maximization
of the present value of net receipts. This simple formulation is referred to as the
Faustmann model, following an 1849 paper by Martin Faustmann. A large and
growing number of writers have described the Faustmann model.* Samuelson
(1976) gives an excellent discussion that stresses the equivalence of competitive
market solutions to the solution of a Faustmann type model.

Beginning with a single unstocked stand, a manager incurs per acre regenera-
tion cost C. The timber grows according to the volume function V(T'), giving
saleable volume per acre as a function of the chosen harvest age T. At the harvest
date, the manager receives revenue PV(T), with price P given net of any harvest
costs. The land is regenerated again and the cycle repeats. With prices, costs, the
growth function, and the interest rate, i, known and unchanging over time,
the selected harvest age should be the same in each subsequent rotation cycle. The
problem is to find the rotation length T to maximize the present value of receipts
from the current and all future harvest cycles. That is, representing this maximum

4 See Pearse (1967), Clark (1976), Hyde (1980), and also Samuelson (1976) who provides many
other references. Gaffney (1967) is a good source within the forestry literature.
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present value of the stand by A, we find age T which solves®

>\=m?x{(PV(T)e_"T—C)/(l—e‘fT)}. (1)

The first-order condition for the maximization in problem (1) gives us:
PV(T)—iPV(T)—iA=0. (2)

The interpretation is that the Faustmann harvest should be at the age T at which
the marginal increase in value from further growth just equals the opportunity
cost of delaying the harvest. This opportunity cost includes the potential interest
income foregone on the delayed receipt of current harvest revenues plus the
interest costs of delaying revenues from future harvest cycles.® This later term
reflects an implicit rental cost of land. Alternatively, we may describe the solution
as indicating that we should hold timber stocks uncut until the rate of growth in
the combined asset value of the timber and land itself just equals the market rate
of interest. That is, we do not harvest until PV (T)/(PV(T)+ A)=i. The land
value A is determined so that the investment in timber management will provide
no greater or lesser return than is available from other assets.

No difficulty is introduced if we suppose the initial stand to be stocked with
growing timber. The harvest age solution is unaffected, unless, of course, the
current age exceeds the Faustmann age. If the stand exceeds the Faustmann age,
it is to be harvested immediately and subsequently should follow the Faustmann
rotation.

There is the possibility that the greatest present value of land under any timber
rotation is negative. Under such conditions we would be better leaving the land
unmanaged. If the land were currently stocked and an initial harvest were
profitable, we would under these circumstances, cut once and then abandon
management. Consideration of nontimber values might, of course, make this
decision to leave lands unstocked a less attractive solution, as we shall see later.

Comparative statics of the Faustmann solution

To illustrate some characteristics of the Faustmann solution, it is convenient to
rewrite eq. (2) by substituting explicitly for the land value A. We then find an
alternative version of the Faustmann condition:

PVA(T)/(PV(T)-C)=i/(1—e"'T). (29

> Note 1/(1 —e~'T) is equal to the infinite sum 1 + e~ 7 + e+
® The characteristics of timber growth are such that we would usually meet the second-order
condition V”(T)— iV (T)<0. We may assume that there is some 7 such that for T< 1 we have
V(T)=0, while for T> 7 we have ¥ (T)> 0 and V" (T)<0.
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The value of i/(1 — e '), the right-hand side of eq. (2) is a downward-sloping
function of the rotation age 7. As T becomes large its value approaches the
interest rate from above. This function is drawn in Figure 12.1 for an interest rate
of 4 percent. The left-hand side of eq. (2’) can be interpreted as the relative
growth rate in net harvest time revenues. For illustrative purposes we have
graphed such a relative growth rate based on Douglas fir yields. The harvest age
solution is the age Ty at which the two curves intersect. The solution calls for a
relative growth rate in harvest value slightly in excess of the interest rate.
Second-order conditions indicate that for the intersection to correspond to a
maximum, rather than a minimum, the relative growth rate curve must cut
through curve i /(1 — e ~‘T) from the above left, as illustrated.

The comparative static results are easily illustrated with the aid of Figure 12.1.
With positive regeneration costs, a higher constant price level leads to a shorter
rotation age solution. To see this, note that a higher price level shifts the relative
timber value growth curve downward. The result is an intersection with curve
i/(1—e~T) at a lower solution age. Similarly, a higher cost level shifts the
relative value growth rate curve upward, leading to a longer rotation. A higher
interest rate raises the values i/(1 —e~‘T) and leads to a shorter rotation age.
These results are easily shown by the usual differentiation of the first-order
necessary condition. With no cost, the solution age [call it 7; at which
VAT)/V(T)=i/(1—e 'T)] is independent of the price level. With positive
costs, the Faustmann rotation age is above T, and approaches this limit as prices
rise relative to cost. The greatest possible Faustmann age is that at which

interest Rate;
Relative Growth Rate
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Figure 12.1. The Faustmann rotation age.
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V/(T)/V(T)=i. This upper bound reflects the limit of profitability where high
costs or low price results in a land value just equal to zero.

3.2. The Hartman problem — multiple use harvesting

The conventional timber models do not reflect the value of services provided
directly by the standing forest. The lack of adequate market signals for nonpriced
forest outputs is the heart of the multiple use planning problem and presumably
the justification for public management. Hartman (1976) reacted to Samuelson’s
(1976) discussion with a generalization of the Faustmann harvest problem. His
- analysis considers one single-aged stand and assumes that the value from nontim-
ber services can be expressed as a function of stand age.

To the basic Faustmann timber problem, Hartman adds a flow of nontimber
service values related to the age of the standing stock. The benefit flow from an
acre of standing stock of age nr is represented by a(n). The integral
fOT(a(n)e‘i") dn then represents the present value of these amenity services from
a single harvest cycle of length 7. Beginning with a single unstocked acre, the
problem is to choose the harvest age T that will maximize the combined present
value of timber and nontimber benefits from the current and future harvest
cycles. Again representing this maximized value by A the problem is given as

A= m;lx{[PV(T)e_iT+‘/()T(a(n)e'i")dn - C]/(l - e"T)}, (3)

with the net price P, volume V(T), and cost C as previously defined for problem
@

The Hartman rotation age solution Ty; must satisfy the first-order condition:
PV (T)+a(T)—iPV(T)—iA=0. (4)

This harvest condition (4) is very similar to the Faustmann condition (2) and is
again interpreted as calling for a harvest at the age at which the marginal benefits
of delaying the harvest just equal the opportunity costs. The benefits of delay
include the increment in value from timber growth, plus a(T'), the fiow of
amenity benefits during the period of delay. The costs include the interest income
forgone on delayed receipt of the harvest plus the interest cost of delaying the
benefits from future harvest cycles. This later term can be interpreted as a rental
cost of using land. It now reflects the value of the land for both timber and

7 Compare problem (3) to the similar problem described in Henderson and Quandt (1971, pp.
328-329) on the replacement date for a machine. There, scrap value and product flow corresponds,
respectively, to our harvest revenue and amenity flow.
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amenity services. We harvest when the rate of increase in the total value of the
land and its stock has just fallen to equal the discount rate i.

Because of the varied mix of services they may represent, there is no a priori
reason to expect the nonharvest values a(n) to be monotonically increasing or
decreasing with stand age. It is quite possible that we may find several ages
meeting the first-order conditions, some of which are local minima or maxima.®
With a(n) sufficiently large and increasing with stand age we may find no age at
which the first-order conditions are met and would choose to never harvest.

If the maximum land value A is less than zero then we should leave the land
unmanaged. Consideration of the full mix of multiple use values makes the
likelihood of such negative returns to management less than if we considered
timber values alone. Not surprisingly, we will be less willing to harvest and
abandon an area if it provides positive amenity services when stocked. What is
interesting is that the amenity values may be sufficient to justify perpetual harvest
management on land which would appear to be not economically managed when
timber alone is considered. In fact, recreational values, supposedly diminished by
timber management, may justify restocking, yet be neither large enough nor
increasing sufficiently with stand age as to justify shifting from a typically short
timber harvest rotation. This illustrates the danger of an arbitrary allocation of
fully joint regeneration costs to specific services.

In contrast to the Faustmann problem, the age of inherited stocks may matter.
The harvest age solution is unaffected unless the current age exceeds the Hartman
age. If the stand does exceed that age, it may be preferable to further delay, or
never, harvest. With timber value alone, the solution was to harvest such older
stands immediately. The declining timber growth rate penalized any further delay.
Here, with a young stand, discounting may weigh against us waiting for higher
amenity values from old growth, vet, if we inherit old growth by chance, the
current high flow of amenity value may be sufficient to justify preservation.

In general, the Hartman rotation age will be somewhere between the
Faustmann age and that age which would maximize the present value of the
returns from the stock amenity services alone. The solution age will depend both
on the total amenity benefits of a harvest cycle relative to the net timber receipts
and on the separate relative growth rates in the amenity and timber values. When
the amenity value of stocks generally rises with stand age, the harvest solution will
be greater than the Faustmann age. In fact, if the amenity value flow is large and
increasing with stand age, it may be optimal to leave the stand unharvested
forever. In many areas where forage and increased water flow are important we
might anticipate the amenity values to be declining with stand age. Amenity
values generally declining with stand age will lead us to choose shorter rotations.

¥ The second-order condition requires V(T — i (T)+ a(T}/P < 0. With «'(T') significant and
positive, the condition may be violated.
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In order to illustrate these conclusions it proves convenient to rewrite eq. (4).
We substitute for the land value A using definition (3) and then rearrange to
decompose the equation into two separate relative growth rates, one for timber
and one for amenity services, each weighted by its share of total harvest time
benefits. That is, we can equivalently express harvest condition (4) as

(1- a)[a(r)/joT(a(n)e—f")dn] +a|V(T)/(PV(T)~C)]
=i/(1-e"'T), (49

where

a=[PV(T)- C]/[PV(T) +jOT(a(n)e-"")dn - C}.

We may note immediately that with no amenity value, and so with the timber
share « equal to one, condition (4’) is simply the Faustmann condition (2’). With
high amenity levels and a approaching zero, the harvest solution moves away
from the Faustmann age toward the solution age that would be optimal if there
were no net timber benefits.’

If amenity values are rising with stand age, then the Hartman rotation age
exceeds the Faustmann rotation. To see this, note first, using condition (4”), that
if the relative growth rate in amenity value a(7)/ fOT(a(n)e“")dn exceeds the
value i/(1 — e~ ‘T) for all ages T, then the harvest age solution must exceed the
Faustmann timber age. Now, if amenity values rise with stand age, then certainly
it is true that the value fOT(a(T)e_i")dn is greater than fOT(a(n)e""’)dn. On
simplification of the first integral, this gives us a(T)1 — e ")/i >
fOT(a(n)e_i")dn, which is easily rearranged to indicate that the relative growth
rate in amenity value does exceed i/(1 — e ") and so, a longer rotation is called
for. Similarly, if amenity values are generally declining with stand age, a rotation
shorter than the Faustmann age should be selected.

It is quite possible when we have fairly high amenity values which are generally
increasing with stand age that the left-hand side of condition (4”) would always
exceed the value i/(1 — e~'T). In such a case, the timber should not be harvested.
Finally, we note that with a high enough relative growth rate in amenity values,
the Hartman multiple use rotation age may significantly exceed the Faustmann
age. This may be so even when the share of total benefits due to amenities is
rather small in comparison to timber revenues. On the other hand, we may note
that if the amenity values are constant with respect to stand age, then, no matter
how high these amenity values, the Faustmann timber rotation will be the
appropriate harvest age solution. Unfortunately our knowledge tends to be weak

91t is convenient, although not essential, to assume that PV(T)~ C is nonnegative, and so takes
values between zero and one.
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with respect to the stand-age-dependent rate of change in amenity values. It is
apparent that a focus only on the relative level of total benefits, attributable to
either timber or other services, can be misleading. The difficulty is compounded
once we realize that the value of a stand is likely to be dependent upon the
treatment of neighboring areas of the forest.

There are very few examples of papers in which optimal multiple use rotations
have been calculated. This is hardly surprising given the difficulty in valuing the
amenity services. Calish, Fight and Teeguarden (1978) provided rough estimates
of multiple use values for single Douglas fir stands as functions of stand age and
solved for optimal rotation ages. Their conclusion was the consideration of these
values would have little effect on the harvest solution. This conclusion is perhaps
a little too strong.!® They also note that many of the multiple use services are
favored by short harvest rotations. Riiters, Brodie and Hann (1982) in a rather
richer model consider the choice of thinning intensity and rotation age on a single
stand managed for combined livestock grazing and timber harvest. The considera-
tion of grazing values tends to shorten rotations and leads to intensified thinnings.

Comparative statics of the Hartman solution

The comparative static results are somewhat more complicated for the Hartman
solution than for the Faustmann solution. A higher timber price level can be
shown to decrease (increase) the rotation age if the Hartman solution Ty is above
(less than) age T, where T, is the Faustmann solution when there are no
regeneration costs. An equal proportionate increase in a(n) for each age n
lengthens (shortens) the rotation if the Hartman rotation is longer (shorter) than
the Faustmann rotation. An increase in all a(n) skewed to a greater increase in
the value of older stands would increase the relative rate of growth in the amenity
value as well as the amenity share of total benefits and may increase the rotation
age even if the initial Hartman solution is somewhat less than the Faustmann age.
We will be interested in the effect of an increase in both the timber price and all
a(n). For a given proportionate increase in all these timber and amenity prices we
can be sure the optimal rotation interval will decrease. More generally, we cannot
be sure of the direction of change. In particular, if the increase in values a(n) is
skewed to greater increase in value for the older age stands the rotation interval
may increase.

It is a little surprising to find that an increase in the interest rate does not
necessarily lead to a shorter rotation. With timber value alone considered, the
higher rate raises the opportunity cost of delaying the harvest and a shorter

10 They found that large, equal proportionate changes in the amenity values did not greatly alter
their solution age. With the low growth rate in amenity value with respect to age in their example, such
a result is to be expected. With higher growth rates a more pronounced effect is observed.
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rotation results. Here we have two potentially offsetting effects. The value
i/(1 — e 'T) increases with the higher interest rate. This is the same effect we find
for the timber solution. However, the greater rate of discounting also raises the
relative growth rate in the amenity value, a(T)/ fOT(a(n)e‘i")dn, decreasing the
present value in the denominator. If the share of the amenity benefit is fairly high
relative to the timber share, a higher interest rate can lead to longer rotation ages.

3.3. Maximum sustained yield

A maximum sustained yield policy is based on the assumption of an even flow of
harvest and is aimed at producing the greatest average flow of value per year.
Samuelson (1976) compares the Faustmann economic harvest solution to a policy
of maximizing average yearly net yield. Such a policy results in the selection of
longer rotations and amounts to ignoring interest rates.

The policy can be expressed as the selection of an age T to solve the problem

m?x(PV(T) -C)/T.

The first-order condition calls for a harvest age T, for which we have
Pv(T)/(PV(T)-C)=1/T. (5)

At the harvest age T, the increment in growth just equals the average yearly net
harvest value. The solution is often referred to in the forestry literature as the
“culmination of mean annual increment”.

Age T,; must exceed the economic (Faustmann) timber rotation age. To see
this, compare expression (5) to the Faustmann condition (2°). It differs only in the
right-hand side. It can be easily shown that the value 1 /7 is less than the value of
i/(1 —e~T), the corresponding term in the Faustmann condition. With the
relative growth rate of timber value declining with age, it is apparent that a longer
rotation must be selected under this yield-maximizing harvest policy.

The conclusion that the maximum yield policy amounts to ignoring interest
rates may be understood by noting that the value i /(1 — e ‘") approaches 1 /7T as
a limit as the interest rate approaches zero. With interest rates close to zero, the
Faustmann solution is very close to the yield-maximizing solution. While a policy
of higher average yields may seem appealing, one must remember that the timing
of the harvest is delayed. This delay imposes costs on the earlier generation of
timber users.

It is occasionally suggested that the longer maximum yield rotations are
desirable as a means of promoting other multiple use values. Or, it is suggested
that the maximum yield concept should be extended to include those other values
[Brown and Carder (1977)]. For example, we might consider maximizing the
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average annual flow of net value from all uses

mﬁx{[PV(T)wL‘/(;T(a(n))dn - C]/T},

with the harvest age satisfying the first-order condition
[PV (T) +a(T)]/[PV(T)+fT(a(n))dn— c}: 1T,
0

This solution corresponds to the Hartman multiple use rotation with a discount-
ing rate of zero. The yield-maximizing harvest ages will only coincidentally equal
the economic multiple use rotation.

4. Multiple use management

Johnson and Scheurman (1977) describe linear programming models for timber
harvest scheduling which are practical and fairly realistic analogs to the
Faustmann model. The FORPLAN model [Johnson, Jones and Kent (1980)] used
for the current planning effort of the U.S. Forest Service is an extension of these
stand scheduling models to reflect multiple use services. It generalizes, to some
extent, the Hartman model. Timber prices and amenity values, although given
constants in each time period, may be changing over time. However, even this
model, although it schedules many stands at once, has no inherent linkage
between stands.

The essential weakness of the Hartman type multiple use models is their focus
on the condition of the single timber stand. As Hartman (1976) himself states,
when there are “many plots of forest land which could reasonably be taken as
units for making cutting decisions, what happens on one plot will clearly affect
the value of a standing forest on other units”. In this section we consider a model
which takes into account this interdependence. The interdependence among
stands leads to richer and more appealing harvest decisions than we find in the
single stand models.!!

The multiple use forest production problem can be viewed as the choice among
a set of activities which transform the forest stock while providing flows of timber
commodities. Both the harvest flow and the services of the standing stock are
valued. The manager is to respond to demands in choosing the time sequence of
land use treatments. We assume he does so to maximize the present value of
consumer plus producer surplus.

1 Nguyen (1979) reconsidered the problem addressed by Hartman. His approach is to constrain the
harvest in order that sufficient standing stock remains to meet some level of environmental service.
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In order to simplify the discussion, we will accept a less than general descrip-
tion of the planning problem. Under this simplified view, the forest area is
assumed to be made of a number of stands each of homogeneous productivity
and each of which may be in a different age class. We may decide upon the age at
which each stand is to be cut.!?> We consider there to be two classes of demands,
that for harvested timber flow and that for amenity services related to the
condition of the land and its standing stocks. This latter consumer group
represents a diverse set of users of the recreational, wildlife, forage, and water
flow services and may include nonusers who value the condition of the forest. The
cutting decision determines the current timber harvest and the future progression
of the forest condition. The amenity values will depend upon this forest condi-
tion, which we take to be a function of the mix of stand ages. In this manner, the
amenity outputs can be related to an overall pattern of diversity resulting from
the treatment of the individual stands. It would seem most unrealistic to assume
that a single stand could be considered independently of the condition of adjacent
stands. While it is clear that much of the land’s amenity value is dependent on
inherent natural features, we focus on the manager’s ability to influence the flow
of goods and services.

We stress two essential differences between our description of the planning
problem and the view that is commonly presented. First, the direct forest outputs
are the timber harvest and a measure of the current forest stock condition. This is
more than just a matter of practicality, saving us from enumerating the poten-
tially great variety of amenity services of the forest. It allows us to value both
qualitative as well as quantitative changes in the final uses. The forest does not
directly produce recreation or animal unit months of domestic livestock grazing,
but rather produces conditions which may be differently valued because of
varying suitability for such final uses. Second, the stock descriptors are taken to
be measurable physical characteristics which would in general be based on the
interrelation of a number of adjacent stands.

A more general presentation of the planning problem would extend the set of
treatment options and a correspondingly richer description of the condition of the
forest could then be used. Among the treatments actually available to a manager
are a set of possibilities for vegetation manipulation, access restrictions, and trail
and facility construction. Options for vegetation manipulation on timberlands
may include the timings of thinnings and harvests as well as choices among types
of harvesting and regeneration practices. Typically each treatment sequence will
alter the services of the whole land area for many uses. It is probably correct that

12 Berck (1981) also discusses the optimal management of renewable resources when in situ stocks
provide value. He describes a homogeneous stock of timber, its growth rate is related to total volume,
and a harvest is the extraction of an unspecified component of the stock. Such a stylized view is not
completely suited to the timber problem for which it is easy to identify growth rates and harvest rules
specific to each separate age class of timber.
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the choice among the fuller set of treatments would indicate much more flexibility
in adapting to multiple use demand than is apparent when we consider simple
manipulation of the harvest age. But, such generality, although needed in actual
practice, comes at great expense in notational clarity. Our simpler view is
sufficiently rich for expository purposes and allows us to fit our discussion into
the traditional framework of the forest economics literature with its focus upon
harvest timing.

In Section 4.1 we describe a model of the forest production system. Section 4.2
then describes the demands for forest commodities and stock services and
provides measures of value based on these demands. Finally, in Section 4.3 the
management problem is described.

4.1. Forest production

The stocks of vegetation held at the beginning of time ¢ are represented by a
vector x, with element x,( /) giving the acreage of land with stock aged j. At the
end of each period we decide whether stocks are to be harvested or left standing.
During the period stocks age so that stock x,(j) will be aged j+ 1 at the time of
the harvest decision. The holding of unstocked land is represented by x,(0). In the
case of unstocked lands we may decide whether to maintain the land unstocked or
to allow growth to begin.!?

We represent the simple set of production activities by the vectors &, and g,.
For stocked lands, the vector element 4,(j) gives the acreage of stock x,(j—1)
harvested, at age j, at the end of time ¢. The element g,(j} is the acreage grown
to age j left unharvested at the end of 7. We assume there is no mortality. For
unstocked land x,(0), a harvest #,(1) is interpreted as the maintenance of the
unstocked condition — whether by clearing or through forgoing regeneration. This
gives no harvest yield but avoids any regeneration expense. Regeneration of
unstocked land g,(1) may require some expense-—assumed to occur at the
beginning of the period 7.'

We can represent the production system by three sets of equations, the first
describes the allocations of stocks among activities, the second describes the stock
progression over time, and the third defines harvests and costs.

131t might be better to separately track newly harvested lands from that left unplanted for some
time since the regeneration costs are likely to differ. We do not do so.

14 In many cases costless natural regeneration may be acceptable while delaying regeneration might
require some clearing expense. This can be reflected in the activity costs.
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4.1.1. Stock use

The current stocks can be allocated among activities according to a system of
t + N equations

xt(j_1)=ht(j)+gz(j) (j=1,...,t+N), (6)

with N the age of the oldest stock held at time 1. That is, stocks can be either
harvested or left standing after the period of growth. We could easily generalize
the stock vector to represent acreage of a given age, under a particular manage-
ment regime and then allow choice among alternative harvest and regeneration
methods.

4.1.2. Stock progression

The stock progression is the result of the current choice of harvest, regeneration,
and growth according to the equations
(N

xt+1(0) = glht(j)’

xH—l(j):gt(j) (j=1,.._,t+N). (7)

That is, x,, ,(0), the unstocked land acreage at time ¢ + 1, is the result of harvests
at the end of period . Land stocked with trees aged j to begin time 7 + 1 is the
result of forgoing harvest of trees reaching age j at the end of time .

4.1.3. Harvests and costs

The volume of harvest at the end of time ¢ is the sum of the volumes harvested
from each age class:

t+N

H,= 3 V(j)h(j) (8)

j=1

where V(j) is the merchantable volume per acre from stands ending the period at
age j.1> The volume V(1) from clearing unregenerated lands is zero. The total cost

151t is probably better to treat harvests from certain subsets of age classes as distinct products. We
can deal with this concern in a rough manner by having a quality-adjusted measure of volume, but this
can fail if there are shifts in processing technology or in the final product mix demanded. Further-
more, relating volume to stand age is a simplification that depends on our assumed knowledge of the
timing of thinnings and other growth improvement activities and ignores the inherent uncertainties of
growth,
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at time ¢ is given by
C= Cg,(l), (9)

where C is the per acre regeneration or management cost. These costs occur at the
beginning of period 7. We could easily include a cost for maintaining a cleared
area, or for any of the other activities. Harvest costs are presumed borne by the
purchaser and are reflected in the demand for timber. For convenience we do not
make the costs time dependent nor do we consider costs specific to the amenity
services.

Certainly more sophisticated models of forest dynamics and costs can be given
but our simple version is sufficient for illustrative purposes. A more detailed set of
stocks and greater complexity in the activities and costs is easily expressed. While
we have concentrated on forestlands, a similar problem, but a rather different set
of actions will face the manager of grasslands. Also, we have not focused on the
stocks of wildlife presuming that the valuation of the wildlife services can be
related reasonably well to the condition of the vegetative habitat (taking
userestrictions, such as the hunting regulations, as given).

4.2. The forest demands and valuation

We focus on two broad sets of demands, the demand for stumpage and the
demands for the characteristics of the land and its vegetation. We will accept
consumer’s surplus type measures as convenient welfare indicators.'® The de-
mands are assumed to be unchanging over time and known with certainty.

4.2.1. Timber harvest

The aggregate demand for harvests from our forest unit is a derived demand for
logs as input into the production of final consumer goods. We will express the
demand price for an incremental unit of stumpage harvest at time ¢ as a function
of H,, the total harvest offered from our unit:

P=p ( H t) .
This function will also depend upon the prices of other inputs and the aggregate
levels of harvest from other areas. For convenience we will not explicitly include

these variables.!” Harvest costs are presumed to be incurred by the purchaser and
so are reflected in the demand price.

16 See Willig (1976) and McKenzie and Pearce (1982) for a discussion of welfare measures.

17 Harvests enter this demand function both directly, for given prices in the final products markets,
and indirectly through the influence of the harvest on the final product prices. It can be called a
reduced-form or general-equilibrium demand curve.
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The area under the stumpage demand function, up to the harvest quantity
supplied, represented by the benefit function B,,

B(H,)=fOH'p(H)dH, (10)

provides an economic willingness-to-pay measure of value. The marginal benefit
to the timber sector of an increment in harvest volume, the derivative of eq. (10),
is the net price of stumpage:

dBt(Ht)/dHt =P(Ht) =P,

It is sometimes mistakenly felt that the focus on the demands of the immediate
purchaser ignores some economic value in the final product markets. However, if
we accept the assumption of a competitive timber-processing sector, we can be
sure that our measure (10) is equivalent to measuring the sum, throughout the
timber sector, of all changes in profits and consumer willingness to pay that result
from harvesting our unit.!®

It may be that our site is sufficiently small so that harvests will have no effect
on price. When the demand price does not depend on our harvest level then the
measure of value in eq. (10) reduces to the market revenue from stumpage sales.
The price may still depend upon the aggregate supply from other areas and on
final products demand and so not be immediately available.

4.2.2. Demands for the services of standing stock

The standing stocks are valued for their indirect service as inputs into the
production of final commodities and services. Holders of grazing rights will value
forage levels for the role in livestock production. Recreationists can be viewed as
combining the scenic qualities and facilities of the site, along with their time and
travel, as inputs into the production of recreation. What is notable is first, that the
same standing stock may have value to many people, and second, that the
characteristics of stock condition are not marketed commodities.'® Finding their
value can be a formidable statistical task. Typically the demand for the site
characteristics will not be directly revealed in markets. However, the value of
changed characteristics may be revealed through a shift in either the demand for a
related market input or the supply of a related market product.?’ Cross-sectional

'8 See Carlton (1979) and Jacobsen (1979).

' The stock is much like a public good. Also note that the stock may be valued by nonusers.
Measurement of value may be particularly difficult for that group, but our notation is sufficiently
general to include them.

20 See Maler (1971) or Bradford and Hildebrand (1977).
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observations on site use related to site characteristics may allow one to estimate
the value of changes at a particular site.

We will express the total valuation of the amenity services of our site, summed
over all those individuals who value the site, by

A,=A(x,). (11)

The value in period ¢ depends on the full stock vector x, held during the period.
We assume that pricing is not used as a management control. With no difficulty it
could be added as an argument of the value function A4,.

As an example, consider the case of recreation. The individual’s demand price
for an additional visit to the site can be expressed as a function of m;, the number
of visits the ith individual takes, and Q(x), with Q a vector of descriptors of site
condition which may be influenced by the mix of standing stocks, x. With each
individual’s marginal willingness to pay for a trip given by the demand function
R(m, Q(x)), we may measure recreationists’ willingness to pay for use of the site
by the area under the demand function at each time ¢:

A(x)=z_f0'""R(m,Q(x))dm.

This expression sums consumer’s surplus (plus any actual payments for site entry)
over each visitor.

Now, of course, not all such benefits are attributable to management since
surely the site would have value even with no management. All that should ever
be of interest is the increment in site benefits due a management action affecting
stocks x. Of particular interest is the marginal value of a change in the amount of
standing stock. In order to make our notation analogous to the earlier Hartman
model, we represent by a,(n) the value of a marginal increase in the area of stock
growing to age n during time period ¢. That is, we define

at(n) = aA(xz)/axz(n - 1)
This is an aggregate, summing the marginal values of all those who value the
amenity services of the standing stock. This marginal value is, in general, a
function of x,, the full mix of stocks on the unit, not just a function of the single

stand age. The dependence of the multiple use values on the mix of stands makes
the harvesting decision much richer than that for the earlier Hartman problem.

4.3. The multiple use management problem
Represent by J(x,) the maximum net present value of the future flow of harvests

and stock amenity services from land with stock vector x, on hand at time ¢. The
full management problem is to find the value J(x;), choosing the harvest
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sequence to maximize the net present value of the flow of goods and services
attainable from the initial inventory of stocks, x,. The harvest choice is con-
strained by the forest production possibilities described by eqgs. (6)—(9).

The maximization problem may be represented in a convenient manner by
noting that a recursive relationship exists at each time z. That is, we have

I = max {([A(x)+ B(H)]e™ =G+ (x,00e7), (12

with the maximization subject to the production constraints (6) and (7), and with
harvest H, and cost C, as defined by egs. (8) and (9). The discounting reflects the
treatment of harvest and amenity value as if they were received at the end of the
time period while regeneration costs are incurred at the beginning of a period.

We may solve the full management problem in a sequential manner by solving
the recursively related subproblems (12) for each time period. The recurrence
relation (12), typical of dynamic programming, indicates that J(x,), the maxi-
mized value of the flow of goods and services from stocks held at time ¢, can be
decomposed into two parts, a current period flow of net value and the present
value of the future flows from the land in its subsequent stock condition. The
overall problem is reduced to selecting the best action for each single period,
given the current stock, with consideration for the impact of the current action on
the value of the stocks available for the next period. Typically the actual solution
will require an iterative search procedure,?! although for some particular forms of
the problem the solution is very simply found using dynamic programming
methods (for example, a linear objective function, or when x is limited to a small
set of possible values).

4.3.1. Necessary conditions for the maximization

The Kuhn-Tucker conditions for problem (12) can be expressed in a concise
form by noting that for each existing age class we must choose a positive level for
at least one action.?> We must either cut or grow, choosing the action with the
greatest marginal return. The present value of a marginal increase in the chosen
actions must be just zero while the return to a marginal increase in the activity
not chosen in the optimal solution must be less than zero. For each time ¢, for

21 See the optimal control methods described in McDonough and Park (1975) and Lyon and Sedjo
(1981) or the gradient-free search method described in Berck (1980). These solve the similar timber
harvest problem. The nontimber value function may introduce nonconvexities making solutions more
difficult to find than is the case for the corresponding timber problem.

22 The Kuhn—Tucker necessary conditions require that at the optimum any activity y (either 4 or
g) satisfy: dL/dy <0, ydL/3y =0, and y > 0. Suppose dL/dy <0, then we must have y = 0 (that
is, the action cannot be used). Similarly, if we use an action with y > 0 then we can meet the required
condition ydL/dy=0onlyif JL/dy=0.
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Table 12.1
Summary and definitions for terms in egs. (13)

x,( )= the acreage of stock aged ; held to begin time period ¢
grown to age j + 1 by the end of the period
h,{ j) = the acreage of stock aged j harvested at the end of time ¢
P, = the marginal value of harvest volume at the end of time ¢
V() = the merchantable volume per acre from stock age j
C = the per acre regeneration costs
a,{ j) = the marginal flow of amenity service value from stock
growing to age j in year ¢
A, (/) =the marginal value of stock aged ; to begin time ¢
e~ " = the discounting factor for ¢ years, with a continuous
interest rate i

unstocked land the necessary condition is:
max{[(a,(1) +A,.,(0))e™ = A, (0)];
[(a,(1) +2, 1 (D)e™ = C=A(0)] =0, (13a)
while for stocked land (j=1,..., ¢+ N—1):

max{[(PV(j+1)+a,(j+1)+A,1(0)e” =X ()]

[(a,(j+D)+A(G+ 1)) =A,(j)]} =0 (13b)
In each line the first bracketed value is the return associated with a marginal
increase in harvesting, the second value is the return to allowing a marginal
increment of stock to go unharvested (regeneration, if j = 0). The chosen action is
to be that which provides the greatest discounted marginal return among these
two choices. The new variables A,{ /) may be interpreted as the marginal value of
an increment of land with stock aged j. That is, for all ¢

A(J)=37(x,)/3x,(j). (14)
Table 12.1 provides a summary of definitions for the various terms in egs. (13).
This manner [eq. (13)] of presenting the necessary conditions for optimality is

useful for highlighting the equivalence of the welfare-maximizing solution to an
idealized competitive market allocation.

4.3.2. A market analogy

Suppose a landowner could receive the unit price a,(j) for the amenity services of
each acre of his land growing to age j. Suppose an active land market existed
allowing the transfer of land stocked with age class j at price A,(j) or, at time
t+1, at price A, ;(j). Consider P, to be the given market price for stumpage and
i to be the market rate of return on alternative investments, with this rate equal to
the social rate of discount.
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Let us look at the competitive forces in such a landholding market. In each
time period current landholders will choose land uses that give them the maxi-
mum discounted return. Of course, an owner will not just focus on his immediate
flow of revenue but also will consider the changing asset value of his land.
Suppose the best such discounted return, as given on the left side of egs. (13),
were less than zero. Owners would then sell lands. They would do better putting
the proceeds into the market investments which grow in value at rate i. (The
present discounted value of the return to such an investment, net of the initial
purchase price, is of course zero when discounting is at the same rate i.) The
result of the land sales would be to drive down the current price of land.

On the other hand, suppose that at current prices, owners of land in some age
class were to make positive returns over the period, other investors would enter
the land market and bid up the price of this land. The market can be in
equilibrium only when the current price of land for each age class, in each time
period, is such that the net discounted return is exactly zero. That is, the equality
in egs. (13) must hold. In other words, the investment in timberland of any age
should return exactly at the market rate in each time period.

Simultaneously with the price adjustment for land, bringing equilibrium in the
asset-holding market, we would have adjustment in the product markets. In the
final equilibrium, stumpage price P, must equate supply and demand in each
period; the payment for the asset services of the stock would be such that if each
individual paid his marginal value share of the total marginal value per acre of
stock of age j, no individual would want the age mix of the stock altered, and
there would be no excess supply or demand for timberlands. The prices P, a, and
A would sustain the welfare-maximizing solution.

Our maximization problem can be viewed precisely as searching for such a
market allocation, correcting for the lack of price signals which would have aided
the profit-maximizing producers in choosing an appropriate level of amenity
services. Conditions (13) can be viewed as a statement of the idealized competitive
land market equilibrium.

5. The harvest solution

In this section we derive some results that are useful for describing the pattern of
harvests and stock holdings under an economic solution. We focus largely on the
nature of the long-run solution. The long-run solution is contrasted to the
forester’s ideal of the even flow, maximum sustained yield forest.

Under our assumption that demand and productivity are unchanging over
time, we might anticipate that the forest area would eventually settle into a stable
pattern of supply, a steady state. One example of such a steady state is the even
flow forest in which the forest repeats identically in each period with an equal
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distribution of age classes and with the oldest stands cut each year. It is shown
that the multiple use forest need not converge to an even flow state. Rather,
periodic cycles with fluctuating harvest levels may be preferred. Furthermore, if
an even flow state is appropriate, it may not resemble that typical of a timber
management solution. We may find some areas maintained as clearings and other
areas maintained as old growth habitat. We may choose to allocate some fraction
of the area to a short even flow rotation and another fraction to a long even flow
cycle. If an even flow state does result, the harvests will be at a Hartman age and
will not generally provide the maximum average yearly flow of value.

The approach taken in the next section is to use the necessary conditions for
optimality given by eqgs. (13) to characterize the optimal timing of a harvest. This
provides us with a generalized version of the Hartman harvesting condition [see
eq. (] In Section 5.2 we investigate the long-run steady states which are
consistent with the optimal harvest timing condition. In Section 5.3 the more
general characteristics of the harvest solution are described. It proves convenient
to consider the time period to be so short that we may consider time continuous.
This allows direct comparison to the earlier Hartman resuits as well as a simpler
exposition.

5.1. The harvest timing condition

Suppose stocks on land regenerated at time k were optimally harvested at age 7,
at time z. The marginal value of unstocked land at time k can be represented as*?

T
Ae=PV(T)e T+ Y a,, (n)e ™= C+Ae 7.
n=1
This expression gives the value of the marginal increment of land as equal to the
present value of the flow of amenity and harvest value from a single harvest cycle,
plus the present value of the harvested land held at the end of that cycle. With
continuous time, the analogous expression is given by

A= P,V(T)e_iT+fT(akH(n)e*"")dn —C+Ae T (15)
0

Optimality of the harvest age T requires that we should be indifferent to a
marginal delay in the harvest date. That is, the derivative with respect to ¢ of the
right-hand side in eq. (15) should equal zero (remember harvest age is a function

23 The given condition, perhaps obvious, can be found by combining successive necessary condi-
tions for the period of growth and for the final harvest date. To simplify notation we have used A, to
represent A,(0), the marginal value of unstocked land at time ¢.
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of date ¢ with T=1¢— k). We find 2
PV(T)+A,+[PV(T)+a,(T)—i(PV(T)+A,)] =0. (16)

Equation (16) is a rather more general version of the Hartman harvesting
condition [compare eq. (4)]. Simply, if one holds timber uncut, one had better do
at least as well as if one sold the land and stumpage, investing the proceeds at the
market rate of return i. The benefits of delaying a harvest, in addition to the value
from incremental timber growth and the flow of amenity value over the period of
delay, include the possible benefits from a change in stumpage price or from a
change in the value of the land itself. Using a condition much like eq. (16), Lyon
(1981) discusses the time path of timber prices. Multiple use values were not an
issue in his discussion.

5.2. The steady state solution

Let us define a forest area as being in a steady state if it is in a repeating cycle
with identical stock conditions and harvest levels occurring each 7' years. What
we wish to do is to characterize the steady states that are possible long-run
solutions to the multiple use management problem. Can there be fluctuating
harvest levels? How does the harvest age compare to the Hartman multiple use
rotation age?

Suppose the forest is in a steady state with some cycle T. For this to be a
potential solution to the forest management problem the optimality condition
(16) must be met. That condition characterizes optimal rotation ages and the
corresponding time path of prices at all times, including an eventual steady state.
Suppose, however, that condition (16) was not consistent with prices repeating
cyclically with the same period 7. Then our assumption that 7 was a possible
steady state solution must have been incorrect. We are looking for those values of
T for which eq. (16) is consistent with prices following the assumed steady state
pattern, repeating cyclically each T years. In some particular cases we will find
that the only possible cycle will further require that the forest is unchanging over
time, an even flow condition.

In the steady state, stumpage price, the shadow prices of amenity services of
stocks, and the land value must repeat cyclically with period T so that P,= P,
a,(n)y=a,, (n), and A,=X\, ;. If we are in a steady state with harvest cycle T,

24 Derivatives with respect to time are represented by a dot over the variable. So, P, represents
dP/d:.
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the marginal value of land held at time ¢ can be expressed as
[ ) T ) .
A= P,V(T)e_’T+/ (a,,,(n)e"™)dn— C}/(l —e M),
i 0
The change in this value over time is given by
. M. ; T ) )
A= P,V(T)e“T+f (d,+n(n)e_’”)dn]/(l —e”iT),
] 0

Substituting these two equations into the general optimality condition (16) gives
us a necessary condition which must be met by any optimal steady state solution.
In particular, we find that the steady state must satisfy:

[P,V(T) +/()T(d,+n(n)e_i")dn}

- i[P,V(T) +fOT(a,+,,(n)e—f")dn - c]

~[PY(T)+a,(T)]1-e"T). (17)

This equation relates changes in prices over time to current prices and to the
rotation cycle T. The price changes implied by this equation must be consistent
with the assumptions of the steady state. That is, the prices must repeat with
cycle T.

Before proceeding, we note the correspondence between the right-hand side of
eq. (17) and the Hartman harvesting condition (4). It is apparent that this
expression, on the right, will have zero value if the harvest cycle T equals the
Hartman age associated with the prices P, and a,,,(#n). The value will be less
than zero if the harvest cycle T is shorter than the Hartman age and greater than
zero for a cycle T longer than the Hartman age.?® Using these results, we
characterize the steady states which are consistent with optimality.

5.2.1. Even flow steady states

Quite clearly there is at least one possible steady state, an even flow steady state
at a Hartman age. Furthermore, there can be no even flow steady state except
with harvests at a Hartman age. This is consistent with some area being set aside
as either old growth or as clearings.

Let us see why a Hartman age is required for an even flow steady state.
Suppose the harvest cycle is not a Hartman age. Then the right-hand side of eq.
(17) is not equal to zero. This would imply that at least some price must be

25 Second-order conditions to the Hartman problem give this result.’ Some complication is intro-
duced if there are multiple solutions to the Hartman problem but the basic conclusion is unchanged.
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changing at time z. But, that would be inconsistent with the assumption of an
even flow steady state. With an even flow condition all prices must be constant
over time. Only if harvests are at a Hartman age could all prices be constant.
What is perhaps not immediately apparent is that there are many potential even
flow steady states. Typically one thinks of an even flow as requiring the whole
forest be managed for timber. In fact, what we may find is that the steady state
solution calls for the set-aside of some fraction of the forest in either clearings or
old growth. We may also find fractions of the managed forest area are harvested
at different rotation ages. This is possible because there may be several Hartman
ages among which we are indifferent. Such set-asides are still compatible with the
forest repeating identically and the harvest flow being constant.26

As the proportion of the forest in old growth or clearings decreases we might
expect their marginal value to increase, perhaps sufficiently so that some preserva-
tion is desirable. Long-run solution with set-asides of clearings or old growth will
occur if these age classes have particularly high values at acreage levels not easily
met by a fully managed timber forest. For example, setting aside a clearing and
managing the remaining lands on a timber rotation might be superior to manag-
ing the full forest on a very short rotation to provide the same percentage in
clearings but little or no commercial timber. Similarly, setting aside old growth
while managing the remainder of the area on a short timber rotation will usually
be preferable to choosing extremely long rotation ages which tie up large amounts
of stock at low rates of return to achieve the same proportion of old growth.

5.2.2. Cyclical steady states

In the general multiple use problem there is a possibility of a steady state with
cyclical fluctuation in the harvest level. This is in contrast to the case in which
timber alone is valued. For that special case it is clear that the only possible
steady state is an even flow forest harvested at the Faustmann rotation age. It is
helpful to describe this timber case in some detail.

When timber values alone are considered eq. (17) becomes:

PV(T)=i(PV(T)-C)-PV'(T)(1—e"'T). (18)

This is a simple first-order linear differential equation which may be explicitly
solved for the time path of prices. The right-hand side of eq. (18) should be
compared to the Faustmann condition (2). It is apparent that only with T equal to
a Faustmann age is it possible for prices to repeat periodically. In fact, price must
be constant. For any other rotation cycle, the price path implied by eq. (18) is
either steadily increasing or declining. Let us see why this is so.

26 We must suppose the amenity services of old trees approach a constant level independent of
further increases in age.
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Suppose T were greater than the Faustmann age appropriate for a price at the
level P,. In that case, the right-hand side of eq. (18) is positive (see Figure 12.1)
and the current price must be rising. In fact the price must continue to rise. To see
this, we need to note that the Faustmann age associated with the subsequent
higher price level is certainly lower than 7. Remember that higher price levels
lead to shorter Faustmann rotation ages. Therefore the righ-hand side of eq. (18)
remains positive in the next period and price must continue to increase. This
steadily rising price is inconsistent with the steady state assumption of cyclically
repeating harvests. Similarly, for T less than the Faustmann age associated with
price level P, we can show that eq. (18) implies steadily declining prices and
cannot be consistent with the harvests repeating in a steady state cycle. With T
equal to the Faustmann age, the right-hand side of eq. (18) equals zero. The
timber price is constant at all times and thus, not only does the forest repeat
periodically, there must be an even flow of harvest. Only the even flow steady
state at the Faustmann age is possible.?’

With timber alone valued we will have steady states with set-asides of old
growth or unregenerated clearings only if timber management is unprofitable. In
the extreme case, we may leave inherited stocks unharvested because harvest costs
exceed revenues. Once cut, lands would be left unregenerated and unmanaged in
the steady state only if the management costs equaled or exceeded the present
value of the net harvest revenue.

In the multiple use case we cannot be sure that an even flow steady state is the
only possibility. Cyclical steady states with fluctuating harvest levels are possible,
with the period of the harvest cycle, in some sense, an average Hartman age. Let
us follow the same argument used for timber and see why the general case may
differ.

We have the differential eq. (17) which describes a composite change in
stumpage price and nontimber shadow prices as depending on the rotation age 7.
The right-hand side of eq. (17) will equal zero if the steady state cycle T is equal
to the Hartman age associated with current prices P, and a,, ,(n). For T greater
(less) than this current Hartman age the right-hand side of eq. (17) is positive
(negative).

Let us suppose the steady state harvest cycle T is initially greater than the
current Hartman age. We know then that the composite set of prices must be
rising (although not all the individual prices need rise). In contrast to the timber
case we cannot be sure that this implies the composite price level will continue to
rise in subsequent periods. In particular, if the price rise is concentrated in
increased shadow prices for older stock (perhaps coupled with falling marginal
values for younger stocks), then we may find that the Hartman age associated

27 This conclusion does depend on our assumption of continuous time. With discrete time, it can be
shown that the long-run solution may have cyclical fluctuation in harvest levels. The shorter the time
interval and, generally, the lower the interest rate the less the deviation from the even flow cycle that is
possible. See Mitra and Wan (1981a, 1981b) for further discussion of the timber harvesting solution.
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with the subsequent price levels has gradually risen until it is above 7.2 At this
point the general price level would begin to decline. Now, if the decreases in the
shadow values of older stock gradually becomes the dominant change, the
rotation age might again fall below R and the price level rise again. Clearly a
cyclical pattern of prices consistent with a steady state is a possibility.

It is not too surprising that cyclical, uneven flow management may be desirable.
Simply it may be better to receive a high value periodically than little value
steadily. The examples that come to mind are related to wildlife. In the early part
of this century forest fires in Idaho and Montana opened up large areas of the
forests to young vegetation and browse. The result was a tremendous expansion
in the elk population and these forests became prime hunting areas for elk. When
such extreme conditions cause a sufficiently large gain in value compared to any
more moderate even flow condition then periodic heavy harvesting may well be a
preferred alternative. Clark (1976) has some discussion on “pulse” fishing. These
economics of scale in costs were associated with periodic heavy fishing. Here a
range of increasing marginal benefits, for example a threshold level of clearings
before hunting is worthwhile, would seem to be necessary for such periodic
management.

5.2.3. Multiple steady states

We should note that, once the full range of multiple use values is considered,
there may be many stable steady states consistent with a supply and demand
equilibrium. The initial condition of the forest will determine which of these is
approached. This will be particularly noticed with the old growth set-asides. If a
forest is inherited with relatively young growth it is most unlikely that we would
forego the harvest of commercial timber for the perhaps 200 or more years needed
to develop an old growth habitat. The current value of the timber is probably high
and the potential benefits of the old growth habitat far in the future. However, if
the same land were inherited with old growth stock we might well find it best to
save some of the highly valued old growth habitat.

5.2.4. The steady state supply

In this section we consider how the long-run supply of timber may be influenced
by multiple use management. The greatest average flow of timber is produced at
the harvest age T which solves the problem?®

max {V(T)/T}. (19)
T
8 See the discussion in part 3 on comparative statics of the Hartman solution.

 The earlier discussion of maximum yield in part 3 was in terms of average net yield (PV(T) —
O)/T.
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Figure 12.2. Long-run harvest supply.

The solution must meet the first-order condition V(T)= V(T )/T with harvests
at the age at which the increment in growth equals the average harvest flow.
Under management for timber alone, the long-run harvest rotation will almost
certainly be shorter than the age at which yield is maximized.’® The steady state
economic timber supply will then be less than the maximum attainable. When
amenity values are considered the steady state harvest age may well be greater
than the Faustmann timber age and the average timber yield greater than under
management for timber alone. It is an empirical question as to whether this would
lead to a long-run rotation age close to the age of maximum yield.

The effect of introducing multiple use values into the economic problem may
seem a little surprising. Suppose that the amenity services were favored by older
stands so that the (average) Hartman rotation age in the steady state exceeded the
corresponding Faustmann age. As long as both these rotation ages are below the
age of maximum physical yield, the multiple use steady state will provide a higher
average flow of timber. That is, there will be a higher average flow per acre from
those lands under harvest management. We may also find the multiple use values
justifying management on more lands, further increasing the supply. However,
any set-aside of clearings or old growth excluded from timber management could
obviously reduce supply.

In Figure 12.2 we illustrate hypothetical long-run curves for timber from land
of uniform quality. The curve labeled S corresponds to the case in which timber

30 The longest possible Faustmann rotation is at T’ such that V(T /V(T)=i. This solution occurs
when price is so low relative to costs that the maximized land value equals zero. Only if i <1/7 is
there a (low) timber price that would give a Faustmann age greater than the maximum yield age 7.
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value alone_is considered, the curve S’ represents timber supply when amenity
values have been considered. We may find that timber is supplied at lower price
levels under multiple use management — the combined benefits justifying manage-
ment. At high timber prices, as the timber value becomes sufficiently dominant,
there is little difference in the timber supplied under the two cases.

The shape of the supply curves may be explained as follows. The slope of the
supply curve is given by the derivative

dA(T)/T) dT _ ¥ (T)-¥(T)/T dT
dr dp T P’

The slope thus depends on the sign of d7/d P, the change in the rotation age with
respect to an increased steady state price level, and on the sign of the term
(V(T)- V(T)/T), which we have seen equals zero at the age of maximum yield.
For ages younger than the age of maximum yield the value V/(T)— V(T)/T is
greater (less) than zero. That is, the average harvest is increasing up to the age of
maximum yield and declining for longer rotations. The sign of (d7/d P) has been
discussed in the earlier section on the Faustmann and Hartman models.

When timber alone is considered we know that a higher price level would
shorten the rotation age (d7/dP <0). For sufficiently low timber price levels
relative to costs we might have long economic timber rotations perhaps exceeding
the maximum yield age. In this price range the long-run supply of stumpage
would be increasing with higher price levels. Once the price is sufficiently high so
that the rotation is below the maximum yield age, the long-run supply begins to
decline with the shorter timber rotations that result from higher price levels. At
high prices, the supply approaches a constant level as the rotation age approaches
age T,, the Faustmann age when costs are zero.

As long as we may suppose that the multiple use rotation age, at any given
price, is longer than the timber rotation, then, again, higher timber prices lead to
shorter rotations. As a result, the shape of the timber supply curve under multiple
use management is much the same as under timber management alone. The
relative position of the two supply curves in Figure 12.2 is explained by the longer
multiple use rotations. For example, at higher price levels, with rotations shorter
than the maximum yield age, the multiple use rotation leads to a greater average
harvest than is supplied under the shorter timber management rotations. In this
case, there is a range of prices for which the timber supply under multiple use
management exceeds the supply under management for timber alone.

Superimposed on the long-run supply curves in Figure 12.2 we have drawn a
demand curve labeled D. With such a demand curve, constant over time, the
long-run timber harvests would be the amounts H or H’ for the timber and
multiple use case respectively, where the demand crosses supply curve. In both
cases these harvest levels, as drawn, are less than the maximum sustainable yield.
Harvesting at the age of maximum yield will only coincidentally correspond to
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the long-run economic policy. Even then such a policy would provide little
guidance for harvesting in earlier years.

5.3. The approach to the steady state

Equation (16), along with the conditions of market clearing, can be used to
describe a time path of prices, harvests, and harvest age over time. To do so
explicitly is rather formidable, even for the case when timber alone has value. 3!
There is a strong indication that with constant demands there is a gradual
convergence to a steady state such as we have described earlier. Prices will
generally be rising in periods in which stands older than the current Hartman age
are being cut and prices will generally be falling in periods in which we must
harvest younger growth. The relative rate of price change over time will not
generally exceed the discount rate, although it may if inherited stocks of old
growth are being cleared. The price fluctuation will gradually dampen. The
harvest ages in the earlier periods may differ greatly from the steady state
Hartman age.

It is worth giving a few basic conclusions related to the harvest during the
transition period to a steady state. In doing so we can highlight the difference in
the nature of the solution from solutions to models in which the services of each
stock class are treated as independent of the mix of stocks. The optimization of
the general multiple use model leads to a set of shadow prices for stumpage, for
the services of each age class of standing stock, and for land in each age class.
Suppose we were given these prices, we could use a simple recursive procedure to
solve eqs. (13) for the optimal solution. The shadow prices decentralize the
harvesting decision, allowing the optimal policy for each stand to be evaluated
independently of its neighbor. In this sense, linear programming approaches used
by the U.S. Forest Service may be justified. The difficulty is that the shadow
prices cannot easily be determined without having explicitly solved the more
general problem. There is no market which reveals value and these prices
themselves are determined by the full mix of standing stock.

The shadow prices of standing stock depend on the distribution of age class in
each time period and change as this distribution is altered. As a result of this
shifting pattern of prices, the harvest timing rules can be very complex, not easily
reflected by any rule of thumb. Even when the price of timber is constant, it is
unlikely for a stand to be harvested at the same age for two successive rotations.
Only when the identical forest condition exists is the same harvest decision made.
The harvest decision in each time period balances the improvement in current
value against the future benefits arising from adjusting the distribution of age

31 See Heaps and Neher (1978) and Lyon (1981) for related discussion of the timber case.
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classes. At any particular time, we may find the solution calling for delaying
regeneration on some areas, forgoing harvests on some older stands, and harvest-
ing other younger stands.

Because of the complex nature of the multiple use harvest solution it is helpful
to provide a few examples which illustrate some of the more unusual characteris-
tics of the solutions. In Section 6 these examples are described.

6. Policy considerations and illustrations

In the earlier sections of this chapter we have considered, in a rather abstract
style, a number of the controversial issues related to multiple use management of
public forestlands. In this section we will provide some illustrations to highlight
the policy concerns. The examples use fairly realistic data to illustrate the range of
solutions we may find under an economic approach to multiple use management.
In Section 6.1 the formulation of the examples is described. In Section 6.2 a set of
examples is described. The examples are selected to illustrate the effect of multiple
use values on the decision to manage an area, the age of harvest, the diversity of
the forest habitat, and the level of timber supply.

6.1. Formulation of examples

We consider the harvest decisions on a set of interrelated subareas of a forest
unit. The value of the amenity services from the full unit depends on the mix of
ages across these subareas. The examples are solved as simple dynamic program-
ming problems. The basic recursion is essentially that given by problem (12). To
reduce the dimensions of the problem it is assumed that there are a small number
of stands, that management decisions are limited to either harvesting or growing
the full acreage in each stand, and that there is a fairly large time interval between
harvest decisions. Specifically, there are eight stands of equal area and productiv-
ity in the forest unit and we consider age in 20-year increments, up to age 100. If
trees are left uncut at age 100, we assume that there is no further growth and no
mortality. One may think of the “stands” as being dispersed across the forest unit
in patches of appropriate size. Nevertheless, our harvest decision requires that a
whole stand be harvested, rather than allowing any smaller fraction to be cut.

6.1.1. Timber yields and costs

The timber yields are based on Douglas fir growth tables for the Pacific North-
west from McCardle and coauthors (1961). Yields are given in Table 12.2. This
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Table 12.2
Yields from Douglas Fir stands ~ one acre, site index 80
Stand age Managed yields®
(yrs.) (cu. ft.)
40 2110
50 2840
60 3500
70 4090
80 4580
90 5000
100 5350

2Source: McCardle and coauthors (1961).

table gives total cubic foot volume per acre as a function of stand age. This is for
a stand managed so as to ensure full stocking and no delay in regeneration.*?

The net price (P) for stumpage varies in the examples over the values $0.25,
$0.50, and $1.15 per cubic foot. The price does not vary with the harvest level.
The management costs for the fully stocked stands were taken to be $115 per
acre, incurred at the time of planting.

6.1.2. Amenity values

Few data on either forest use or forest conditions exist that would allow us to
estimate actual demand functions for amenity services. We have chosen to base
our values on indices of habitat suitability for wildlife and aesthetic quality
described in Boyce (1977, 1978). These indices depend on the mix of stand ages
and the size of individual stands. Essentially, three factors determine our amenity
value. It is most desirable to have some small percentage of the area clear, a larger
percentage of the area in old growth, and a fairly balanced age mix with
somewhat more area in older age classes than in the younger age classes.

In Table 12.3, column 1 lists a selection of age mixes. For example, the age mix
11112222 represents an area with four stands in age class 1 (growing to age 20)
and four stands in age class 2 (age 40). Column 2 gives the corresponding yearly
flow of recreation value per acre. For convenience, we assume the ordering of the
age mix does not alter the value. It can be seen that the incremental value from a
stand of a given age is very dependent upon the age mix of the remaining areas.

32 With approximately 55 cubic feet per acre per year growth, such land qualifies as site productiv-
ity class IV, lower quality commercial timberland. Prime timber lands may yield over 200 cubic feet
average growth per year.
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Table 12.3
Yearly recreation value per acre
Age mix Amenity value
11122222 0.6
22222222 5.8
11223344 255
11223345 29.2
12234555 65.1
22234555 48.8
12245555 73.4
12345555 81.3
12555555 93.9
55555555 64.5

And, although it is usually preferable to have an older stand over a younger one,
this is not uniformly so. The amenity values are perhaps high, but may be
appropriate for areas with a potential for significant dispersed recreational use,
such as lands adjacent to trails.

6.2. Multiple stand — harvest solutions

In Tables 12.4a and 4b we give time sequences of harvest solutions for a
representative forest unit. The age mix of the eight stands is given at 20-year
decision intervals. The harvest policy is indicated by underscoring the age class to
be harvested. A decision to delay regeneration is indicated when a stand in age
class 1 is underscored. We assume that any naturally regenerated stock is not
commercially valuable. For comparison, both the multiple use solution and the
corresponding timber management solution are given. The harvest policy for the
first five decision periods is given.

6.2.1. Timber management solution

The harvest policy under timber management is to cut any initial holdings of
stock aged 40 or above. With a discount rate at 4 percent there is no artificial
regeneration (planting) if the stumpage price is $0.25 per cubic foot or less. With
a discount rate of 7 percent, there is no regeneration with prices of $0.80 per
cubic foot, or less. In these cases the land is withdrawn from active management
after harvesting the initial endowments of stock. At higher prices, the land is
regenerated and each stand harvested at age 40 in a repeating Faustmann cycle.
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Table 12.4a
Harvest policies — multiple use vs. timber management (i = 4 percent)

(P =130.25)
Year Year Year Year Year
0 20 40 60 80
Multiple use management
Age mix 55443111 55554221 55555331 55551442 55552551
Timber management
Age mix 55443111 11111111 11111111 11111111 11111111
(P =50.50)
Year Year Year Year Year
0 20 40 60 80
Multiple use management
Age mix 55443111 15554222 2155333 32155444 43215555
Timber management
Age mix 55443111 11111222 22222111 11111222 22222111
(P=13$1.15)
Year Year Year Year Year
0 20 40 60 80
Multiple use management
Age mix 55443111 11111222 22222333 11111111 22222222
Timber management
Age mix 55443111 11111222 22222111 11111222 22222111
Table 12.4b
Harvest policies — multiple use vs. timber management (i = 7 percent)
(P =30.25)
Year Year Year Year Year
0 20 40 60 30
Multiple use management
Age mix 55443111 55554221 555555331 55551442 55512553
Timber management
Age mix 55443111 11111111 11111111 11111111 11111111
(P = $0.50)
Year Year Year Year Year
0 20 40 60 80
Muitiple use management
Age mix 55443111 11111111 11111111 11111111 11111111
Timber management
Age mix 55443111 11111111 11111111 11111111 11111111
(P =§1.15)
Year Year Year Year Year
0 20 40 60 80

Multiple use management
Age mix 55443111 11111222 22222111 11111222 22222111

Timber management
Age mix 55443111 11111222 22222111 11111222 22222111
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6.2.2. The multiple use solution— the decision to manage

Under timber management we see that at sufficiently low prices all stands are
harvested and abandoned with no regeneration. Under multiple use management
there is a greater likelihood of regeneration and continuing harvest. At the lowest
timber price ($0.25, i =4 percent) a low level of timber harvest is maintained
under multiple use management. A harvest provides an effective means of
maintaining clearings for wildlife.

One interesting case illustrates the potentially complex effect of changing
relative prices on timber supply and management. In Table 12.4b, at the lowest
price we harvest a limited amount of timber largely for the recreational benefits
arising from a diverse habitat. At the intermediate timber price there is complete
harvesting of initial stock endowments but no regeneration or further manage-
ment. At this intermediate price the initial endowment is sufficiently valuable to
Jjustify complete harvesting. Once harvested, the area is so lacking in diversity
(and the timber price sufficiently low) that further management is not justified. At
the highest price, the area is perpetually managed under a timber regime.

In our examples the preservation of some areas of old growth is a commonly
chosen policy when the timber value is relatively low. Temporary delays in
regeneration are also common in the earlier periods. In Table 4a, with the
stumpage price at $0.25, our unit converges to an even flow steady state
(55555521) with three-quarters of the area in old growth and the remaining area
managed on a 40-year harvest rotation. In the long run solution there are not any
permanently set aside clearings. In earlier periods, the temporary maintenance of
clearings (harvesting stands in age class 1) provides wildlife forage while allowing
the development of old growth. If a larger proportion of cleared land had been
desirable in our examples, we might then have seen the solution call for perma-
nent clearings. Here the limited harvesting needed to maintain forage areas does
not interfere with the maintenance of older growth and diversity.

At the higher timber prices, the multiple use solution corresponds quite closely
to the timber management solution. However, even with high timber values we
often see some effect on the harvest solution. Particularly in the initial periods, it
may prove advantageous to delay a harvest in order to gain some benefits from a
better age distribution. In Table 12.4a with the price at $1.15 we see it is
advantageous to delay some harvests until age 60. This imposes little financial
cost and slightly improves recreational value.

6.2.3. The age of harvest
It is obvious that there is no easy description of the effect of multiple use values

on the harvest age. This is so even for our example, in which older stands are
generally preferred. The benefits of maintaining at least one stand clear and some
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balance in the age mix makes the harvest timing very dependent upon the specific
mix of ages in our unit. This is in strong contrast to the simplistic single stand
model.

Harvest ages during the initial transition period to a steady state can be very
unusual with younger stands cut while older stands are left unharvested. This can
be seen in Table 12.4a at the lower timber price. It is also apparent that a higher
relative recreational value does not necessarily lead to longer rotations. Compare
the long run solutions for prices $0.25 and $0.50 in Table 12.4a. We see that with
the higher timber price, the unit converges to an even flow steady state with three
stands in old growth and the remainder harvested on a 100-year cycle. At the
lower timber price the harvest is at a 40-year cycle. The increased set-aside old
growth compensates for the shorter rotation cycle on the remaining area.

6.2.4. Diversity of habitat and specialization of land use

It is apparent from the examples above that recreational or other multiple use
values which depend on the diversity of the forest condition can have a great
effect on the harvesting decision. The examples make clear the dependence of the
harvest age and the decision to manage on the current mix of age classes. With
sufficiently high value attached to the nontimber services the improvement of the
age mix may completely motivate the timing of the harvest. The complexity of the
harvest solution is due to the nonlinearity of the nontimber benefit function. Such
nonlinearity seems generally to be expected.

In the longer run we find that the benefits from diversity of standing stock may
lead us to allocate areas of the forest to specialized purposes. For example, we
may choose to preserve some areas as old growth. One interesting option is the
specialization of use over time rather than location. With the highest timber price
in Table 12.4a we choose periodic high timber harvests with intermediate periods
of no harvest and moderate amenity value. Such a noneven flow policy, likely to
be sensible in many areas, is chosen because of the very low amenity value when
more than two stands are cleared.

The eventual steady state can be highly dependent upon our initial diversity of
age classes. The most striking example is given in Table 12.5 in which unit 2,
initially all old growth, is cleared and not regenerated while the other area, more
diverse initially, is managed largely for recreation with a moderate sustained flow
of timber harvest. There is a strong penalty on the lack of diversity and balance.

6.3. Conclusion
The general multiple use harvesting policy is seen to be complex. No simple rule

of thumb is likely to describe the harvest. We see that sometimes younger stands
are harvested, leaving older ones uncut. We may choose to briefly delay regenera-
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Table 12.5
Harvest policies — dependence on initial conditions

(P =80.25, i = 7 percent)

Year Year Year Year
0 20 40 60
Multiple use management
Unit 1
Age mix 53332211 54443321 1555432 21555543
Unit 2
Age mix 55555555 11111111 11111111 11111111

tion. We rarely cut a particular stand at the same age twice in succession during
the initial periods. The forest areas may be managed with some areas set aside for
specialized purposes—old growth or clearing for wildlife. We may choose to
specialize over time with the land producing high timber yields in some periods
and high recreation benefits in others. Even flow policies are not inherently
desirable long-run goals. The optimal harvest age is unlikely to be at the age of
maximum sustained yield. Indeed, long even flow rotations, far from being the
desirable compromise policy for multiple use management, may simply provide
both uneconomic timber and a poor balance of age classes for nontimber use.
Perhaps most importantly we see, from these examples, that the harvesting
decision can be extremely sensitive to factors about which we have little empirical
knowledge.
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Chapter 13

LAND RESOURCES AND LAND MARKETS

ALAN RANDALL and EMERY N. CASTLE*

University of Kentucky and Resources for the Future, Washington

1. Introduction

The economics of land is no simple study. Depending on the human purposes one
has in mind, land can usefully be viewed as soil, a store of minerals, terrain,
territory, property, or capital asset. Thus, land may serve as an input in agricult-
ural or forest production, wildlife habitats and the support of complex ecosys-
tems, park lands, and suburban and urban landscapes. It may be viewed as a
store of minerals and an obstacle to their discovery and recovery. Land may be
viewed as terrain, or terra firma, directing the hydrological, atmospheric, and
micro climatic systems, and supporting human-made structures such as buildings
and transportation and communication systems. Land may be viewed as a capital
asset, a marketable store of wealth and an investment opportunity.

Furthermore, one may conceive of land as a fundamental organizing principle
for human society: as an arbiter of spacial relationships (the notions of distance,
space and territory); a fundamental basis of legal rights and privileges (consider
the special place of landed property in public and private law); an essential
element in the structure of social relationships (consider for example the social
status conferred by land ownership in a wide variety of societies); and an essential
component of a minimal set of privileges for the common folk (consider the role
of the common lands in many societies, and the widespread practice of regulating
land uses in order to provide an acceptable level of environmental amenities for
all).

It is little wonder, then, that the economics of land is a challenging, com-
plicated, and sometimes confused subject, and that economists have no monopoly
in studying the role of land in human relationships. Land is a central concept, not
only in the technical sciences and professions such as engineering, geology,
agriculture and forestry, but also in law and every one of the social sciences.

*We gratefully acknowledge the detailed research assistance of Olvar Bergland and the helpful
suggestions of Bergland and John P. Hoehn.
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This chapter is mostly concerned with the economics of land. Of course, one
can study the economics of literally any commodity or factor of production. In
most cases, that is where it ends. The principles of economics are brought to bear
on the topic at hand, and that subject-matter is thus illuminated. But the flow is
essentially one-way: the content of the theory and principles of economics is itself
little changed for the experience.

On the other hand, there exists an ancient and persistent suspicion that land is
not just any commodity or factor of production. Thus, land itself played a
prominent role in the development of general economic theory and retains a
special position in some current renditions thereof. There is recurrent debate as to
whether any economic theory that treats land as “nothing special” can be valid.
For this reason, we must be concerned not only with the economics of land but
also with the place of land in economics.

1.1. Land in mainstream economic theory

In the most general versions of mainstream economic theory, land is treated as a
factor of production and the debate revolves around whether it is useful to reserve
a special place for land in formulating the aggregate production function.

The classical economists were writing in Western Europe (and primarily
England) as the first phase of the agrarian and industrial revolutions was drawing
to a close. Their experience of everyday life made them accustomed to technologi-
cal progress and aware of the importance of capital to productivity. Nevertheless,
in this era of the enclosures and corn laws, industrial progress had as yet done
little to improve the lot of the increasingly urbanized common people, and the
threat of famine was ever-present.

The classical economists conceptualized the aggregate production function as
taking the form:

Y=f(D,K, L),
where Y = aggregate output, D =land, K= capital, and L =labor. Land was
broadly defined as synonymous with “the natural endowment”, and could thus be
interpreted as meaning the totality of natural resources, as natural resources were
understood at the time. It was thought essential to consider land separately from
the other factors of production. Land was treated as fundamentally fixed in
availability, while the supplies of capital and labor were surely more elastic. Land
as the fixed factor provided the rationale for diminishing returns from other
inputs,! and gave rise to the notion of Ricardian rent, one of the more durable

! The concept of diminishing returns is clearly a precursor to the marginalist economics of one-half
century later. Interestingly, it was Thunen, celebrated for his theory of location and land use, who
enunciated in fully developed form the principles of marginalism at a time when the better known
economists of his day were unable to do so [Samuelson (1983)1.
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among the numerous concepts of economic rent that have been advanced in the
literature. As population growth outstripped improvements in agricultural tech-
nology, and progressively poorer land was pressed into agricultural production,
economic surpluses or rents would accrue to land of higher quality.

These same notions —the crucial role of land in producing food and raw
materials, the fixity of land and consequent diminishing marginal productivity of
other inputs in agricultural production, the limited responsiveness of food pro-
duction to new technologies, and the consequent increasing relative scarcity of
land - underlay Malthus’ pessimistic prediction that human populations would
always be restrained by the carrying capacity of the agricultural system, thus
dooming the great mass of human society to a mere subsistence standard of
living.

The milieu of the neoclassical era (which started about a century after the
classical era began) was quite different. The industrial revolution was more than
one hundred years old, with no end in sight. This longevity, together with
evidence that the pace of technological improvements in productivity was if
anything increasing, gave rise to increasing confidence in the power of technology
to improve the lot of humankind. Three factors — continued technological devel-
opments in agriculture, substantial immigration from Europe to the New World,
and the increasingly large and reliable flows of food and raw materials from the
rest of the world to Europe—had provided some considerable respite from the
Malthusian specter, at least in the industrialized countries. These economies were
no longer dominated by food and fiber industries, but had diversified toward
mineral materials and fossil fuels. It seemed that the key to material progress lay
in the accumulation of capital and, what is more, each new generation of capital
equipment embodied a new and superior technology.

To neoclassical economists, the fixity of land and diminishing marginal produc-
tivity of the other factors were no longer the dominant economic reality. For
many purposes, neoclassical economists tended to give land no special place in
their models. The neoclassical aggregate production function could reasonably be
said to read:

Y=g(K,L).

The point is not that land no longer seemed to matter. Rather, there seemed no
reason to accord land any special treatment that would suggest its role is quite
distinct from that of the other factors.? Land could safely be subsumed under the

2 The neoclassical growth models of Solow (1956) explicitly use the ¥ =g(K, L) production
function. His well-known article (1974) enquiring about the long-term prospects for an economy that
uses exhaustible natural resources posits a production function of the form Y = f(D, K, L). However,
the treatment of natural resources as deserving special consideration is more apparent than real. Solow
goes on to use a production function having the property of constant unitary elasticity of substitution
among inputs, which obviously undermines any claim of natural resources to uniqueness in the
production process.
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broader aggregate of capital, since (i) its productivity was clearly responsive to
investment and the application of technology, and (ii) the increasing economic
importance on non-food-and-fiber commodities together with the increasing use
of capital inputs in even the food and fiber industries suggested very substantial
possibilities for substitution between land and capital.

For the current generation of economists, everyday life experiences have left
vastly different impressions from those that formed the attitudes of the classicals.
For the ordinary citizens of post-industrial countries, prosperity is the norm,
technological progress pervades the whole economy from farms to the informa-
tion industries, and the acquisition of education and training is a lifelong process.

A more recent perspective, initially associated with the Chicago School, recog-
nizes no fundamental distinction between labor and capital in the aggregate
production process. Labor productivity is seen as responsive to investment in
training and education, and through this process labor embodies new technologies
just as do other forms of capital. From the “human capital” perspective,’ the
aggregate production function could well read simply:

Y=h(K).

In this formulation, K is given a very modern interpretation. Capital is seen as
whatever is created or improved by the act of investment and thus includes
physical plant, educated human minds and bodies, farms and forests that respond
to investment and management, and the technologies embodied in all of these
productive facilities. Furthermore, these various forms of capital are seen as good
substitutes, one for another. The point is that investment is considered the only
fundamental limitation to the capacity of the human population to support itself
on this earth. Natural resource limitations, according to this viewpoint, are simply
not fundamental.* They can be overcome by substituting capital, physical and
human, for limited natural resources.

We do not mean to leave the impression that all modern econornists take the
cornucopian perspective. During the 1970s, the environmental crisis, the oil
embargo and the emergence of OPEC as an effective price-setter encouraged
perhaps a minority of modern economists to take a nco-Malthusian perspective.
The basic laws of physics were seen as limiting economic opportunities for
humankind. Nevertheless, the mainstream of economic thinking, as it has devel-
oped in the more prosperous countries over the last two centuries, has tended to

3 The seminal statements of the human position are attributable to T.W. Schultz. A currently
popular exposition of the argument that human capital is essentially limitless in its capacity to
substitute for natural resources is attributable to Simon (1981).

4 Consider Schultz’s Nobel Lecture (1980) in which he reiterates the case that land is overrated and
Ricardian rent has lost its sting.
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de-emphasize the fixity of land and natural resources while performing broad and
general analysis of aggregate production and economic growth.’

While modern renditions of mainstream economic theory are less likely than
their classical precursors to reserve a special place for land and natural resources,
there is no denying the important role of land in the development of economics
itself. The pivotal concepts of diminishing returns to the fixed factor and its
consequent ability to accrue rents, and the later development of a full-fledged
marginalist microeconomics, surely emerged from economists’ perceptions of the
significance of land in the production processes of their time. Furthermore,
Thunen, the seminal land economist, not only grasped the principles of margin-
alism that eluded his contemporaries (see footnote 1), but outlined the basis for
general equilibrium economics [Samuelson (1983)].

Thus far, we have focused exclusively on land as a factor of production, usually
for raw materials. However, the modern reality is that land is equally as
important as a consumption good. Economists have not ignored this develop-
ment, as the modern elaboration of location theory, urban economics and
environmental economics attests. And some important contributions to economic
theory and method have been made by specialists in these fields. Nevertheless, it
is difficult to make a case that these fields of inquiry have yet contributed as much
to general economics as did the earlier attention paid to land as a factor of
production.

Land and natural resource concepts, of course, remain important for many
special purposes in economics. The Ricardian concept of economic rent remains
durable, and finds application in areas as diverse as land economics, location
theory, and welfare change measurement. Agricultural economics, natural re-
source economics, urban economics and regional economics are important areas
of specialization within economics, and the classical concept of land, ap-
propriately updated, plays an important role in each.

1.2. Land economics

Modern land economics is the product of diverse influences, and some perspective
can be gained by briefly tracing these.

1.2.1. The classical economics of land

The economics of Ricardo and Malthus was very much an economics of land. As
Samuelson (1959b) astutely observes, the logical import of the Ricardian system

3 Castle (1982) provides a review of the recent and current debate beiween cornucopians and
catastrophists.
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leads not to a labor theory of value, as Ricardo himself concluded, but to a land
theory of value. While it is possible, with hindsight, to criticize Ricardo’s failure
to perceive completely the consequences of his concept of rent, that concept itself
must be recognized as a major development.

1.2.2. “Land economics 17 and location theory

Ricardo’s analysis of the location of agriculture, based on soil quality (or, to
simplify a little, fertility), yielded fewer interesting results about location than did
Thunen’s.® The latter’s organizing principle was that, if some essential activity
such as exchange takes place at a given point, increasing distance from that point
imposes increasing costs. Applying this principle to agricultural production,
Thunen was able to deduce that different commodities would be produced in
distinct zones, and he identified the principle by which commodities were as-
signed to particular zones. In addition, his simple model yielded clear directional
predictions about the relationships of distance from the center and output per
acre, labor employment per acre, and land rents.

Thunen’s analysis of the location of agricultural production led him to make
major contributions, ahead of his time, to economic theory (noted above).
Furthermore, his position as the father of regional economics is assured, while his
claims to paternity of location theory are enhanced by the fact that modern
geography, too, claims him as the founder of that discipline.

Utilizing recent advances in consumer theory — duality, indirect utility, and the
expenditure function —modern urban economists have extended Thunen’s theory
to the organization of the city and, in so doing, to the concept of land as a
consumption good.

In their purest (and sparest) forms, the agricultural location models of Thunen
and their intellectual descendants in urban location theory generate an interesting
set of predictions but provide somewhat unsatisfying descriptions of reality.
Topography is reduced to a featureless plain, while people (be they Thunen’s
farmers or the worker-consumers of urban economics) are homogenized by the
assumption of identical utility functions. It is possible, of course, to introduce
various elements of reality. However, this process has a rather ad hoc flavor and
usually entails some sacrifice of generality, but produces little in the way of
unexpected theoretical predictions. It has, nevertheless, provided a basis for a
variety of interesting empirical applications in regional economics.

1.2.3. “Land economics 2’ and natural resource economics

From the late nineteenth century through the mid-twentieth century, there
developed and, for a time, flourished a distinct group known as land economists.

¢ For English translations of Thunen (1930), see Dempsey (1960) and Hall (1966).
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Their attitudes toward land tended to reflect contemporary social conditions in
Europe and the alternatives offered by the New World, while their economics
owed less to the neoclassical school than to its critics of the historical and
institutionalist persuasions.

In Europe, the peasantry was being expelled from agriculture to join either the
urban proletariat or the stream of immigrants to the New World. Among the
major attractions of the New World were abundant land, social philosophies that
saw widespread land ownership as the fount of human dignity and sociopolitical
stability, and land settlement policies to match. For the land economists, the
abundance of land did not serve to make land less interesting, as it had for the
neoclassicals; rather, it gave the New World special status as a place where
the ordinary folk might, perhaps for the first time, seek economic independence
and personal fulfillment with some realistic chance of success.

While the Iand economists retained the classical belief in the uniqueness of the
land resource, land economics diverged from classical and neoclassical economics
in other ways. The importance of land, and hence the subject matter of inquiry,
was seen as extending beyond mere economics into law, sociology, and political
science. The basic paradigm was evolutionary, and methods of analysis were
holistic, historical and empirical. The standard philosophy of land economics
gravitated toward an instrumentalism that saw the scholar as not merely an
observer of the unfolding social panorama, but an active participant and re-
former. In all of these respects, the contrast with the standard neoclassical
perspective is obvious.”

During the last three decades, an identifiable sub-discipline of natural resource
economics has become established. It has, to be sure, been influenced by the land
economics perspective. Nevertheless, it is the product of a diverse set of in-
fluences, many of them owing more to the neoclassical heritage than to in-
stitutionalism. These include mainstream microeconomics, welfare economics and
public finance; the more recent property rights and public choice tradition; and
intertemporal resource allocation theory, the roots of which go back at least as far
as Faustmann (1849) (see also Chapter 12 of this Handbook). Work in natural
resource economics has drawn attention to, and contributed toward the resolution
of, the special problems of water, the public lands, minerals, energy, biological
resources (which are renewable but destructable), and environmental quality.

On the one hand, the classical concept of land as encompassing all of nature
that is of economic significance was comnsidered to be entirely too broad a concept
for useful analysis. On the other hand, the classical concept of land as a factor of
production was considered unduly restrictive. Just as the earlier land economists
had recognized the sociopolitical and even ideological significance of land,
modern natural resource economists recognize that significant demands for land

7 For a well-known textbook in the “land economics 27 tradition, see Ely and Wehrwein (1964).
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and natural resources are direct demands that arise from the desire to enjoy
environmental amenities.

1.2.4. Finance and real estate markets

Land, being long-lived, readily marketable, and capable of producing a time
stream of goods and services, is not only a natural resource but a paradigm case
of a capital asset. Not unexpectedly, the asset pricing model that emerges from
finance and real estate theory bears an immediate familial relationship with the
net present value model of intertemporal natural resource economics. Neverthe-
less, finance and capital market theory makes its special contribution to under-
standing the economics of land, by clarifying the links between real estate and
other asset markets, interest and inflation rates and, ultimately, macroeconomic
conditions.

1.3. The focus of this chapter: Land markets

With this prologue, it is now essential to choose a more specific theme for the
remainder of this chapter. We will focus on land markets, first developing the
asset pricing model. Because that model is based on capitalization of rents, we
then move to an in-depth study of rent determination, considering Ricardian and
Thunen models and the modern but Thunen-derived bid-rent function approach.
After briefly considering the macroeconomic influences on land markets, we
return to the asset pricing model and analyze the reaction of land prices to
increasing rents, growing demands from alternative land uses, and inflation. The
possibility of capital gains from land ownership is examined, drawing a sharp
distinction between windfall capital gains that result from events unexpected by
most all market participants and routine, continuing capital gains for which an
investor with no especial clairvoyance could plan.

In a concluding section, we use concepts from land market theory to briefly
explore the implications of land use planning and regulation, public lands and
wilderness protection, the new communication technologies and their impact on
locational choice, value capture and public finance, and macroeconomic in-
fluences in land markets. Finally, we return to our opening theme: the role of land
in the development of economics.

Despite our narrower focus on land markets, we draw upon all of the
intellectual influences identified in the opening section. If any of these bodies of
thought is slighted a little through underutilization, it is perhaps modern natural
resource and environmental economics. Our relative inattention to that subject-
matter will be forgiven, we hope, since the other chapters in this volume pay
respectful attention to most all of its dimensions.
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2. Theories of land rent and asset value

We begin with the simplest version of the asset pricing model. Land is treated as a
marketable asset, valued only for its usefulness as a factor for producing a time
stream of goods (e.g. agricultural commodities). The central role of rents in the
asset pricing model and the “factor of production” perspective of land direct us
to an examination of the Ricardian and Thunen models of rent determination.
Then, we introduce the residential demand for land (which thus becomes a
consumption good), and the relationships between land markets and financial
markets. At that point, we return to the asset pricing model, in a more complete
formulation, and examine the behavior of land markets in relation to other
financial markets and in response to macroeconomic influences.

2.1. Capital value of land as a productive and marketable asset: A simple model

Assume that land is used only for producing marketable goods z subject to the
production function f(z, x, 4, L). Then the rent accruing to an acre of land, p,,
is defined as p,=(p,-z2—p,-x—wL)/h in the timeless context. Introducing
time, the present value of an indefinitely long stream of rents starting in ¢ = 0 is:

o]

Woz_/; e [ p,()]dz. (1)

Thus, if the land were sold at t =0 and p,(¢) represented the anticipated stream
of rents accruing at all subsequent times, its market value as a productive asset
would be p? = W,. (Table 13.1 gives a full list of notation.)

If this land were owned by a producer who planned to sell it at some future
time, 7, its present value to its current owner would be:

T
Wd:fo e [ p,(t)]dt+ Pl (2)

However, P must surely be equal to the present value at T of the anticipated
stream of subsequent rents, i.e.

Bl = ["e D py(n)]dr. ()

Thus, W, = W, Starting at ¢ = 0, the strategy of holding land for a finite time
period, accruing rents during that period and selling the land at the end, is no
more (and no less) rewarding than the strategy of holding it for an indefinitely
long sequence of production periods. Given an unchanging set of expectations,
the price of the asset at any time fully reflects the discounted value of future
production. Thus, in the absence of clairvoyance, farming in anticipation of
eventual capital gains from selling the land is no more (and no less) rewarding
than farming in anticipation of continuing to farm.
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Table 13.1
Notation
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=1 -8)r+a)

The utility function

The indirect utility function

The income compensation function

The index set for classes of consumers

The income of consumer &

The amount of the composite good

The amount of commodities 1,...,7,...,#

The index set for classes of commodities

The production function for commodity ¢

The propositionality factor that shifts the production function for commodity i
The amount of inputs other than land and labor
The amount of land occupied

The amount of labor

Output per acre of commodity i

Labor used per acre

Price of the composite good

Price of z,

Price of x;

The wage rate

Fertility of land

Fertility of the poorest land in use

Distance (unless otherwise specified, from the central business district, CBD)
Unit transportation costs of z; to CBD

Unit transportation costs of x; from CBD
Commuting costs to CBD

Commuting time to CBD

The amount of amenities at D

Hours worked per day

Leisure hours per day

Profits per acre

Unit land rent

The growth rate in rent

The bid-rent function

The rent gradient

Time in years

Net present value at time ¢ of a revenue stream
The real market price of land at time ¢

The nominal market price of land at time 7
The real interest rate

The anticipated inflation rate

The proportion of initial land price borrowed, 0 < k < 1
The (flat) tax rate on current income, 0 < 0 < 1.
The (flat) tax rate on capital gains, 0 < ¢ <1
The real nominal after-tax discount rate

The growth rate of nominal land price
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Furthermore, if one assumes that land markets are fully integrated with
financial markets, an entrepreneur without benefit of clairvoyance can anticipate
normal returns from purchasing land for production and, perhaps, eventual
resale. Abnormally high returns cannot, however, be anticipated.

The asset pricing model concludes that the market price of land is determined
by the anticipated stream of rents it will produce and the returns from alternative
investment opportunities, this latter consideration being reflected in the discount
rate.

Now, we turn to the determination of rents.

2.2. Ricardian models and land quality

Assume land is available in effectively unlimited quantities. However, it comes in
various qualities, so that the highest qualities of land are (at least, potentially)
scarce.

Express land quality in a single dimension F, 0 < F < oo, where larger values
for F indicate higher levels of soil fertility. Ignore non-land capital inputs and
assume distance and location are of no importance. The problem is to determine
how F influences the crops grown, the intensity of labor use and the rent accruing
to land.

First, assume a single crop. Output, z;, is a function of labor, land and soil
fertility:

zy=f(L,h, F). (4)

In general, 3%f/dL-3dF >0 and d%*f/dh- JF > 0, i.e. increasing fertility has a
positive influence on the marginal productivities of both labor and land. Without
invoking same specific restrictions on the production function, we cannot infer
the sign of d(L/h)/dF, i.e. the influence of fertility on intensity of labor use per
acre of land. Our first result is perhaps surprising: it is not generally true (nor
generally untrue) that labor is used more intensively on the more fertile land.

Now, express the homogeneous production function in per acre terms, so that
zy=2zy/h and #=L/h:

z,=a,f(&,F), af/9.#>0, 3*/3%¢<0, (5)

where a, is a proportionality factor (g, > 0 for all /) characterizing the particular
crop grown (this factor acquires more relevance in the multicrop case, below). Per
acre profits, #, may be expressed as

W=le'alf(—?aF)'W$_Ph(F)- (6)

At equilibrium, profits will everywhere be driven to zero. Thus, when labor use
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per acre is optimized at the level £¥,
Ph(F)'_‘le'arf(g*»F)_Wg*- (7

Restricting p,(F) to be non-negative, there is some F_; for which p,(F_,)=0
and p, - a,f(&L*, Fp)=w&* For F> Fp., p,(F)>0and p, -a,f(L* F)>
wZ*. Partially differentiating (7) with respect to F, we obtain dp,/dF=p, -
a,df/dF. Since df/0F > 0, it follows that dp,/dF > 0.

Our second result is that land rents are positive and increase with soil fertility
for F> F,,,. At F=F_,  land rents are zero. At F<F,, . revenue is less than
labor cost at the optimal factor combination. So, land with F< F_, is aban-
doned and output there is zero. If demand for z; was to shift rightward, driving
P, up, it is clear that a new solution, F_., would be found for the zero rent

min?
fertility level, that F. <F,.;, and that p,(F)>p,(F) for all F>F/ . In-

rmn
creased demand for crops results in cultivation of lower quality land at the
margin and increased rents for all super-marginal land.

Now, consider the multicrop case. For crops in N, we have rent functions,

analogous to (7) and differing only with respect to the proportionality factor:
pu(F)=p, af(£,F)-wZ, i€N. (8)
Optimizing with respect to labor use per acre, we obtain:
P, @ 0f/0% =w=p, -a,df/3%, VieN\{1}. (9)

Thus, for crops 1 and n,
pzl ' al _ af/(?.,?n
P, -a, B af/a.%,"

For any crop i, p, - a; is proportional to average value of product per acre. We
seek to determine the relationship between value of crop, land use and land rent.
Take the case where p, -a, >p, -a,. Eqgs. (8) require that if &, =%, p, >p, .
Furthermore if &, >$ P, would exceed p, by no lesser amount than if

=.%,; an optimizing agent ‘would not use additional labor with crop 1 unless
revenue was increased by more than the additional labor cost. Thus, we know that
when p, -a,>p, -a,and &£ 2%, p, >p, forany F>F,

Now, eq. (10) can be used to show that p.,*a;>p, -a, implies &, >.%.
When p, -a,>p, -a,, df/dL,> df/3<%,; which implies (given diminishing
marginal productivity of labor) that £, >%,. Thus, p, > p, for any level of soil
fertility F> F,_, . Rent rnaxnmzatron would lead to a monoculture of the crop
with the highest p, - a, (i=1,2,..., n) throughout the region. If, perchance,

P 4 —1= af/d%,
pz"'an— B af/agl’

(10)

(11)
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# =%, and p, =p, . Thus, when p, /p, = a,/a,, producers would be univer-
sally indifferent as to which crop was produced on which land so long as
F = F min*

These findings for the multicrop case depend on some special features of the
specified relationship between production and soil fertility. Most crucially, we
assumed that land quality can be characterized by a single, one-dimensional
attribute F. If, more realistically, there were several dimensions of land quality
and crops differed in the shapes of their isoquants among these dimensions, one
would expect the regions to be divided into several monocultural zones of
different crops. In addition there may be zones of indifference among two or more
crops.

Until this point, we have (by treating all p, as parametric) assumed that while
people and land are immobile, goods may move costlessly into or out of the
region. Imagine, instead, that the region were completely divorced from the
outside world® and several goods were necessities (i.e. positive quantities were
demanded at very high prices). Then, equilibrium prices p}*, would be established
satisfying

P, a 3f/3%,
Pzi'a' - af/agl’

1

VieN\{1}. (12)

Positive amounts of the various crops would be grown, the exact quantities
satisfying p*/p = a,/a,, and producers would be universally indifferent as to
which crop was grown on which land, so long as F> F, ;.

To summarize, highly simplified models in the Ricardian tradition yield the
following results.

(1) When land is not scarce in quantity but is distinguished by a quality
gradient with high quality land scarce: (a) there is some quality level £, ., such
that land with lower levels of F remains unused; (b) land with F > F,_, attracts a
positive rent, and the rent increases with F; and (c) when the price of output rises,
some poorer land (the best of what was remaining) is brought into use, and the
rent for all super-marginal land rises.

(2) It is unclear whether labor use per acre is more or less intensive on higher
quality land.

(3) When the choice is among several crops, land quality (so long as it is
defined on a unidimensional gradient) does not determine land use. With the
economy open in goods, the general result is a monoculture of the crop with the
highest per acre value of output. Note that this result depends on the assumption
that the production functions for crops differ only with respect to the proportion-
ality factor, a,. If the economy is completely closed, commodity prices and
quantities would be determined endogenously to satisfy (12). Nevertheless, pro-

& Samuelson (1959a) implicitly analyzes the closed economy case throughout.
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ducers would be universally indifferent as to which crop was grown on which
land, so long as land quality is at least F,,

in-

2.3. Thunen models and location

Imagine a large city in the midst of a featureless, fertile plain, of uniform soil
quality. At a great distance from the city, there is an impenetrable wilderness
separating this state from the rest of the world. The question is: Assuming
rational decision-making, how will distance to the city affect the choice of
agricultural products and the intensity of land use? This, paraphrasing only
slightly, is the problem posed by Thunen early in the nineteenth century. It is
quite different from Ricardo’s problem: Ricardo was concerned with the differen-
tial fertility of land. Thunen’s concern was entirely with space and distance.

If some essential activity (e.g. market exchange) takes place at some given
point, while activities (e.g. farming) occupy space so that no two farms can be on
the same land, along any ray emanating from the market city one farm must be at
a greater distance from the city than another. If distance imposes a cost (e.g. an
increased expense for getting goods to market), this fact, together with the
rational, profit maximizing behavior of farmers, is a sufficient basis for predicting
the emergence of quite definite and in no way haphazard patterns of land use.

Given the location of the city, the question is: How does distance from the city
affect which commodities are produced, the output of each, the intensity of labor
use, and the rent accruing to land? First, consider a single crop. Express the
neoclassical production function’

a=a,f(£), 3f/8L>0, 9*f/32L<0. (13)

While D, distance from the city, does not influence directly the production
process, it does influence profits:

m=(p,~s.,D)a,f(L)-wLp,(&; D). (14)

At the zero-profit equilibrium, land rent is equal to revenue (net of transpor-
tation costs) minus labor cost:

pi(Z; D)=(p, =5, D)af(L) - w&. (15)
Optimizing labor use requires:

3py/3L=0=(p, —s5,D)a;df/3L~w, (16)

9 Beckmann (1972) shows that the standard Thunen can be obtained with neoclassical production
functions and, thus, are not dependent on the assumption that inputs are used in fixed proportions.
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which implies:

af\ ! w
() (o) 1
07 al(pz1 - sle) (7)
Implicit differentiation of (16) yields:
aZPh
de 97dD _ $,(01/0%)
dp~ 2 1 42 2 <0, (18)
°py/ &  3°py/0°&

since df/d.#> 0 and the second order conditions for profit maximization require
8%p,/ 9% < 0. Thus, labor use declines with distance. By (17), we find that labor
use diminishes to zero at

D=p,/s,, (19)

which implies that land beyond D is abandoned.

It follows, since df/d.%> 0 and z; =0 when #=0, that output z,, decreases
with distance from the city and falls to zero at the critical distance D. Further-
more, from (15) we see that land rent is zero when % and z, are zero at and
beyond D. Differentiating (15) with respect to D, we see that dp,,/dD is directly
proportional to (3f/3.L ) 8.%/dD), which is negative. Thus, land rent decreases
with distance.

Let us summarize the results for the single output case. Employment, output
and land rent (all in per acre terms) are positive near the city and diminish with
distance, reaching zero at the critical distance D at which unit transportation
costs, s, D, equal product price. If the product price were to rise relative to
transportation costs, some more distant land would be brought into production,
increasing total output and raising land rents and the intensity of labor use at
locations nearer the city.

Now, we consider the multiproduct case. For simplicity, consider two commod-
ities, i = 1,2, with the rent functions:

phl(gl; D)= (le —sle)alf(gl)_ng,

th(gz; D)=(pzl—szzD)azf(.sz)—w_?z. (20)
Optimizing with respect to labor use per acre, we obtain:
(p.,,—s.D)a,df/0L,=w=(p,—s,D)a,df/32,, (21)

which implies:

(P, =s.D)as _of/8%, 2)
(pz2 — szZD)a2 af/a,
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If (p,, —s.D)a,>(p,,—s,,D)a, we know (by an argument analogous to that
used in our analysis of the multicrop Ricardian model) that a monoculture of
commodity 1 will be produced. Similarly, if the inequality is reversed, commodity
2 will be produced in monoculture. Assume, however, that commodities 1 and 2
are necessities and the regional economy is closed. Then, prices will adjust to
ensure that both are produed, each in a separate zone of monoculture. The zones
will be separated by a sharp boundary at D’, which is determined so as to satisfy:

(pzl - Sle/)al = (pzz - SZZD/)aZ‘ (23)

Which commodity is produced in the zone 0 < D < D’ and which is produced
in the zone D’ < D < D? Assume s, =5, and a; > a, (i.e. that the ton-mile cost
of transportation is the same for each commodity and the weight of commodity 1
produced with a given amount of labor is greater than that of commodity 2).
Then as D increases, s, Da, increases faster than s, Da, and (p, — s, D)a, falls
relative to ( p,, —s5,,D)a,. Therefore, (p, — s, D)a, > (p,,— s, D)a, for smaller
values of D, and the inequality is reversed for larger values of D. Commodity 1,
which weighs more per acre, is produced as a monoculture in the zone 0 < D < D,
while commodity 2 is produced exclusively in the zone D’ < D < D. This result is
demonstrated in Figure 13.1, where the rent function for product 1, p, (D), is
more steeply sloped than that for product 2.

For more than two commodities, the logic of our analysis still holds. Zone
boundaries are sharp, the commodity zones are arrayed from the market center in
order of decreasing weight of product, and [since, by (20), land rent as a function
of D is of steeper negative slope when «, is larger for all values of D] each
commodity will have only one zone of production.

These findings can be modified by making different assumptions about the
production functions.

(a) If we permitted different functional forms for different commodities,
distinct monocultural zones would again result, but there might be several
non-adjoining zones of the same commodity.

(b) If two commodities could be jointly produced with continuously variable
proportions of outputs, discrete zones disappear and the more transportable
commodity is continuously substituted for the less transportable one with increas-
ing distance.

Finally, by (23) and (22) it follows that at D’, 3f/3.%, = 3df/d.%, and
L) =%, The same amount of labor is applied to each commodity at the zone
boundary. Thus, the smooth decline of the labor/land ratio with increasing
distance is not disrupted at the zone borders. Land rents are also equal at the
zone borders, but the rent curve for the commodity with higher transportation
cost per acre is steeper.

In summary, labor use declines continuously and smoothly with distance; land
rents decline continuously but with kinks at the zone boundaries; and the weight
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Lond Rent
P, (D)

Distance D

Figure 13.1. Assignment of commodities to Distance Zones. [Commodity 1 is produced exclusively in
the zone defined by 0 < D < D’, while 2 is produced exclusively in the zone D’ < D < D. Beyond D,
land is abandoned.]

of output per acre declines smoothly within zones but (most likely) with discon-
tinuities at the zone boundaries. All of these results were obtained for models of
linear space. If we had modeled Thunen’s problem in two-dimensional space, the
linear distance zones would be replaced by a series of rings concentric at the
market place. While such a representation has more pictorial appeal, little is
added in the way of definitive results.

Differences between Ricardian and Thunen results

In the Ricardian (R) models, one is concerned with land quality, F, but not with
distance, D. In the Thunen (T) models, F is held constant and thus ignored while
D is the primary focus. However, R models do not treat F in the same way that T
models handle D. Output per acre is a function of F, but revenue per unit output
is unaffected by F in R models. In T models, D does not appear in the
production function. It does, however, appear in the revenue equation: unit

revenue net of transportation cost decreases with increasing distance from the
central market.
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These different models obtain one consistent result. Land rents decrease with
land quality until the poorest land is use brings no rent and all still poorer land is
abandoned. Land rents decrease with increasing distance from the central market,
until the most distant land in use brings no rent and all land more distant than
that is abandoned.

In other respects, the R and T models generate quite different results, the T
results being more interesting. R models obtain no general result about the
relation between land quality and labor intensity; and they conclude that the
choice of which commodity to produce is unrelated to (one-dimensional) land
quality. T models find: different commodities are produced in each of a series of
zones differentiated by distance from the market; within each zone there is a
monoculture; commodities are assigned to zones systematically, and those with
the greater weight of output per acre (for a given complement of labor) are
assigned to zones nearer the market; labor intensity declines smoothly with
increasing distance within and across zones; and, while land rent declines
continuously with increasing distance, there are kinks at the zone boundaries.

2.4. The bid-rent function approach

The bid-rent function approach is now the standard treatment of residential
location and urban housing markets. While the fundamental logic of this ap-
proach owes much to Thunen’s work on the location of agricultural
production — the organizing concept is the cost of distance from a central
location — its implementation in a consumer choice context allows the analyst to
take advantage of recent developments in demand theory: e.g. indirect utility, the
expenditure function, and the duality results.

Consider a featureless plain with a central business district (CBD) at a given
central location. All urban workers are employed in the CBD and must commute
to work daily. Commuting cost is directly related to distance of the residence
from the CBD. The consumer—worker enjoys land, /4, and other consumption
goods, z, and the budget constraint is effectively y —s(D) (i.e. income minus
commuting costs). The consumer-worker must choose an optimal residential
location. Landlords, each of whom is a rent-maximizing local monopolist at a
given location, adjust land rents to assure full occupancy. In this situation, what
relationship emerges among distance from the CBD, land rent per acre, and
residential density? The simplest bid-rent function analysis solves this urban land
market problem. More complex models consider workers with different prefer-
ences, incomes and wage rates; multiple locations of interest (e.g. the CBD, a
factory district, a port district, a suburban shopping center, a district with special
amenities or attractions); and competition for land between urban and agricul-
tural uses at the edge of the city.
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2.4.1. A simple model of residential choice

Consider a consumer with utility function U(D)= U[h(D), z(D)], facing a
budget constraint y — p,(D)h(D)—p,z(D)—s(D)=0. Utility is positively re-
lated to the amount of land (residential space) occupied and the quantity of the
composite goods consumed. Rewriting the budget constraint, p,(D)h(D)—
p,z{(D)=y — s(D), we focus on income net of commuting costs.

2.4.1.1. Diagrammatic analysis. The different allocations, 4 and B (Figure 13.2),
provide the consumer with equal satisfaction, by construction. However, B is
associated with a location at D, > D, and thus with higher commuting costs than
A. Holding p,, y and U° constant, we can determine the land rents, p,(D;) and
P,(D,) which would make the consumer indifferent between the locations D; and
D,. At these rents, the more distant location involves the greater consumption of
land and lower consumption of the composite good (Figure 13.2 and 13.3). From

z(D,}) z(D) y-s{Dy) y-s{D}
P, Pz

Composite Good z

Figure 13.2. Consumer’s budget allocation between land and other goods, given commuting costs that
increase with distance from the CBD.
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Land h

h (D2}

h{D;)

Distance D

Figure 13.3. The relationship between land consumption and distance from the CBD.

Figure 13.2, we observe that:

P > P
ph(Dz) Ph(D1)’

which implies p,(D;)> p,(D,). In order to hold utility constant, land rent must
decrease with distance from the CBD (Figure 13.4).

Consider Alonso’s (1964) definition of the bid-rent function: “... the set of
prices for land the individual could pay at various distances while deriving a
constant level of utility”. It is evident that we have derived diagrammatically
(Figures 13.2, 13.3 and 13.4) the individual consumer’s bid-rent function, which is

Land Rent Py

P, (Dn)

Pra

Distance D

Figure 13.4. The bid-rent function, p, (D), for urban workers and the agricultural rent p ;.
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defined as:
Pu(D) =]y —s(D)~z(U° k)] /h. (24)

The landlords are conceptualized as seeking to parcel their land into optimal-
sized lots to maximize the rents they receive. Each is a local monopolist: one and
only one parcel of land is located exactly at the specific distance D,. The
landlord’s problem is to correctly anticipate the consumer’s bid-rent function: i.e.
the landlord i’s rent asking behavior depends on D, (which is given) and his
estimate of the relevant demander characteristics [Anas (1982, p. 22)].

If all consumers are identical and each can move her place of residence
costlessly, the bidding process will reach a static equilibrium in which the bid-rent
function (Figure 13.4) becomes the rent gradient for the city. All urban workers
will be indifferent as to where they live within the city, and each will achieve the
same utility level as all others. At distances beyond D,, land is used for
agricultural purposes which yield a per acre rent of p, , regardiess of distance (by
assumption, as is common in models of the urban land market).

Land Rent p,

Distance D

Figure 13.5. The rent gradient for a city with k classes of consumers, surrounded by farmland.
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If there were k classes of consumers, 1,2, ..., k, with consumers being identical
within classes and different across them, the rent gradient would be the envelope
of the k different bid-rent functions (Figure 13.5). Consumers in class ; will bid
more than those in all other classes for land located between D, and D,_,, where
their bid-rent function provides a segment of the rent gradient. Elsewhere, they
will be outbid by members of some other class.

Faced with this rent gradient, consumers will exhibit the same choice behavior
that generated it. Each will locate in the distance-zone where her bid-rent exceeds
that of the members of other classes. Thus, each parcel of land is assigned to the
highest bidder and none could gain by moving. In the fashion of Thunen
agricultural land use models, consumers locate in k& neighborhoods each homoge-
neous in terms of the class of consumers living there, with sharp neighborhood
boundaries determined by the intersections of bid-rent functions.

2.4.1.2. Mathematical analysi;v. Now, we formalize the bid-rent function analysis.
Define the consumer’s indirect utility function [Gorman (1976), Varian (1978)] as:

V(D)= V[y—s(D).p,, ps(D)]

=sup{U[h(D),2(D)]:y—s5(d)=p,(D)h(d)+p.z(D)}. (29
Using Roy’s identity, the Marshallian demand functions are:

av(-)/dp,(D)

W(DY==505 ey = [y = (D). p.=pu(D)] > 0 (26)
for land, and
(D)= G Y ¥y = (D), .. py(D)] >0 @)

for the composite good.
Solving (25) for p,(D), we obtain the bid-rent function [Henderson (1977)]:

Pu(D)=pu[V.y—s(D). p.] (28)
Substitute the bid-rent function into (25). Notice that:
V]y-s(D),p,, p,(D)] = V=constant, ¥D. (29)

Now, take the total differential of (25) and hold utility, income and the price of
the composite good constant: '

4 v v dp,(D) av ds(D) )
av = 3y dy+¢9pzdpz+c?f)h ) D 3y dD dD;
dV=dy=dp,=0 (30)
implies:

W 9pu(D) _ 9V ds.
3p, 9D  dydD’



Ch. 13: Land Resources and Land Markets 593
which implies:

0p(D) _ av/oy ds _
aD _ av/dp, dD

—[h*(p)]‘ld%<o, (31)

since ds/dD > 0.
Thus, we have shown:

(1) The bid-rent function is decreasing with distance.

From the properties of the indirect utility function [Varian (1978)} it follows
that:

ap |
P, av/dy
L= = > (), 33
Yy av/ap, ( )
and
Opy_ _ OV/0p: . (34)

ap.  av/dp,
These results can be summarized:

(2) The bid-rent function is increasing in the utility level and income, and
decreasing in the prices of non-land commodities.

Since (by assumption) dh*/dy > 0, it follows that

oh* _ oh* 3[y—s(D)] _  on*
ds  dy as dy

<0.

Examining the Slutsky equation, we would readily find that dh*/dp, <O0.
Thus:

(3) If land is a non-inferior good, demand for land is decreasing in commuting
costs and prices of consumption goods.

At this point, we turn to the expenditure function, which is defined by:

e(D)=e[p,, px(D), U]
=inf{ p,z2(D)+p,(D)h(D):U[z(D),h(D)] = U"}. (35)
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Introducing the bid-rent function, we have
e’(D)=e[ p,, p4(D),U°]
= inf{ p,z(D) +p,(D)h(D):U[2(D),h(D)] 2 U}, (36)
and the following property holds:
y=e°[p., p4(D), U] +s5(D), VD. (37)

Thus, if land rent follows the bid-rent function, the differences in minimum
expenditures to maintain a given utility level are fully compensated by the
differences in commuting costs as distance varies. Furthermore, the budget is
everywhere exhausted.

The Hicksian compensated demand functions are:

w(0)= 2L <R [0, . p,(0)] (39
for land, and for goods:

2(0) =2l =3[0 5. 5y ()] (3)
From (37), we conclude:

(4) If land rent follows the bid-rent function, the Marshallian and Hicksian
demand functions coincide. That is:

R[U°, p.. pu(D)] =h*[y—s(D), p.. p4(D)]
and
2[U°, p.. pu(D)] =2*[y = s(D), p,, p4(D)]. (40)

Since the Hicksian demand curve is always downward sloping and dp,/dD > 0,

{aeo(-)}
() _ ap, =32e(-):%>0
aD 9D 2%, D "

(5) The demand for land along the bid-rent function is increasing in distance.
Furthermore:

(6) If the commuting cost is constant per distance unit, the bid-rent function is
strictly convex in distance.
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To prove proposition 6, set s(D)=a+ bD, where a >0, b> 0 are constants.
Then,
Ipx(D)

~1 ds - —1
D) o [e(D)] 5= —[R(D)]

from (31) and (40). Thus,

2 7 -
3D oD
To this point, all results are for the individual consumer. Now, we consider the
equilibrium for a city.

2.4.1.3. Equilibrium: ldentical consumers. First, assume all consumers are identi-
cal in their preferences and income. Then, an equilibrium rent gradient must have
the property that all consumers achieve the same utility level. If not, any
consumer living at D; and enjoying less utility than her counterpart at D, would
attempt to move to D,, creating excess demand at that location. The usual
adjustment processes would lead to an equilibrium in which all consumers achieve
the same utility. An equilibrium rent gradient, R(D), must therefore satisfy:

V[y—s(D), p,, R(D)] = constant, VD. (29)

That is to say, the rent gradient is identical to the bid-rent function of the typical
consumer.

2.4.1.4. Equilibrium: Non-identical consumers. Now, consider a city with k con-
sumers (or k classes of homogeneous consumers) each different from the others.
Given the one-dimensional concept of distance we are using, each consumer i
occupies an interval (D,, D, ). Taking the rent of agricultural land as given, the
boundaries between the zones occupied by different consumers are established
through an adjustment process. In equilibrium, land is allocated everywhere to
the highest bidder. Since the bid-rent function is decreasing in distance, it must be
true that at a boundary D,_ |,

aﬁh,(DiH) < 9i)hi_,,1(Di+1)
oD aD
This implies:

(7) At each boundary between two worker-consumers, the inner consumer has a
higher ratio of marginal commuting costs to land consumed than the outer
consumer, i.e.

dsi(Di+1)/dD > dsi+1(Di+1)/dD
h;k(Di+1) h;“+1(Di+l)

., ieKN{k}. (41)
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This result is often called the “Thunen condition”, since the analogy is obvious
with the condition that determines boundaries between zones of agricultural
production.

Now, is there any way to determine which classes of consumers will occupy
which distance zones? Assume all consumers have identical utility functions and
commuting cost functions, but each of the k classes differs in income. If land is a
normal or superior good, dh*/dy > 0. Combining this with (41), we obtain:

(8) In the case of identical utility functions and commuting cost functions, if land
is a normal or superior good those consumers with higher incomes will live
further from the CBD, i.e. y,<y,.;,i€ K\ {k}.

However, if commuting takes time that could otherwise be used for work or
leisure, this result should be reexamined. If we define L as hours worked and [ as
leisure hours, the consumer’s budget constraint becomes:

wL—p,(D)(D)~p,=(D) ~5(D) =0,

where 24 — L — [~ c¢(D)=0. At the optimal location, the marginal change in
commuting costs with distance (w[dc(D)/d D1+ [ds(D)/dD)) is equal to the
marginal change in land costs (—k[dp,(D)/dD]). The “Thunen conditions”
become:

w de, (D) n dsi(Di+1) w dci+1(Di+1) 4 dsi+l(Di+1)
/ dD dD S i+l dD dD
h¥(D,.v) h¥ (D)

ieK\{k}. (42)

If income is derived from work, y, <y,.; suggests that w, <w, ;. It is quite
possible that, as income rises, the increasing real costs of commuting (out-of-pocket
commuting costs plus the opportunity costs of commuting time) may dominate
the tendency to increase land consumption. A4 priori, the income pattern of
distance-zone occupancy is unclear. Observation suggests that the well-off tend to
congregate in at least two zones: one of large residential estates near the edge of
the city and one of fine townhouses near the CBD. To subsume this observation
under standard residential location theory, however, it is necessary to introduce
housing quality, amenities and (most likely) non-identical preferences. Models
that consider all these influences can be constructed, but it seems essential to
impose some rather arbitrary restrictions on them in order to obtain well-specified
predictions. These restrictions limit the generality of the predictions obtained. On
the other hand, researchers can incorporate a priori information to formulate
well-specified conceptual models for empirical analysis of a wide variety of special
cases (see Section 2.4.5 below).



Ch. 13: Land Resources and Land Markets 597

2.4.2. Amenities and location

The amount of amenities at location D is expressed by the m-dimensional vector
q(D)=1[q,(D),...,q,(D)] Utility can then be defined over the composite good,
land and amenities:

V(D)= U[z(D), h(D),q(D)]. (43)
The indirect utility function is:
V(D)=V{[p,, p4s(D).q(D), y —s(D)]. (44)

Now, we introduce the income compensation function [Hurwicz and Uzawa
(1971)], which represents the least amount of income the individual would require
at location D to achieve the same utility as at location D°:

I(q(D)|q(D°)]
=1[q(D), p,(D),s(D)1g(D°), p, p4(D°), y = s(D°)]
=s(D)+inf{ p,2(D) +p,(D)r(D):U[z(D), h(D),q(D)] = V(D°)},
(45)

where

V(D°) =V |(p,, pa(D°).q(D°), y—s(D°)] = V"

The bid-rent function can be determined by substituting p,(D) for p, (D) in (45)
and setting I(-)=y, for all D:

pu(D)=p,[a(D). y—s(D),V°]. (46)

In a city with identical consumers, p,(D)= R(D), i.e. the individual bid-rent

function coincides with the equilibrium rent gradient. Thus, the consumer’s

budget constraint can be stated: y =p,z(D)+p,(D)h(D)+ s(D). Maximizing

utility (43) subject to this constraint, we obtain the following first-order condition
(among others):

oU/dq; 1 9p,

373: ~ 7, 3g, " i=1,...,s. (47)

This indicates that, for a consumer to be in equilibrium, the marginal value of
each amenity must be equal to the increment to land cost (i.e. the increment in
unit rent multiplied by the area of land demanded).

The expression (3p,/dq,)h(:) can be interpreted as the implicit price of
amenity / [Diamond and Tolley (1982)]. This approach has been utilized to
determine the benefits from land improvement projects and, more often, air
pollution abatement [e.g. Freeman (1979), Polinsky and Shavell (1975,1976),
Polinsky and Rubinfeld (1977)].
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2.4.3. The bid-rent function for producers

Return to Thunen’s problem situation: A featureless plain with a central market
where all trade takes place. In a competitive situation, land will be allocated to
the highest bidding firms. Each firm is assumed to produce a single product z,
sold at the market, using a vector of inputs x purchased at the market and labor
that resides on-site (e.g. on the farm). The product z, is chosen from z. Each
producer seeks to maximize land rents subject to a zero-profit constraint. For-
mally, for each z, in z, maximize rent per acre:

maxp,,
s.t
(a) [p.,—s.,(D)]z;—wL;— ; [ £, =5 (D)] %= 1,20, (48)

(b) z;=f(x,1,L); x,20;h=1. z;=f(x,,1,L)); x,>0.

ji= ji=

If one substitutes the optimal values (L}, x*, and z*) from the solution into
(48a), which must always hold as an equality in equilibrium, and solves for p,,
one obtains:

i’h,(D): [pzi—'sz,-(D)]Zi*_WL*_ Z [pxj——sxj(D)]x;'k > (49)
j=1

and

pu(D) =max[p, (D)..... by (D)]. (49

As long as ds, (D)/dD >0 for all x and ds,(D)/dD>0, we obtain

ap,(DYy/dD <0, i ‘. the bid-rent function is decreasmg with distance. The
emergence of monocultural product zones with sharp boundaries is assured. At
the boundary between (say) crops i and k where D, < D,

49, (D) _ (D)

dbD dp 7

i.e. the bid-rent function for the firm producing the inner crop is steeper than that
for the outer crop. This implies:

ds, (D)) m ds, (D) ds, (D,) m ds, (D))
it % J * LA™ J *
o “ V& Tdap Y dp ¥ +J§1 ap_ x| G0

This means that production processes with higher marginal transportation costs
per land unit are located nearer the market, when marginal transportation costs
include those for products and factors weighted by the optimal values for output
and factor use. Eq. (50) generalizes similar results in Dunn (1957), Alonso (1964),
and Miyao (1981, Theorem 1-1).

For completeness, we note that it is a fairly easy task to show, in the bid-rent
function context as well as with a standard Thunen model, that labor use per unit
of land decreases smoothly with distance from the market.
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Figure 13.6. Rent gradient for a city with several workplaces.

2.4.4. Location theory

Both the Thunen and bid-rent function approaches provide starting points for a
theory of land markets and location.!® However, both approaches (as developed
to this point in this essay) are confined to the simplest of cases: given a single
point of interest (the market or the CBD) where do residents or firms locate? In
this section, we briefly introduce the problems that arise in more complex —and
more realistic ~ cases.

2.4.4.1. Firms and residents. If one assumes in advance the location of (say) a
factory district, a CBD and a separate retail trade center, one can predict the
residential location of various types of workers and the rent for land at various
locations. Assuming identical utility functions of workers and no aesthetic distinc-
tions among residential locations, a pattern such as that shown (Figure 13.6)
would emerge.

10 Major contributions to location theory include Losch (1954), Izard (1956), Beckmann (1968),
Greenhut (1970) and Takayama and Judge (1971).
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2.4.4.2. Aesthetic distinctions, amenities and non-identical utility functions. If we
admit aesthetic distinctions among residential locations, unequally distributed
amenities, and non-identical utility functions, we make considerable progress
toward realism, but at a non-trivial cost.

Realism is introduced by abandoning the “featureless plain” assumption. Cities
are depicted in two dimensions rather than one. However, the distance-zones of
the linear city are not automatically transformed into concentric rings. The
well-to-do no longer congregate in a ring at the edge of the city. Silk stocking
districts emerge (perhaps for mostly historical reasons; consider Philadelphia’s
main line). Expensive houses line aesthetically pleasing sections of ocean-front,
lakefront or riverfront. Some of the well-to-do (weighted toward two-person
households with both members employed) congregate in townhouses and con-
dominiums near the CBD and attendant cultural attractions. Others, including
many with growing families, live in fine houses on large lots in metropolitan-fringe
suburbs with well-reputed school systems. Other socioeconomic classes also
exhibit a greater diversity of residential location than the simple “concentric
rings” models would predict.

In addition to aesthetically pleasing landscape features, neighborhood ameni-
ties include residential density and the age and quality of the housing stock, the
characteristics of one’s neighbors (including racial and ethnic composition, socio-
economic—sociodemographic characteristics, and propensity for crime and
vandalism), and the level of services provided by local government. These
neighborhood characteristics and others have been incorporated into models of
residential choice (Diamond and Tolley).

The cost incurred by introducing these elements of realism is that location
theory then tends to reduce to story-telling [Ward (1972)] and picture-drawing.
The stories and pictures may be (and often are) pleasing and heuristically useful.
However, the theory loses its power to produce general predictions: depending on
the choice of givens and assumptions, almost anything is possible.

2.4.4.3. General equilibrium and endogenous determination of location. At a mini-
mum, it seems, we must confront the location choices of firms and
consumer—workers when both groups compete for sites in the urban area.
However, major problems arise in so doing. Because employment is no longer
restricted to predetermined locations, firm location and residential choice are both
endogenous and interactive. Furthermore, there will be some advantages in
establishing decentralized markets.

The simultaneous and endogenous determination of the existence and location
of these multiple attractions (e.g. CBD, factory district, suburban shopping
center) is a difficult problem. Dixit (1973) endogenously determined the location
of the CBD, for the case of increasing returns. More generally, however, it seems
the existence and location of the CBD, factory district, shopping center, etc. must
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be specified a priori. Then, one can ask the question: Given these things, where is
my optimal location?

Koopmans and Beckmann (1957) published some troublesome results. At-
tempting to determine a rent maximizing location of production plants in a
metropolitan area, they found that the conditions for the existence of an optimum
sustainable by a price system are quite stringent. For example, if interplant
transactions (i.e. intermediate goods) are considered, no sustainable optimum
exists. Many subsequent authors have interpreted these and related findings as
strongly suggesting the impossibility of general models in which all locational
choices are endogenously determined. Game-theoretic formulations [see, for ex-
ample, Found (1971), Harvey (1973), Vickerman (1980), Schweitzer (1983)], which
recognize spatial interdependencies such that agent i’s activities affect j’s bid-rent
function, tend to reinforce this negative conclusion.

An alternative approach involves the use of programming techniques to opti-
mize various aspects of model cities. What is the optimal land rent gradient, the
optimal population density, the optimal number of residents, etc.? Linear pro-
gramming formulations abound'! [Mills (1967), Mills and deFerrante (1971),
Beckmann (1969), Solow and Vickrey (1971)], while others [e.g. Mirrlees (1972),
Dixit (1973), and Riley (1973)] have used social welfare function formulations.
These efforts have established some interesting general results, e.g. Mirrlees’
(1972) finding that maximizing an egalitarian social welfare function may require
that consumers (even if identical in preferences and incomes) living at different
distances from the CBD achieve different levels of utility.

Nevertheless, these approaches are perhaps more useful for resolving specific
empirical issues in urban planning, where the givens of the particular situation
can be expressed as constraints. As such, they are helpful planning tools.
However, their capacity to produce general results is restricted and - since the
results obtained depend on the assumptions and constraints that are specified at
the outset — it sometimes seems these models are themselves a rather sophisticated
form of story-telling.

2.4.5. Framework for empirical analysis

While the search for general conclusions from realistically detailed formulations
of the locational choice model is often frustrating, these models have provided a
useful framework for empirical case studies. Variables of interest have been
identified and fruitful hypotheses about relationships among variables have been
specified.

M Frisch (1931), in a paper that analyzed important aspects of the Ricardian problem, used a
specification that is an obvious and rather advanced precursor to linear programming.
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The variables identified as relevant for explaining land rents comprise a
considerable list. One needs first to consider the various sources of demand for
land: residential, commercial, industrial, agricultural, forestry, minerals extrac-
tion, recreational, and ecosystem support. For those demands that are derived
from the demand for raw materials, relevant variables include: resource quality,
transportation costs, product demands, factor demand and supply relationships,
production technologies, etc. Where the demand for land is derived directly from
demands for services and amenities, relevant variables include distance-related
costs, land quality (on-site, neighborhood and regional amenities, topography,
etc.), factors influencing the supply and demand for complements (e.g. buildings),
and demander characteristics including (but by no means limited to) wage rates
and household composition. Finally, land use and rent will be determined by the
outcome of competition between alternative sources of demand. Each land parcel
will be assigned (in a competitive land market) to the use that generates the
highest rent.

Important hypotheses have been specified for two kinds of relationships: those
between behavior in locational choice and various explanatory variables; and
those between land prices or rents and various characteristics of sites and the
demander population.

Relationships of the first kind have been developed and empirically tested. For
example, Smith (1982) investigated how racial preferences affect metropolitan
housing markets and showed that such preferences may lead to segregated
residential patterns even in the absence of present or past public policies of overt
discrimination. Graves and Regulska (1982) estimated the effects on interregional
migration of variation in amenities (climate, recreational opportunities, etc.) and
sociodemographic variables (race and life-cycle variables). Pollard (1982) ex-
amined how view quality and access to the CBD jointly influence building height
along the Chicago lakefront.

The second kind of relationships have often been established in the hedonic
price analysis framework [Rosen (1974)] opening the door to estimating the
benefits from improvements in on-site, neighborhood and regional amenities.
There have been many hedonic analyses of benefits associated with quality of air
[e.g. Harrison and Rubinfeld (1977)] and water [e.g. Brown and Pollakowski
(1977)]. Vaughan and Huckins (1982) estimate the benefits from controlling urban
expressway noise. Grimes (1982) estimates rent gradients connected with rec-
reational amenities near a large urban center.

2.5. Rents, asset markets and the possibility of capital gains in land

In Section 2.1 we concluded that the capital value of land as a productive asset is
equal to the net present value of the indefinitely long stream of rents it is
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anticipated to generate in the future. Furthermore, this is true at any time. At
some future time 7, the capital value of land is equal to the net present value of
the rents anticipated from then onward. Thus, holding land in anticipation of a
short stream of rents and a capital gain is no more (or no less) rewarding than
holding it in anticipation of an indefinitely long stream of rents.

As eq. (2) indicates, given a set of unchanging expectations about interest rates
and the time-stream of rents, the market price of land, p}, at any future time, ¢, is
predictable at the outset. The standard theory of rent determination has been
reviewed in the intervening parts (Sections 2.2-2.4). That theory is basically
microeconomic and general equilibrium in nature. However, it is widely believed
that land prices are also influenced by events in the macroeconomy, taxation
policy, and the institutions that govern financial markets. Thus, conventional
discussions of land prices [e.g. Scott (1983)] make frequent reference to inflation,
capital gains taxation, leverage, institutional rigidities that influence mortgage
interest rates and the returns available to small savers from investments other
than land. It seems clear that through the 1950s, 1960s and 1970s investments in
land (including but not limited to farmland) outperformed most other broad
categories of investments and much of the above-normal rewards to landowners
came in the form of capital gains [Boyne (1964), Castle and Hoch (1982)]. Often,
a substantial component of the capital gains in land is attributed, in conventional
discussions, to macro and institutional considerations.

It is by no means otiose to ask about the relationship of land prices to macro
and financial-institutional variables. Land is a productive asset, as the relation-
ship of land prices to rents makes clear. It is also a real asset serviceable for
wealth-holding (in this respect, it is like gold). Furthermore, its ready marketabil-
ity makes it a financial asset. Being both a financial and real asset, land is a
preferred form of security for loans and thus land ownership is an effective way of
acquiring indebtedness. Perhaps these aspects of the land asset influence markets
therein.

Our prime purpose in this section is to enquire into the possibility of capital
gains in land. An interesting secondary question is whether the real-asset and
financial-asset attributes of land modify the fundamental conclusions of the
asset-pricing model, which focuses directly on the productive-asset nature of land,
i.e. on the rents that accrue to land in reward for its production of goods and
services.

2.5.1. On the possibility of above-normal returns to land

The total return to the landowner includes a stream of rents and a capital gain,
the latter being the difference between the net sale price of the land and its
purchase price. (Either or both of these components of total return may take
positive, zero or negative values.) As eq. (2) indicates, the present value of land is
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the discounted value of the stream of rents through the time of sale and the net
sale price. Assuming many potential buyers, the market price of land in the initial
period will equilibrate at its present value. This implies that in equilibrium the
market price of land will be established so that it will earn its purchaser a return
equal to the return from the same amount of capital invested at the market rate of
interest. That is, the market price for land will be established so that landowner-
ship yields a normal total return.

This analysis ignores all of the uncertainties that make prediction of future
rents, sale prices and interest rates a difficult task. If it occurs that rents or
interest rates begin, at some time ¢’'>0, to deviate from what was initially
anticipated, the market price at ¢’ will reflect this turn of events. An increase in
rents or a drop in the real rate of interest will cause p, to be higher than it would
otherwise have been. An owner who had purchased at ¢ = 0 would find, beginning
at t’, that she was earning an above-normal return based on her actual purchase
price at = 0. A decrease in rents or a rise in real interest rates would have the
opposite effect.

These kinds of unanticipated events are one-shot changes in the anticipated
stream of rents and in the land price path. A buyer purchasing after such events
are fully anticipated would expect to earn normal returns from that time onward.
All new information would have been reflected in the one-shot asset price
adjustment.

Thus, we conclude that new information emerging during the period of
ownership may permit an owner to enjoy above-normal returns, calculated on the
basis of the initial purchase price. In such cases, the owner may be said to have
enjoyed a windfall gain. If, as we believe, asset markets are rational and efficient
in the sense that current asset prices at any moment fully reflect all available
information, it is not generally possible to plan to enjoy above-normal returns
from land ownership. In other words the generally expected returns at the current
asset price cannot be above normal. One could gamble for above-normal returns,
betting that one’s information is superior to that which the market is reflecting.
But in so doing, one is substituting one’s own expectations for those that motivate
the market.

In summary, changes in the expected total returns from land relative to other
investments will be reflected, nearly instantaneously, in the market price of land.
More optimistic expectations would lead to one-shot capital gains for established
land owners. Following these adjustments, the total returns from land ownership
will again be equilibrated with those from alternative investments.

Capital gains of this type cannot be attributed to trends (e.g. growth in
population and income, or continuing inflation) or existing institutional factors
(e.g. preferential taxation of capital gains, rigidities in financial institutions, or
farm commodity programs). Rather, such capital gains can only arise from
favorable changes in expectations about these things. Unfavorable changes lead-
ing to capital losses are, a priori, equally likely.



Ch. 13: Land Resources and Land Markets 605

2.5.2. On the possibility of anticipated capital gains

Fully anticipated above-normal total returns to asset ownership are impossible,
we have concluded, since they are inconsistent with efficient asset markets.
Unanticipated gains and above-normal returns may, of course, occur. A more
interesting question is whether fully anticipated capital gains can occur, within
the context of normal total returns.

2.5.2.1. Growth in rents. Assume land rents are expected to grow indefinitely at
the rate g, so that p,, = p,.c¥. Then, eq. (1) can be rewritten:

0__ © gt - _p&
P fo e "( phet’) dt o (51)
So long as r > g (and it is difficult to imagine an indefinitely long time sequence
in which r < g), P? is bounded. Note that P will be larger when g is larger.
Again, current asset prices reflect the anticipated growth in rents, eliminating any
general expectation of above-normal returns.
The growth in rents is reflected in the time path of asset prices:

L o 81
Pl= fo e~ "p, e dr = r’%’g - fr"—f; — Plet" (52)
That is, the price of land will continue to grow at the rate g, exactly the same rate
at which rents are growing.

Growth in rents implies positive capital gains (52) but also a higher initial price
(51) that reduces total returns to the normal level. This higher initial price
resulting directly from the growth in rents—and therefore the growth in land
prices —is what Crowley (1974) and Castle and Hoch (1982) have called the
capitalization of capital gains.

Moreover, the greater is g, the larger is P?/p,, (i.e. the ratio of asset price to
rent in the initial period). Given that P,(¢) and p,(¢) grow at the same rate,
higher rates of growth in rents imply that greater proportions of the total return
from land ownership accrue as capital gains rather than current rents. When land
rents are growing land is a “growth stock”. Melichar (1979) suggests some of the
policy implications for agriculture of a farm economy with high land prices, low
rents in the early years and a high proportion of total returns coming in the form
of capital gains or “deferred income”.

2.5.2.2. Changes in land use. Thunen’s location theory and its modern bid-rent
successors predict that any piece of land will be assigned to the use that returns
the greatest rent. For any plot of land there will be several possible uses, each
offering some given rent. Only the highest rent use will be selected and the rents
available from lower-rent uses will have no influence on the amount of rent
received.
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However, imagine that there is some lower-valued land use whose rent is
growing at g’ while the rent from the current higher-valued use is growing at g,
and g’ > g. Thus, it is predictable that, at some time, ¢*, in the future, land use
will change as the faster-growing rent stream intersects the initially higher but
slower growing stream. Perhaps growing recreational demands will eventually
displace forestry, or growing urban demands will displace farming. The interest-
ing question is whether the yet-ineffective but faster-growing demand for land
influences its price well before land use actually changes.

For example, denote the rent stream from agricultural uses as p,(¢) while that
from urban uses is p,,(¢). Assume p,.,>p,,o but p,.(¢) grows at the rate g
while p, (1) grows at g’ > g. The time pattern of rents will be as follows: for
0 <r<t* therentis Ps(2), which grows at g; at ¥, Phirx = Phurss for t > ¢* the
rent is p,,(f) which grows at the faster rate g".

It is clear from the earlier analysis that after ¢* land prices will grow at the
higher rate g’, generating greater real capital gains. What is not immediately
obvious is the behavior of land prices during 0 < ¢ < r*.

The price of the land at =0 is the discounted value of the stream of
agricultural rents for 0 < ¢ < ¢* plus the discounted value of the stream of urban
rents thereafter. Thus,

[ vt g —rix *® —rt g (t*+1)
Ph=f0 (e Phyo t)-l—e A e P huct d¢

* L o —- — o’
=phf0ft e T + e p, e8! f e~ rm8Nqy
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Since p,,€% " = Phue = Pupox = Pasof® s

po—{Laro 1 L 88t (53)
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Examining the behavior of the time derivative of P/ as r goes from 0 to 1*, we
find that the growth rate of P/ is always positive; approaches g as ¢ approaches
zero; and is equal to g’ at ¢*. Thus, the growth rate of P/ increases smoothly
from a rate barely above g when land use conversion is still in the distant future
to the rate of g’ at the conversion date and thereafter. The prospect of future
changes in land use and subsequent increases in rents, even though conversion
may be many years in the future, generates a pattern of increasing real capital
gains, small at first but gathering momentum as the conversion date approaches.

A special case with perhaps more heuristic appeal is that where g =0, i.e. real
rents from farming are not growing. In this case, the real price of land (which
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would be stable if there were no prospects of eventual conversion) will commence
increasing, slowly at first, many years before conversion takes place. The growth
rate of land prices will increase smoothly until it reaches g’ at ¢*, and remain at
g’ thereafter.

2.5.2.3. Changes in the general price level. A major indicator of macroeconomic
performance - and hence an important target variable for macroeconomic
policy —is the general price level. Inflation is defined as an increase in the general
price level, while deflation is a decrease therein.

The possibility of changes in the general level of prices leads to a distinction
between nominal prices (which include the effects of inflation and/or deflation)
and real prices (which are nominal prices corrected for such influences). It is
obvious that changes in the general price level would be likely to influence the
nominal price of land. A more interesting issue is whether changes in the general
price level affect the real price of land.

While inflations and deflations are possible, and periods of both have occurred
in this century,'? the relative prevalence of inflationary periods has lead most
economists to use the term, inflation, when referring to changes in the general
price level. Using this terminology, a deflationary period is one in which the rate
of inflation 1s negative.

If inflation at the rate a > 0 is anticipated, the nominal interest rate will be
r + a. Assuming that land rents are affected by inflation just as is the general price
level,'* nominal land rents will increase at the rate g + a. The nominal price of
land at ¢ =0 (i.e. NP?), under these conditions, is:

NP;?=fooe”[(’+”)—(g+”)]'ph0dt=—ph—0=P,?. (54)
0 r—g

Thus, anticipated inflation has no influence on the real or nominal price of land
atz=0,

However, with the passage of time, NP,(r) and P,(¢) diverge. NP, =
NPJe(8+9) while P} = PJe?’; that is, the real price of land grows at the rate g,
while its nominal price grows at the rate g + a. If nominal land rents inflate at the
same rate as the general price level, land ownership is a perfect hedge against
anticipated inflation."* Land ownership will not, however, outperform other
investments given a set of inflation expectations.

12 The data series on farmland prices generated by Castle and Hock (1982) includes long periods of
inflation, but also the shorter but sharp deflation of the early 1930s.

13 This assumption permits us to abstract from changes in relative prices in order to examine the
influence of changes in the general price level.

4 Harris’ (1979) finding to the contrary depends on his rather eccentric assumption that nominal
land rents remain constant while the general price level inflates.
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2.5.2.4. Inflation, leverage and capital gains taxation. Real estate is a preferred
form of security for loans and, thus, ownership of land and improvements
thereupon serves as a way of acquiring indebtedness. Land-secured indebtedness
is desirable when land prices are expected to grow with time. In such cir-
cumstances, the smaller one’s initial equity the greater the expected return on
one’s investment. This relationship is known as the principle of leverage.

During (fully anticipated) inflationary periods, the nominal price of land grows
at the inflation rate. A debt-free land owner is protected from inflation but does
not profit from it. On the other hand, an indebted land owner profits from
inflation since his equity grows faster than the rate of inflation.

Capital gains are taxed, in many jurisdictions, more leniently than current
income, thus encouraging the pursuit of income in the form of capital gains.

Conventional wisdom suggests that, during the inflationary decade beginning in
the late 1960s, many middle-class Americans were able to acquire unaccustomed
wealth via home or farm ownership, due to the combined effects of inflation,
leverage and capital gains taxation. We now examine the combined effects of
these phenomena on land prices.

Assume fully anticipated inflation at the rate a > 0, a flat income tax at the rate
0(0 < 8 <1), a flat capital gains tax at the rate ¢(0 < ¢ < 1), nominal land prices
grow at the rate B, and the landowner’s initial equity is (1 —k)NP? where
k(0 < k < 1) is the proportion of the purchase price borrowed. Introducing these
considerations,'®> we obtain:

NPP=Y {fT[(l - 0)(p,,oe(g“)"r)e(g*”)’e*"’]dt
i=0\"0

- fT[(l —8)(NPJFT )k (r+ a)(l - th)e"”]dt
0
+(1— ) (NPT — NP,?eB"T)e*PT}e-P“T), (55)
where p = (1 —~ 8)(r + a) is the after-tax nominal discount rate, and (1 — 8)(r +

a)pt=1.
After some manipulations, this reduces to:

(1 —0)ph0(p—g—a)_l

1 +{Q———0)p(—’tﬂk[(pT)‘l(e-pT— 1) +1] |

NP = (56)
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15 Lee and Rask (1976) consider many of these variables in their model to predict individual bids
for farmland, given exogenously determined land prices and growth rates thereof and data on the
individual’s economic and financial circumstances. Our model is designed to determine endogenously
the market equilibrium price of land and its growth rate, in the case of identical farmers.
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Table 13.2
Example
no. p B T k ¢ (1 —¢)B(kA)™?
1 0.05 004 30 07 0.2 1.23
2 0.05 004 25 07 02 1.31
3 0.06 004 30 07 0.2 0.82

Note that the numerator of (56) is analogous to (54). Thus, the denominator of
(56) is of interest. First, (56) is bounded, so long as 8 < p and g+ a <p, as they
must be in the long run. Second, examination of (56) indicates that when ¢ < 8
(i.e. when capital gains are taxed at favorable rates), NP is larger.

Now, rewrite (56) as follows:

NP,?= (1‘9)17;,0(9_8‘“)_1 '
(1+k[4]-(1-¢)B)(1—eF-PT)™

(567)

Then, kA is always positive when k > 0 and increases when & is large, implying
that the need to pay interest drives down the bid-price for land. B is always
positive when B> 0, implying that nominal capital gains increase the nominal
bid-price for land. The net effect of these influences on NP? is unclear, without
recourse to empirical assumptions.

We examine the size of (1 —¢)B(kA) L. If it exceeds 1 (i.e. the capital gains
effect exceeds the debt service effect), the net effect of both is to increase NP,?, the
initial nominal price of land. In Table 13.2 we consider some numerical examples.

Observe, first, that when B is almost as large as p (i.e. the growth in nominal
land prices is almost as great as the nominal after-tax discount rate), the capital
gains effect dominates and NP? increases. Comparing examples 1 and 2, we see
that a shorter loan term further increases NP?. Second, comparing examples 1
and 3, we see that when p substantially exceeds f, the debt service effect
dominates and NP2 is reduced.

Assuming competitive equilibrium conditions in asset markets, we readily
deduce that 8 = g+ a, that is, the growth rate of nominal land prices is equal to
the growth rate of nominal rents, as before. Leverage, capital gains taxation and
anticipated inflation do not provide an explanation of unusually high continuing
capital gains or continuing above-normal returns to landowners. They do, how-
ever, influence the initial price of land.

2.5.3. Unanticipated capital gains (again)

Equation (56) provides us the opportunity to consider the effect on NP; of a
sudden change in expectations about the general price level or taxation rates.
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Considering tax rates, if ¢ fell relative to ¢ (i.e. a change in tax rates favored
capital gains relative to current income) land prices would rise, so long as
B=g+a>0.

If inflation expectations racheted upwards from a to a’ > a, while fixed-inter-
est-rate loans permitted an indebted landowner to continue paying nominal
interest of r + a, (56”) would read

, 1-6 '—g—a’)!
NP = (1-8)puolp’ —g—a’) L s6m)

1 +{(i:—0—z)(,—’—fi)k[/1] —(1- qb)B}(l —~ e<ﬁ*P’>T)“1

where p’ = (1 — 6)(r +a’)and (1 — 8)(r + a)p’” ' < 1. By inspection, NP > NP?.
Under these conditions unanticipated increases in inflation —or unanticipated
institutional changes favorable to land prices — would further increase the nominal
price of land, benefiting established landowners.

The above-normal returns to land ownership during the 1950s, 1960s, and
1970s [Boyne (1964), Castle and Hoch (1982)] are inconsistent with explanations
based on economic trends anticipated well in advance. They are not, however,
inconsistent with explanations that include a series of increases in inflation
expectations.

The fairly sharp drop in midwestern farmland prices in the five years following
1978 [Scott (1983)] is not inconsistent with explanations that include reductions in
expected grain prices and inflation rates. Additional explanation for the post-1978
drop in nominal land prices is provided by the increase in the real component of
interest rates during that period. Comparison of examples 1 and 3 in Table 13.2
shows the strong land-price-depressing influence of an increase in p relative to .
This effect can be attributed to a relative increase in the r component of p
compared to the g component of § (i.e. to the relative increase in real interest
rates compared to the growth in rents).

As this analysis again demonstrates, it is essential in explaining land price
movements to be aware of the distinction between predictable capital gains (and
losses) and those that are windfalls resulting from changed expectations after
initial purchase.

3. Extensions and implications

The theory of land rents and land prices that we have outlined treats land prices
as the capitalized value of rents, and shows how rents are generated from the use
of land in production and consumption. In so doing it offers explanations of land
use, investment in improvements to land, the location of economic activity, and
the behavior of markets in land assets. Land market theory has direct links with



Ch. 13: Land Resources and Land Markets 611

public finance, regional economics and applied welfare economics, to name just a
few related subdisciplines.

Just as land markets are well integrated into the production and consumption
sectors and the financial and asset markets, land market theory is well integrated
into the modern economic theory of production, consumption, capital and
finance. Land market theory exhibits many of the characteristics of modern
mainstream economic theory. It derives much of its power from the consistent
and tenacious application of a few strong behavioral and structural premises.
Maximizing individual behavior, exclusive and rival goods and amenities, and
well-functioning, rapidly-adjusting markets with many participants account for
the precise predictions that emerge from land market theory and the optimality of
the predicted outcomes. A theory with such a simple yet robust structure seems to
invite an ever-expanding array of applications.

The simplicity of this theory (a source of robustness) leads to some incon-
sistencies with the observed reality of some important situations. This, of course,
invites analyses that drop overly restrictive premises — for example, the assump-
tion that all inputs, goods, services and amenities are strictly exclusive and
rival —and examine the consequences.

In this concluding section, we briefly introduce some of the extensions and
implications of land market theory. Our coverage is incomplete and merely
suggestive, but hints at the richness and diversity of the possibilities that exist. We
consider some fairly direct extensions of standard land market theory, some cases
where its results must be tempered with an understanding that the situational
realities sometimes diverge from the simple premises of the standard theory, and
some linkages between land markets and the macroeconomy. Finally, we specu-
late about the importance of land and related concepts to the future development
of economic theory.

3.1. Land use

As we have shown, land market theory uses a rather restrictive set of assumptions
to predict land use and land prices and to demonstrate the optimality (or, more
accurately, efficiency) of the predicted outcomes.

Nevertheless, a considerable array of allocative concerns about land use find
public expression. Governments are petitioned to act upon, and on occasion
respond favorably to, concerns about: incompatible land uses; the perceived need
to provide for a continued stream of amenities (ranging from greenbelts and
farmscapes to pristine wilderness) at public expense or through police power
coercion of landowners; premature conversion of land to urban uses; and the
preservation of the long-term productive potential of farm and forest land.
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Allocative theorists may choose to reject these various claims of public concern
as manifestations of self-interested rent-seeking behavior. Alternatively, it may be
argued that non-exclusiveness and non-rivalry are endemic to land use issues and,
accordingly, claims of the social of efficiency of land markets are without support.
The relevance is obvious of non-exclusiveness and non-rivalry to the problems of
incompatible land uses and failure of markets to provide the efficient level of
collective amenities. Intertemporal market failure is a more difficult argument to
make, but many authors have claimed that private and social discount rates
diverge with the social rate being the lower, while Ferejohn and Page (1978) make
a more fundamental attack on the ethics of discounting per se. These market
failure arguments have been used in support of a wide range of public initiatives
in land use planning and zoning, subdivision regulation, building codes, farmland
preservation and soil conservation.

Economists have addressed the issues that arise when government attempts to
ameliorate perceived inefficiencies in land markets using, for example, zoning
regulations. The economics of the transition of land from rural to urban use has
been examined with theoretical models [Arnott and Lewis (1979)] and economet-
ric analyses of land sales'® [Chicoine (1981)]. Zoning institutions have attracted
the direct attention of economists. Some have attempted to identify optimal
zoning policies [Helpman and Pines (1977) and Grieson and White (1981))].
Others have developed conceptual arguments and assembled empirical evidence
to the effect that zoning institutions really make little difference to outcomes in
the land market [Siegan (1970) and Maser, Riker and Rosett (1977)].

The “zoning makes no difference” argument is based on theories of endogenous
government, and in its simplest form claims that the very same social and
economic influences that shape land markets will be brought to bear on zoning
institutions. Thus, it is claimed, zoning not so much directs the land markets as
follows it.

Some land market theorists have challenged the need for the involvement of
national government in securing amenity levels, with the following subtle argu-
ment originally attributable to Tiebout (1956). They claim that more market
opportunities exist than are immediately apparent for individuals to effectively
express their demands for amenities. In particular, individuals selecting a resi-
dential location exercise a considerable degree of choice about amenity levels.
Within a city, neighborhoods vary in air and water quality levels, residential
density and access to parks and open space, exposure to crime and vandalism,
and the sociodemographic characteristics of the residents. Within metropolitan
areas, there may be several local jurisdictions offering different mixes and levels of

16 See Pope et al. (1979) for an evaluation of various specifications for econometric analysis of land
prices.
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local public services and different tax rates. Residential choice is not confined to a
single metropolitan area: by choosing from among the alternatives offered by the
whole country, one may choose levels of all the above-mentioned amenities,
usually from a broader range than a single metropolitan area allows. In addition,
one may choose climate, topography and vegetation characteristics, and condi-
tions in the labor market.

These choices come at some cost, since mobility is expensive, and it is likely
that the opportunity set is more limited than it would be if direct attacks on the
nonexclusiveness and nonrivalry problems were successfully executed. Neverthe-
less, location and land market theory offers useful insights into the linkage
between land markets and amenity levels and the opportunities that land markets
provide for worker-consumers indirectly to make choices that cannot be made
directly.

3.2. Public lands and wilderness areas

The land use theories of Ricardo and Thunen have in common the treatment of
land as a factor of production, the assumption that only marketable products
matter, and the conclusion that land beyond the fringe (i.e. too infertile in
Ricardian and too distant in Thunen theories) will be abandoned to the wilder-
ness. Wilderness land is currently worthless, in these theories, but serves as a
reserve of land that may be pressed into service in the event of rising demand for
its marketable products.

It is often argued [e.g. Libecap (1981), Baden and Stroup (1982)] that the
federal government acquired vast areas of land in the western states during the
late nineteenth century under precisely these conditions: it was unwanted and
worthless land that would best be placed in the protective custody of government
until it was needed for some productive use. This same argument suggest that
now —when demands for rangeland, timber, minerals and private-sector rec-
reational developments are impinging on large sections of the public lands — only
a stubborn and self-perpetuating bureaucracy prevents the efficient market alloc-
ation of these lands to productive uses. The efficiency conclusions of standard
land market theory would seem to imply that land publicly withheld from the
market is unlikely to be allocated efficiently [Anas (1984)].

While it is reasonable to call for reappraisal of public land policy, Ricardian
and Thunen models do not provide an adequate basis for the normative conclu-
sion that land which attracts commercial demands should ipso facio be reassigned
to the private sector. These models pay no attention to the (often non-exclusive
and non-rival) services that such lands can provide when protected from commer-
cial uses that would drastically alter their character. Modern land market theory,
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as we have seen, recognizes consumer demands for land amenities. Nevertheless,
these theories suggest analyses that more readily record the demand for, say,
recreational condominiums than for hiking trails or the ecosystem services of
wetlands.

Where the services generated by wildlands are predominantly non-exclusive
and non-rival, and poorly adapted for value-revelation in land markets, there is
good reason to be suspicious of normative uses of land market theory in support
of privatization proposals.

3.3. The new communication technologies and choice of residential location

Casual observation has long suggested that the need of most workers to commute
to employment centers (the CBD, the factory district, or the transportation hub)
limits the choice of residential location. Bid-rent theory focuses on commuting
costs and their influence on city form: its compactness or otherwise, and the
development of residential zones based on income differences. Changes in trans-
portation technology and pricing policy have clearly influenced city form. It is a
commonplace that the increasing availability of automobiles, and the long-stand-
ing policy of government at all levels to provide and subsidize super highways, are
major causes of the rapid encroachment of suburban and exurban residential
developments during the last three decades.

Increasing incomes and relatively lower transportation costs have expanded
second-home and vacation-home ownership, with obvious implications for con-
gestion and other pressures on attractive but fragile environments. Some for-
tunate professionals whose clientele is national — writers and consultants, for
example - have long been able to choose where they live so long as telephone
service is good and there is a well-served airport within a reasonably short drive.
Many of these have chosen year-round homes in the kinds of places where others
maintain second or vacation homes.

The new and rapidly developing information technologies seem likely to permit
new and substantial categories of workers to complete many of their tasks at
home or at small offices far removed from corporate headquarters. Daily commut-
ing will be essential for fewer workers and, for the others, the substantial time and
money costs of commuting will be replaced by much lower costs of information
transfer. The relative costs of distance from the CBD will be reduced, allowing
workers to consume more land and wildlands amenities.

If this scenario comes to pass, as seems likely, markets in land will be less
sensitive to distance and more sensitive to amenities, including rural and wild-
lands amenities. Residential demands will place increasing pressures on farmland
and aesthetically attractive coastal, mountain and wildlands areas.
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3.4. Land prices, value capture and the benefits of public programs

The amenity levels associated with particular parcels of land are reflected in their
relative prices. This fact opens the door for hedonic price analyses to estimate the
benefits of various environmental improvements and publicly provided services
[Strotz (1968), Rosen (1974), and Freeman (1979)]. It also has implications for
public finance and equity, briefly considered immediately below.

Suppose that government provides some service that is valued highly by
residents and /or businesses near the locational point of provisions but less valued
by those more distant. For example, a new subway may be highly valued by
residents and businesses within easy walking distance of its stations.

Land market theory predicts that, when a new subway is provided in a
previously unserved area, the net gains to nearby residents and businesses will be
reflected in increased rents and higher market prices for locationally favored land.
If the subway is subsidized by the central government, the number of users
enjoying net gains is increased while perhaps a much larger population that
enjoys little or no gain is taxed to provide the subway. These circumstances lead
many to question the efficiency and equity of providing subsidized, location-
specific services financed from general revenues. A commonly proposed solution
is to fund such services entirely from user charges.

An alternative, which has the additional advantage that some or all of the
public capital outlays are recovered immediately, is presented by land market
theory. If locationally-favored land owners experience windfall capital gains as a
result of a public project, equity would be enhanced and efficiency in no way
impeded by taxing some or all of those capital gains to finance the project.
Furthermore, this policy, known as value capture, may provide an alternative
method of financing essential infrastructure improvements at a time of strong
public resistance to general tax increases. The theory of value capture has been
developed by Pines and Weiss (1976,1982), Wheaton (1977) and Starrett (1981).
Anas (1982) discusses value capture procedures and estimates their potential
contribution to financing rapid transport systems for Chicago.

3.5. Macroeconomic policy in a society of real estate owners

One of the bases of American society has been relatively large participation in
real estate ownership, from the yeoman farmers of the eighteenth century,
through the homesteaders of the 19th century, and the FHA- and VA-financed
suburban homeowners of the 20th century. Real estate ownership has long been
considered a key to social stability. In the inflationary 1970s, however, real estate
ownership, especially if accompanied by indebtedness, permitted many ordinary
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citizens (workers and farmers) to acquire unaccustomed wealth. As the analyses
of Section 2.5 demonstrate, shocks to macroeconomic policy, as well as to
financial and taxation institutions, are quickly translated into windfall gains or
losses for those who already own land and real estate.

Ordinary citizens have traditionally been affected by macroeconomic policy via
its impacts on employment, wage rates and consumer prices. The emergence of a
broad class of citizens with considerable wealth in the form of real estate assets
has increased and modified the exposure of citizens to macroeconomic policy.
Interest rates are now of concern to many; and the personal impacts of inflation
are more ambiguous than ever, due to the relationships between inflation and the
asset value of land and real property. Increases (decreases) in expected inflation
after purchase are immediately reflected in the increased (decreased) value of the
property owner’s equity. Macroeconomic policy-makers now have a broader
range of concerns when evaluating the effect of policy on the ordinary citizens.

If one takes the endogenous government perspective, one would expect citizens
to attempt to influence the conduct of macroeconomic policy in directions that
benefit themselves. The emergence of ordinary citizens as holders of significant
wealth in real property would, viewed from this perspective, lead one to predict
some changes in the macroeconomic policies preferred and promoted by the
general public.

3.6. Land and the development of economics

In the introductory section, we noted the acute attention paid to land by the
classical economists and the centrality of land in the development of such durable
concepts as the distinction between fixed and variable inputs, diminishing produc-
tivity of variable factors, and economic rent accruing to the fixed factor. In
Thunen’s studies of land, largely independent of the classical mainstream of his
time, the foundations of marginal analysis and general equilibrium systems are
clearly evident.

Considering contemporary mainstream economics, it seems that the Thunen
perspective of land may have demonstrated greater staying power than the
Ricardian perspective. Modern mainstream economics tends to deny the Ricardian
vision of land: the unique fixed resource that is the ultimate and unyielding
source of scarcity. Thunen’s concepts of location and the cost of distance have
proven more durable, although they may be somewhat vulnerable to future
cost-reducing technological innovations in transportation and communications.
The costs of distance, nevertheless, will remain an organizing principle for
economic activity, despite decreasing levels of distance-related costs, so long as
important components of cost continue to increase with distance.
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While Thunen’s concept of land appears more durable than Ricardo’s, one
must observe that Ricardo’s concept once played a more prominent and central
role in economics per se than Thunen’s ever did. Ricardo’s concept seemed, at
one time, to be crucial to the concept of scarcity and the gloomy predictions of
that time about prospects for its alleviation. Thunen’s concept was always
addressed to a specific question within economics: the location of economic
activity.

Both concepts —land as natural resources, and as distance — continue to be the
focus of an expanding array of specialized theoretical and empirical endeavors
among economists. Advances achieved in the course of this work are quickly
integrated into the core analytical technology of the economics discipline. It is in
this way that we expect future studies of land economics to make their contribu-
tion to the mother discipline.
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1. Introduction

Fishery resources, unlike minerals and fossil fuels, are renewable in the sense that
they are capable of growth. As a consequence, one has the opportunity to harvest
such resources indefinitely on a sustainable yield basis and one has further the
opportunity to invest (within limits) in the resources simply by harvesting at less
than the sustainable yields. As such, fishery resources are similar to forestry
resources. Indeed, many parallels can be drawn between fishery and forestry
economics (see also Chapters 2 and 12 of this Handbook).

Unlike forests and most other renewable resources, however, fishery resources
are difficult to manage effectively because they are, with few exceptions, common
property. Most fish, particularly finfish, are very mobile and are, moreover, not
readily observable except upon capture. Consequently, it becomes very difficult,
or, more to the point, very costly to assign rights of exclusive use to individuals or
small groups [Christy (1982)].

The chief economic consequences of the common property nature of the
resource are as follows.

(1) If a fishery resource is commercially valuable and is open to unrestricted
exploitation, the resource will certainly be subject to excessive depletion from
society’s point of view. Since the resource is open to all and owned by none, no
fishermen will have an incentive to conserve the resource. A fisherman who
refrains from harvesting the resource is likely to find, not that he has helped
conserve the resource, but rather that he has simply enhanced the harvest
opportunities of his competitors.
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to the Institute of International Relations’ research project on *“Canada and International Trade” at
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Handbook of Natural Resource and Energy Economics, vol. I1, edited by A.V. Kneese and J.L. Sweeney
© Elsevier Science Publishers B.V., 1985
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(2) If the authorities, i.e. the government, should intervene in the fishery to
conserve the resource by imposing seasonal or yearly limits on the total harvest,
but do nothing to restrict the number of fishermen and vessels competing for the
limited harvests, then excess capacity is almost certain to emerge in the fishery.

The problems created by the common property nature of the fishery resources
will prove to be central to much of the discussion to follow on the economics of
fishery management. We might note in passing that the common property aspects
of fisheries create a link between fishery economics and economics of the
environment.!

2. The role of biological models of the fishery

Every economic model of the fishery, capable of enhancing our understanding of
the problems of fisheries management, has as its foundation a biological model of
the fishery. One can hardly talk sensibly about growth, sustainable yield, resource
investment /depletion without specifying the underlying biological dynamics of
the fishery resource in question.

Consider now a fishery involving the exploitation of a single species that does
not interact significantly with other species. We refer to the resource in terms of
the biomass, the amount of fish expressed in terms of weight. More specifically we
focus on the fishable biomass, that part of the biomass which can be exploited,
given current technology.

A fishable biomass will be capable of growth as a consequence of:

(a) Recruitment—entry of new fish to the biomass. Fish reproduce. Some
fraction of the progeny survive to the fishable age and and thus “recruit” to the
fishery.

{(b) Growth of individual fish. Individual fish in the biomass experience an
increase in body weight as they mature.

The growth of the biomass will be kept in check by mortality:

(a) natural mortality ~ fish die as a consequence of age, environmental factors
and natural predators; and

(b) fishing mortality, i.e. harvesting,.

If fishing mortality is absent, the biomass will approach a natural equilibrium
at which growth is just offset by the effects of natural mortality.

Denote the biomass (fishable) by x. The percentage rate of growth of the
biomass can then be expressed as follows [see Schaefer and Beverton (1963)]:

X
% = 2(x) +5(x) ~ M(x) ~ f(E) +n, ~ (1)
where z, g, M, and f, denote the rates of recruitment, growth of fish within the

! The environment in its capacity as a waste disposal mechanism is subject to over use because it is
common property.
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biomass, natural mortality and fishing mortality, respectively. The last term on
the right-hand side, 7, is a random variable with mean zero. Fishing mortality is a
function of “fishing effort”, E, where fishing effort is taken to refer to the
combined flow of labor and capital services devoted to harvesting. An implicit
assumption in much of the discussion to follow is that factor proportions are
fixed.

The biomass will tend toward equilibrium when (recalling that n has mean
Z€10):

f(E)=z(x)+g(x)—M(x), (22)

F(E)x=[z(x) +g(x) - M(x)]x, (2.22)
i.e. when the rate of fishing mortality is equal to the net natural rate of growth of
the biomass, or when the harvest, f(E)x is equal to the net natural growth of the
biomass in absolute terms.

Ideally, biologists would like to measure all of the rates of growth and mortality
entering into eq. (2.1). This has proven to be extremely difficult. Consequently,
biologists have found it necessary to introduce various simplifications. This, in
turn, has led them to use two broad general approaches, which are commonly
referred to as the Beverton—Holt approach - after R.J.M. Beverton and Sidney
Holt - and the “general production™ or Schaefer approach — after M.B. Schaefer
[Schaefer and Beverton (1963)].

In the Beverton-Holt approach, attempts are made to estimate the individual
parameters in the context of a discrete time model. The simplifying assumption is
usually made, however, that period by period recruitment to the fishery is
constant. The behavior of each set of recruits—a cohort or year class —is then
examined.

The success of economists in using the Beverton—-Holt model as a foundation
for economic models has been very limited. If cohorts could be harvested on an
individual basis, the economics of harvesting would be straightforward. One
would determine the optimal time to harvest the cohort, subject to constraints on
fishing effort, in much the same way one would determine when to harvest a
forest of uniform age trees.>

Harvesting cohorts on an individual basis calls for fishing gear with what the
biologists call knife-edge selectivity. Such knife-edge selectivity is the exception,
rather than the rule. Almost invariably fishing will occur on a multi-cohort basis.
The economics of multi-cohort fishing becomes very complicated indeed. It has,
as yet, not really been possible to produce satisfactory analytic solutions, even
with the aid of powerful mathematical tools [Clark (1976)].

For this reason fisheries economists have tended to rely heavily upon “general
production” or Schaefer type biological models. A Schaefer type model is a
“lumped parameter” model in that no attempt is made to distinguish among the

2 See Clark (1976, ch. 8).
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factors determining net biological growth. Consequently, net growth of the
biomass can be described by the following very simple differential equation:

%= F(x) - (1), (2.3)

where F(x) is the net natural rate of growth and 2(7) is the harvest rate.

The net natural growth of the biomass is thus simply a function of the biomass
itself. Properly speaking, net natural growth is a function both of the biomass and
of the aquatic environment. The latter is, however, normally assumed to be
constant.

The Schaefer model proper is described by the following two equations:

X
] 4
F(x)=rx [ 7 (2.4)
where K, a constant, is the natural equilibrium biomass and where 7, a constant,
is in the “intrinsic” percentage growth rate,® and

h(t) = gE*x", (2.5)

where ¢, a constant, is the catchability coefficient and where a and f are
constants, a =g =1.

Equation (2.5) is the harvest production function, a rather special form of the
Cobb-Douglas production function. We comment on this further at a later point.

Return to eq. (2.3). Suppose that x = x' and that 4(¢)= F(x"). Obviously the
biomass will remain at x', i.e. x=0. We would then talk about harvesting
occurring at x" on a sustained or sustainable yield basis. Thus for any biomass
level, x, F(x) can be seen to represent the sustainable yield associated with x.

Since A(t) is a function of E, as well as x, one can express sustainable yield as
a function of E. From the Schaefer model, egs. (2.4) and (2.5), one can derive the
following equation for sustainable yield:

Y =uE — vE?, (2.6)
where Y denotes sustainable yield and where « = gK and v = ¢g%K/r.*

3Le. lim, _ o F(x)/x=r.
“ In harvesting on a sustainable yield basis we have:

gEx=rx{1 - x/K),

from which we can derive an expression for x:
x= K(l -4 E)
r
Now substitute for x in eq. (2.5). We then have:

qZ
Y=qKE—TKE2.
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Figure 14.1. Sustainable yield and biomass: from the Schaefer model.

If we graph eqs. (2.4) and (2.6) we get Figures 14.1 and 14.2. The biomass level
and effort level associated with the maximum sustainable yield (MSY) we denote
by xysy and Eqy, respectively. It can be easily shown that in the Schaefer
model xyqy = K/2.

The management of fishery resources has traditionally been dominated by
marine biologists. From about the end of the Second World War the biologists
maintained that the appropriate management criterion was that of attempting to
achieve MSY or as it was also expressed, “full utilization” of the resource.” In
terms of the Schaefer model, this would imply permitting the fishery to expand to
E\ssy, and stabilizing the biomass at x,qy. If the resource were reduced below
Xmsy» then overfishing (what we shall henceforth call biological overfishing) was
deemed to have occurred.

Sustainable
Yield

-

E Fishing Effort

Figure 14.2. Sustainable yield and fishing effort: from the Schaefer model.

5 Larkin (1977).
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As we shall see at a later point, economists objected to the MSY criterion
because it ignored the costs of harvesting and the true nature of the benefits to be
derived from fishing. Partly as a consequence of the campaign waged by
economists, fishery resource managers have begun to view the MSY criterion with
increasingly less favor.

The Schaefer model has been used extensively by fisheries economists because
of its simplicity. Let it be stressed, however, that one can easily employ other
general production models. One can, for example, relax without difficulty the
restrictive assumption that [see eq. (2.5)] a« = 8 =1. One can also, on an ad hoc
basis, introduce some of the elements of Beverton—Holt type models.

The Schaefer model, as we have presented it, is in continuous time. In much of
the discussion to follow we shall make use of continuous time models for ease of
exposition. There is no difficulty, however, underlying the use of discrete time,
lumped parameter, biological models. Indeed we shall upon occasion turn to
discrete time models. Whether one uses continuous time or discrete time models is
a matter of taste and convenience {see Clark (1976)].

3. Static approaches to fisheries economics

The origins of modern fisheries economics can be traced back to the seminal
mid-1950s article of H. Scott Gordon (1954), “The Economic Theory of a
Common Property Resource: The Fishery”, which developed an economic model
of the fishery using orthodox, static microeconomic analysis. The model was to
dominate the theoretical literature for fifteen years and continues to exert an
influence on policy-makers up to the present day.

Although not stated explicitly in the article, it is clear that the underlying
biological model is a Schaefer type model. Indeed, Schaefer himself provided a
firm biological foundation for Gordon’s economic model a few years later
[Schaefer (1957)]. So close is the link, that the model of the fishery is often
referred to as the Gordon-Schaefer model.

The model is one of a single species fishery in which the demand for fish and
the supply of fishing effort are both assumed to be perfectly elastic. It is assumed
implicitly that the price of landed fish accurately represents the marginal social
benefit of harvested fish and that the unit cost of fishing effort is a true measure of
the marginal social cost of such effort. There are no troubling second-best
conditions to concern us.

With the price of landed fish assumed to be constant, the sustainable yield
curves of Figures 14.1 and 14.2 can be transformed into sustainable revenue
curves simply by multiplying sustainable yield by the price of fish. Consider
Figure 14.3, based upon Figure 14.2. The curve C(E) represents total cost of
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Figure 14.3. Sustainable resource rent maximization and dissipation.

fishing effort where C(E)=aF, and where a denotes the unit cost of fishing
effort. The difference between sustainable revenue and total cost of effort is
defined as sustainable resource rent.

Gordon develops two arguments:

(1) the optimal size fishery is that which maximizes sustainable resource rent,
i.e. the fishery should be stabilized at E = E,, and

(2) if the fishery is competitive and is subject to no controls, the fishery will
expand to the point that resource rent is completely dissipated at £ = E_

The argument that the optimal size of the fishery is at that point where
sustainable rent is maximized rests upon elementary welfare economics. At E,,
the marginal cost of effort, MCy, is equal to the value of the marginal product of
effort, VMP;. By contrast, at E=E_, the MC,= VAP, (i.e. the value of the
average product of effort), or so the argument goes. From this it follows that
economic overfishing can be deemed to have occurred if E expands beyond E,,.

The second argument that the fishery will expand to E_, which Gordon
referred to as ““bionomic equilibrium”, arises from the common property nature
of the resource. Suppose that, momentarily, the fishery was at its optimum size,
E = E,. Since there is no resource owner (sea lord), the resource rent will accrue
to the fishermen and vessel owners, who thus will be earning returns well in excess
of their opportunity costs. Given that the fishery is competitive, additional
fishermen and vessels will enter the fishery and continue to do so as long as super
normal returns are being earned in the fishery. Hence equilibrium will be achieved
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Figure 14.4. Sustainable resource rent maximization and dissipation: a different view.

only at E= E_. Consequently, if a common property fishery is subject to no
controls, the fishery must invariably expand beyond the socially optimal level.®

The case against the policy of using the MSY criterion is also clear. Unless
a =0, it will always be true that E, < Eygy. Indeed, if effort costs were high
enough (or the price of fish low enough) we could have E_ < Eyqy.

Figure 14.3 is found throughout the literature on the economics of fisheries in
which the static analysis is employed. We accompany Figure 14.3 with another
figure (Figure 14.4) which is far less common, but which is very useful nonethe-
less. It is based upon Figure 14.1, with sustainable yield transformed into
sustainable revenue. The curve, C(F(x), x) represents the total cost of harvesting
the sustainable yield.”

The biomass levels x, and x_ are those associated with sustainable rent
maximization and bionomic equilibrium, respectively.

The resource consequences of non-regulation of the fishery are now clear. The
resource will be reduced below the optimal level. Indeed, we can now define
economic overexploitation of the resource as exploitation which reduces the
biomass level below x,.

6 Except in the trivial case in which the fishery has no commercial potential. Where the fishery does
have commercial potential, then the Gordon-Schaefer model predicts, as the reader can verify, that
E, =2E,.

w7 Given that C(E)=aE and h=gEx, total harvesting costs are given by C(4, x)=ah/qx. If
harvesting is taking place on a sustained yield basis, we have:

C(F(x),x)r—‘a—%(f—)=%(l-%).
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It will also be true that x,> x,4gy, that the MSY criterion will lead to
economic overexploitation of the resource. This is consonant with our discussion
of Figure 14.3, in which we stated that the MSY policy would lead to an
overexpansion of the fishery.

In the Schaefer model bionomic equilibrium is achieved because harvesting
costs are sensitive to the size of the biomass. The catch per unit of effort (CPUE),
i.e. h/E=gx, obviously varies directly with the size of the biomass in the
Schaefer model. If the resource is depleted, CPUE will fall which implies that unit
harvesting costs will rise.® Eventually a point is reached that further depletion of
the resource would result in negative returns to the fisherman.

There are, however, some fisheries in which the Schaefer model! is not applica-
ble and in which CPUE, and hence unit harvesting costs, remain stable as the
resource is depleted. This is particularly true of fisheries in which the relevant
species has a strong schooling tendency, e.g. herring and anchovies. In such
fisheries, complete non-regulation leads, not to bionomic equilibrium, but to
extinction of the resource.

The common property problem that we have described, in which complete
non-regulation of the fishery results in the dissipation of resource rent, and (from
society’s point of view) an excessive depletion of the resource, we shall refer to as
the Class I common property problem. There are several examples of fishery
resource off the Atlantic coast of the United States and Canada that were, it is
alleged, subject to an excessive depletion while they held the status of interna-
tional common property. The depletion of these resources was a major factor in
causing both countries to establish unilaterally 200-mile Exclusive Economic
Zones.’

In the introduction, we referred to a second type of common property problem
that arises when the authorities attempt to prevent undue exploitation of the
resource by limiting seasonal harvests,'® but make no attempt to limit the
number of fishermen competing for the restricted harvests. The second type of
common property problem we hereafter designate as the Class II common
property problem.

The Class II common property problem results in dissipation of rent because
there will be an excessive number of vessels and fishermen competing for the
limited harvests. Fleet redundancy can lead to rent dissipation through “crowd-
ing”. Vessels may impede one another’s movements or disrupt one another’s gear,

8 See footnote 7.

° At the time of writing, the American zone is referred to as a Fishery Conservation Zone. The FCZ
will in time be turned into an EEZ.

19 The authorities may establish a so-called total allowable catch (TAC) for each such fishery or set
“escapement targets”, i.e. targets with respect to the number of fish allowed to escape the fishermen
and go on to spawn.
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thereby leading to economic waste. It is not, however, necessary for crowding
externalities to arise for redundancy to lead to rent dissipation.!?

Too gain further insight into the consequences of fleet redundancy, we turn to a
simple, but powerful, model of Clark (1976, 1982) of a seasonal fishery.'? In the
Clark model the following assumptions are introduced:

(1) The authorities impose a seasonal global harvest quota, H. The biomass is
stabilized.

(2) The net natural growth of the resource during the fishing season is zero.
Harvesting thus reduces the biomass. Growth of the biomass offseason restores
the biomass to its original level.

(3) The fishing season has a maximum length, T, , . The actual length will
depend upon the amount of time required by the fleet to take the allowed harvest
(TAC) H.

(4) The fleet, B, consists of uniform vessels carrying uniform gear.

(5) Regardless of the size of B, no “crowding” externalities arise.

Denote the biomass at time ¢ during the season as x(¢), 0<r<T. Let
x(0)= X. The harvest production function is of the usual form: h(¢)= gEx.
During the fishing season, the fleet is in full use. Hence we can replace £ with B.
Since the net natural growth within season is zero, h(¢)= —dx/d¢. Thus we
have:

dx/dt= —gBx, 0<:t<T. (3.1)

If the allowed harvest, H, is taken over the season, as it certainly will be if the
harvest quota has any significance, then

H=X(1-e"75T), (3.2)
Given B, we shall have
T=N/B, (3.3)

where N = (1 /¢)logl X /(X — H)).

It is obvious that the actual season length, 7, will vary inversely with the size of
the fleet B. Conversely, since the season length has a maximum length, we can
express the minimum fleet size, B required to take the TAC, H, over the
season as:

min’

N
min Tmax N

"'We should note in passing that this aspect of the common property problem is quite different
from that experienced in the Class I case. In Figure 14.4, the cost curve represents the minimum cost
of harvesting the sustainable yield. At x_, in Figure 14.4 the number of vessels and fishermen engaged
in harvesting the sustainable yield will be the minimum required. There is no fleet redundancy.

2 The Class II problem should be analyzed on a season-by-season basis, i.e. discrete time models
are called for. Continuous time models are quite inadequate for this purpose.
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We can now answer the obvious question, namely: What difference does it
make whether B is or is not greater than B, ,? We can answer this question by
considering the seasonal cost functions of the individual vessel and of the fleet:

c(T)=cy+ /T, (3.5)
e(T)B=cyB+c,TB, (3.6)

where ¢, denotes seasonal non-salvageable vessels costs and where ¢, denotes
salvageable costs on a per period of time basis.

The concepts of product specific, or non-malleable, capital, and non-salvage-
able as opposed to salvageable costs, have gained wide currency in the last few
years in the field of industrial organization.* Product specific capital implies
capital that can be used only in one or a limited number of activities. If these
activities cease, the fixed costs associated with the capital cannot be salvaged by
shifting to other activities.

In the area of fisheries we can think of fishery specific capital (including human
capital). The corresponding seasonal non-salvageable costs, ¢,, are to be interpre-
ted as follows. Once a vessel is committed to a fishery at the beginning of the
season, ¢, represents those annual costs that the vessel owner cannot “salvage”,
were the fishery to be suddenly closed, either by ceasing operations or by turning
to an alternative activity.

Now return to eq. (3.6) and recall from (3.3) that we have T'= N /B. Thus, (3.6)
may be written as:

C(T)B=c,B+c,N. (3.6a)

If all costs were salvageable, then whether the actual fleet, B, did or did not
exceed B, would be a matter of indifference given the absence of crowding
externalities. Fleet redundancy would be meaningless and there would be no
Class II problem. Thus it is when non-salvageable fleet costs exist, as they almost
invariably do, that fleet redundancy takes on meaning.

Let it now be supposed that the authorities have stabilized the resource at a
level such that, if harvest costs were minimized, maximum sustainable resource
rent would be enjoyed. Let it further be supposed that ¢, > 0, but that, momen-
tarily at least, B= B, and hence T=T,,,. Let it also be supposed, however,
that the authorities place no limits on the size of B.

With B =B rent is being generated in the fishery. Since there are no limits
on enfry, additional vessels and fishermen are attracted into the fishery. Conse-
quently, the authorities, in attempting to prevent the seasonal harvest from
exceeding H, steadily shorten the season over time. Vessels lie idle or under-
utilized during the increasingly long offseason. The fleet will continue to expand,

13 See, for example, Eaton and Lipsey (1981), Klein and Leffler (1981) and Williamson (1983).
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however, until

pH—c(T)B=0, (3.7)
which can be re-expressed as:

pH —[¢;N + coBpin + co(B — By )] =0. (3.7a)

The expression c¢y(B — B,;,,) we shall refer to as the seasonal redundancy
deadweight loss in the fishery.

Part of the rent, we should note in passing, may in fact be dissipated through
the processing sector, as the problem of non-salvageable costs arises there as well.
As the season is reduced in length, the total number of plants required to process
the catch will increase. Steady reduction in the season length will mean that plant
capital will lie idle or underutilized for increasingly long periods of time.

There are many examples of the Class II common property problem. One such
example is provided by the Pacific halibut fishery shared by the United States and
Canada. During the first two decades of this century, the resource was subject to
increasing and uncontrolled exploitation. The fishery was thus experiencing the
Class I common property problem.

Alarmed by the heavy depletion of the resource, American and Canadian
authorities joined together in the 1920s to establish what was to become the
International Pacific Halibut Commission (IPHC). The IPHC was given a mandate
to rebuild and maintain the resource. The IPHC did as it was instructed and by
the 1950s appeared to have achieved substantial success [Crutchfield and Zellner
(1962)).

The IPHC was given no mandate, however, to control the fleet size. The
consequence was that, as the resource was restored, as the effects of the Depres-
sion and the Second World War receded, and as resource rent prospects im-
proved, the fleet size grew. The season length decreased pari passu.

The halibut fishery being large geographically was divided into areas with
harvest quotas being established for each area. In two of the more important
areas, Areas 2 and 3, the season lengths declined from 206 days and 268 days
respectively in 1933 to 32 and 66 days by 1950. This occurred even though H in
the two areas had increased substantially as a consequence of the restoration of
the resource [Crutchfield (1982, pp. 38-39)].14

The experience of the IPHC raises one other aspect of the Class II problem.
Transforming a Class I common property problem into a Class II problem may
make society worse off over time. With the Class II, as opposed to Class I,
problem there will be management costs that could well be extensive. Once these

14 A full analysis of the economic consequences of the reduced season length is to be found in
Crutchfield (1956).
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costs are taken into account it may well be the case that when the fleet is at its
equilibrium size resource rent will prove to be distinctly negative.®

In our discussion of the Class I and Class II common property problems we
have suggested that, if either of these problems is allowed to go on unchecked, the
inevitable consequence will be that the net economic benefits from the fishery will
be fully and completely dissipated and indeed could become negative. This rather
depressing conclusion is in fact a product of the linearity of the models used so
far and requires some qualification.

If we introduce non-linearities into the models, say by relaxing the assumption
that the demand for harvested fish is perfectly elastic or by relaxing the assump-
tion that the supplies of labor and capital are perfectly elastic, then inadequate
management will not necessarily result in the complete dissipation of net eco-
nomic benefits from the fishery. Thus, for example, if the demand for harvested
fish is not perfectly elastic, then one can hope that benefits in the form of
consumer surplus will be great enough to more than offset management costs
[Copes (1972)].

The economist’s static model of the fishery has had a decided impact upon
North American policy-makers. The impact has come in two stages. In the first
stage, fisheries managers, in Canada at least, were prepared to acknowledge the
existence of the Class II problem. This led to what one could term a modified
MSY policy in which it was thought appropriate to accompany the MSY policy
with measures to restrict the fleet size. The first major experiment with limitation
on entry to the fishery was in the British Columbia salmon fishery where the Class
IT common property problem was both stark and obvious [Munro (1982a)].

In the second stage fisheries managers began to abandon the MSY criterion
and to replace it with the rather vague concept of Optimum Sustainable Yield
(OSY).!® While vague, the OSY rule did at least allow for economic considera-
tions.

15 If an unchecked Class I common property problem would lead to extinction of the resource, then
a case can be made for conserving the resource even if a Class II problem emerges. Before leaving the
Class II problem, we should make two comments. The first is that occasionally the problem arises
naturally. There are some species the future populations of which are unaffected by current harvesting,
Prawns, which normally live for a very short period and which reproduce prolifically, are apparently
such a species [Clark and Kirkwood (1979)]. There is no such thing as excessive depletion of the stock
so that the Class I problem does not arise. Moreover, there is an upper limit to the seasonal harvest
imposed by nature. Lack of government regulation in the fisheries based on such species leads to the
redundancy problem.

The second comment is that with fishery specific capital, it is certainly possible that in a completely
uncontrolled fishery (Class I problem) the fishery may “overshoot the mark™ in the sense that the
resource is driven below x,. The fleet will continue to operate so long as operating costs are being
covered. Obviously this cannot go on forever. The fishery will eventually move to x_,. Thus with
fishery specific capital x,, can be seen as the long run equilibrium in a completely unregulated fishery
[McKelvey, (1983)].

16 See, for example, Canada, Department of the Environment, Fisheries and Marine Service (1976):
U.S. Fisheries Conservation and Management Act of 1976.
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In Canada the application of OSY to that country’s large Atlantic fishery
resources has clearly resulted in the object of resource management changing
from the stabilization of the resources at the MSY levels to levels somewhat
greater [Munro (1982a)].

Thus, the static model has achieved some measure of recognition among policy
makers. Ironically, as the economist’s static model of the fishery was finding
increasing favor among policy-makers, it was coming to be viewed with increas-
ingly less favor by the economists themselves.

The reason for the skepticism over the static model’s adequacy can be seen by
returning to Figures 14.3 and 14.4. In Figure 14.3 it appears that going from
bionomic equilibrium to maximum sustainable resource rent is simply a matter of
reducing E from E_ to E,, while gnarding against the redundancy problem. As
Figure 14.4 makes clear, however, that is simply not the case. The resource itself
must be rebuilt. Indeed in terms of the underlying model a reduction in E will
initially bring about a proportional reduction in the harvest. Achieving future
benefits requires that current sacrifices be incurred.

Seen in this fashion, it is obvious that moving from x_ to x, involves a
program of resource investment. It seems equally obvious that the appropriate
analysis is capital-theoretic or dynamic as opposed to static. For this reason
economists have turned increasingly to dynamic analysis in studying fisheries
management problems. In so doing, one might add, they have adopted a mode of
analysis that has been used in virtually all other aspects of natural resource
economics.

4. Capital theory and the economics of fisheries management

Capital-theoretic analysis came to be apphed extensively in fisheries economics by
the early 1970s. It must not be thought, however, that economists were unaware
of the value of capital theory in fisheries economics before that time. On the
contrary, an awareness of the value of capital theory goes back to the beginning
of modern fisheries economics. Scott Gordon, whose article provided the founda-
tion of the static analysis of the fishery, gave in 1956 as clear and as forceful a
statement on the need for a dynamic approach to fisheries economics as one is
likely to find anywhere in the literature.

The conservation problem is essentially one which requires a dynamic formula-
tion... The economic justification of conservation is the same as that of any
capital investment — by postponing utilization we hope to increase the quantity
available for use at a future date. In the fishing industry we may allow our fish
to grow and to reproduce so that the stock at a future date will be greater than
it would be if we attempted to catch as much as possible at the present time. ..
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In theoretical terms this means that the optimum degree of exploitation of a
fishery must be defined as a time function of some sort. That is to say, it is
necessary to arrive at an optimum which is a catch per unit of time, and one
must reach this objective through consideration of the interaction between the
rate of catch, the dynamics of fish populations, and the economic time-prefer-
ence schedule of the community or the interest rate on invested capital. This is
a very complicated problem and I suspect that we will have to look to the
mathematical economists for assistance in clarifying it.!”

A.D. Scott published an article one year after Gordon’s 1954 article that repre-
sents a pioneering attempt to re-cast the Gordon model in a dynamic framework
[Scott (1955)].

The reason that static analysis continued to be used can be found in the
Gordon quote. He comments on the difficulty of producing a workable dynamic
fisheries model. The task was formidable at the time because existing mathemati-
cal tools were inadequate. Attempts were made to construct such models using
standard calculus of variations [e.g. Crutchfield and Zellner (1962)]. The resulting
models were very complex and difficult to apply. Hence economists tended to
retreat to the simpler static models. They may have had misgivings about the
static models, but at least they produced results that were comprehensible and
thus useful for policy purposes.

The major breakthrough occurred with the development of optimal control
theory which can be viewed essentially as an improvement upon and an extension
of the standard calculus of variations. Optimal control theory was rapidly applied
to modern capital theory (i.e. growth theory) and it was only a matter of time
before it came to be applied to fisheries economics as well.

The first serious attempts to apply optimal control theory to fisheries economics
appeared in the early 1970s. Pioneering work was done by Plourde (1970, 1971),
Quirk and Smith (1970) and others. An extensive and thorough treatment of the
subject appeared in 1976 when Colin Clark, an applied mathematician who has
developed an extensive interest in economics and biology, published the book:
Mathematical Bioeconomics: The Optimal Management of Renewable Resources.

While some of the earlier attempts to apply optimal control theory to fisheries
economics were daunting in their complexity, the fundamental aspects of dynamic
fisheries economics are now sufficiently clear that they are accessible to senior
undergraduates [Munro (1981)]. We illustrate with a particularly simple continu-
ous time, deterministic model in which we incorporate all of the assumptions
employed in our development of the basic Gordon—Schaefer model.'® We assume

Y7 Gordon (1956).

'8 That is to say, we assume that a Schaefer like or “general production” model is the relevant
underlying biological model, we assume that both the demand for fish and the supply are fishing effort
are perfectly elastic and we abstract from all second-best considerations.



638 G.R. Munro and A.D. Scort

as well that the price of landed fish, the unit cost of effort and the social rate of
discount are all independent of time.!®

The nature of the optimal control problem can be stated as follows. The
biomass, x(¢), constitutes the state variable, or variable to be controlled. One can
control x(¢) over time by varying the harvest rate A(z). If the harvest rate is set
below the sustainable yield, the biomass will grow, dx/d¢ > 0; if the harvest rate
is set above sustainable yield, the biomass will decline, dx/d¢ < 0. Thus, the
harvest rate can be viewed as the control variable.?® The problem is to control
x(t) over time via the harvest rate in such a manner as to maximize the present
value of the stream of net economic benefits or returns from the fishery. This will
be seen to involve both determining the extent to which society should invest (or
disinvest) in the resource and determining the appropriate rate of investment
(disinvestment) in the resource over time.

Let us express the flow of net economic benefits, or resource rent, from the
fishery at given point in time, 7, as

I(x,h)=[p—c(x)]h, (4.1)

where p and h are as before the price of landed fish and the harvest rate and
where c(x) is the unit harvest cost.?! The objective functional is then:

PV = [TeTI(x(1), h(1)) dr (4.2)

where & is the social rate of discount.

The optimal control problem can now be stated formally as that of determining
the optimal control A (¢) = h*(¢), ¢ > 0, subject to eq. (2.3),”? which we now refer
to as the state equation, and to the constraints

x(1)>0; 0<h(t)<h,,, (4.3)

1° The discussion to follow draws heavily upon Clark and Munro (1975). There are, of course, many
alternative treatments of the capital-theoretic approach to fisheries economics. See, for example,
Brown (1974), Dasgupta (1982), Dasgupta and Heal (1979), Levhari, Michiner and Mirman (1981),
Long (1977), Neher (1974), Peterson and Fisher (1977), and Smith (1977).

20 Alternatively, one can use fishing effort, E(t), as the control variable. Either is perfectly
acceptable. Indeed, at a later point in the chapter fishing effort will be used as the control variable.
Generally speaking, the advantage of using the harvest rate as the control variable is that it makes the
underlying economics particularly transparent.

21 As before, we assume that C(E)=aE, where a is the unit cost of effort and that the harvest
production function is given by & = gEx. Thus:

C(x,h)=% and o(x)= 7.

2Ye x=F(x)—h(1).
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where & ,,, is an arbitrary upper bound [see Clark and Munro (1975)]. Since the
objective functional is linear in the control variable, the optimal control problem
is itself linear.

We next set up the Hamiltonian of the problem:

H=e"(p—c(x))h(r) +A()(F(x) - h(1)), (4.4)
where A(7) is the adjoint or costate variable. The Hamiltonian reflects the benefits
from the fishery through current harvests and through benefits to come through
investment in the resource. One may interpret the adjoint variable, A(r), as the
shadow price of the resource discounted back to the present.

In solving the optimal control problem, one must satisfy the Maximum
Principle. One requirement is that

dA/dt= —9dH/3x, (4.5)
which can be re-expressed as
X et () (1) ~ A (1) F (). (4.52)

A second requirement is that the Hamiltonian be maximized with respect to the
control variable, A(¢), at each point in time. Clearly, we shall have

dH/3h=0
only if

e [ p—c(x)] =A(2). (4.6)
Eq. (4.6) is to be interpreted as meaning that we are at a point where the marginal
benefit from harvesting is equal to the marginal benefit from investing in the
resource. We are then said to be on the so called “singular path”.

If (4.6) does not hold, the optimal policy is simply to drive the state variable,
x(t), to the singular path at all possible speed. We comment further when we
come to discuss optimal approach paths. Prior to investigating optimal approach
paths, however, we first investigate the “singular solution” which arises when (4.6)
does hold. In so doing we shall determine the optimal level of x and shall derive
an investment rule that will prove to be analogous to the Golden Rule of Capital
Accumulation familiar from elementary capital theory.

From (4.6) we can say that along the singular path

AMi)=e*[p—c(x)]
and that

%= —8e %[ p—c(x)].

Hence along the singular path (4.5a) can be written as
=8e ¥[p—c(x)]==e[p—c(x)] F'(x)+e % (x)h(1). (4.7)
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Eq. (4.7) yields the following equation for the singular solution, x*(¢):
N F(x®)

Fr(x* 4.8
(-0 (43)
or, more simply:
all/ox*
Fi(x*)+ S =$. {4.8a)
all/adh h=F(x%)

Egs. (4.8) and (4.8a) do not involve time explicitly, hence the solution, x*, is a
steady state one,?* and

h*(t) = F(x*) (4.9)

Equation (4.8), or alternatively (4.8a), is a modified Golden Rule equation and
as such provides a rule for determining the extent to which society should invest
(or disinvest) in the resource. Note that (4.8) can be re-expressed as

d{(p - c(x*))F(x*)}/dx* _
p—c(x*)

The left-hand side of (4.10) is simply marginal sustainable resource rent resulting
from an incremental investment in the resource divided by the cost of the
investment, the foregone rent from current harvesting. Thus, the left-hand side of
(4.10) is to be interpreted as the yield on the marginal resource investment or the
“own rate of interest” of the resource. Thus, (4.10) states that society should
invest in the resource up to the point that the own rate of interest of the resource
is equal to the social rate of discount.

Equations (4.8) and (4.8a) reveal that the own rate of interest of the resource is
divided into two components. These are the instantaneous marginal product of
the resource, F’(x*), and what can be termed the “marginal stock effect”. The
marginal stock effect (311/dx*)/(3dI1/dh) in (4.8a) is a measure of the impact of
stock density upon marginal sustainable resource rent. In our model, an increase
in the size of the biomass results in a reduction in harvesting costs:

C(x,h)<0.

S. (4.10)

If the marginal stock effect were negligible—which is the case in some
fisheries — then (4.8) and (4.8a) would reduce to

F(x*)=8. (4.11)

23 Is the singular solution, x*, unique? If the underlying biological model is in fact zhe Schaefer
model and if our other assumptions hold, then x* is unique. Otherwise, there is no assurance that x*
is unique. See Clark and Munro (1975).

24 See footnote 21.
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The similarity of (4.11) to modified Golden Rule equations encountered in
elementary capital theory is transparently cbvious.?

We next consider the question of the optimal approach path to x*, given that
x(0) # x*. This really is the question of how rapidly society should invest /disin-
vest in the resource as it moves toward the target of x*.

Return to eq. (4.6). If the equation does not hold, the appropriate policy is to
set h=01if dH/0h<0ortoset h=h_, if dH/dh> 0. The optimal approach
path is the so called “bang-bang” approach path.

The implication of the optimal approach path is that, if one is at level of x
below x*, investment in the resource should occur at the maximum rate. Con-
versely, if one is at a level of x above x*, disinvestment should occur at a
maximum rate. The rational for such an investment policy is that there are no
penalties for rapid resource investment (disinvestment).

The absence of penalties for rapid investment arises from the underlying
assumptions of the model, both explicit and implicit. The relevant explicit
assumptions are the linearity assumptions, in particular, the assumptions that p
and a are independent of the harvest rate and the fishing effort rate, respectively.
Secondly, there is an important, but implicit, assumption that all of the capital
used in exploiting the resource is perfectly malleable. That is to say, none of the
capital is fishery specific and hence all costs can be treated as “salvageable”.

The assumptions which give rise to the “bang-bang” approach path being
optimal are unquestionably restrictive. Clearly we should be prepared to relax
them. We shall in fact do just that in the next section.

We are now in a position to make some comparisons between the static and
dynamic models. It will be recalled that the static analysis indicated that an
optimal fisheries management policy would be one which resulted in maximum
sustainable rent, implying that the optimal biomass level would be one at which

d{[p— ()] F(x)}/dx} =0,

It is obvious from (4.10), however, that such a policy would be optimal, x* = x,,
if and only if 8 = 0. If § > 0, which is highly likely, it would simply not be worth
society’s while to invest in the resource to the extent that resource rent was
maximized.?®

2> What we have termed the marginal stock effect is in fact to be found in standard capital theory
where it goes under the name of the “wealth effect”. See Kurz (1968). The investment rule we have
described arises out of a continuous time model. Clark has shown that there exists a close
discrete-time analogue to eq. (4.8) [Clark (1976, ch. 7)].

2% What about the seemingly plausible rule encountered in the static analysis that one should equate
the marginal cost of effort with the value of the marginal product of effort? If one looks more closely
at the static model it can be seen that the rule really should be postulated as: marginal cost of effort
equal to the value of the marginal sustainable product of effort. It is not at all ocbvious why optimality
implies this equality. Indeed, it does not, unless & = 0.
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If it is possible, indeed likely, that x* will be less than x,, then what assurance
is there that the optimal biomass level will always exceed that associated with
MSY, x,gy? In the context of our deterministic model, the answer is none at all.
It is quite possible that an MSY policy will prove to be optimal, i.e. x* = x gy It
is equally possible that x* < xy. Biological overfishing could be optimal from
an economic point of view. Clark (1981) has, for example, argued that, in the case
of Antarctic whale populations, social discount rates as low as 1 percent could
lead to an x* < x gy Outcome.

We should now consider the other extreme, bionomic equilibrium, i.e. p=
¢(x,,). If one returns to eq. (4.10) yet again and multiplies through by [p ~
¢(x*)]/8, it can be seen that bionomic equilibrium would be optimal, x* = x_, if
and only if & = co.

In any event, since it is virtually inconceivable that the social rate of discount
will equal infinity, the dynamic model supports the prediction of the static model
that the Class I common property problem will lead to an undue depletion of the
resource from society’s point of view. We would qualify this support only to the
extent of saying that the static model tends to overstate the depletion engendered
by an uncontrolled Class I common property problem.?’

What about the dynamic model’s predictions with respect to the Class 11
common property problem? We postpone discussion of this question until we
come to relax the assumptions of perfect malleability of capital.

Dynamic models unquestionably allow one to talk more sensibly about optimal
biomass targets. This does not, however, constitute the chief contribution of
dynamic analysis to the problems of fisheries management. Rather the chief
contribution lies in the fact that the dynamic analysis compels us to recognize the
importance of the adjustment phase in fisheries management. As we noted earlier,
achieving x* may require a lengthy and difficult period of adjustment. With the
aid of dynamic models the problems associated with the adjustment phase can be
analyzed. Static models are, by definition, of no value in studying such problems.

5. Extensions to the basic model

In this section we consider some of the many extensions that have been made to
the basic dynamic model. We commence with relatively simple extensions. The
model discussed in the previous section was particularly straightforward because
it was both linear and autonomous, autonomous in the sense that the parameters
were deemed to be independent of time. The first extensions to be considered then
involve the relaxation of the restrictive assumptions of linearity and autonomy.
We then turn to more complex extensions in which we allow for multiple use of a

Tle x* < x,.
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fishery, for multispecies and finally allow for the existence of non-malleable
capital in the fishery.

We commence by relaxing the linearity assumption and shall do so by retaining
all of our previous assumptions, except one. It shall now be supposed that the
unit cost of effort is aE so that C(E)=aE? with the consequence that the
control model will be non-linear in the control variable A(¢). The modified
Golden Rule equation will now be:

C.(x* h)

Fm) = e e

=5 (5.1)

h=F(x*)

While eq. (5.1) looks almost indistinguishable from our earlier equilibrium
equations, the introduction of non-linearities does have definite consequences.
First the optimal approach path is no longer the most rapid. There are now
penalties associated with rapid investment or disinvestment. If, for example,
x(0) > x*, then a policy of rapid disinvestment would result in very high harvest-
ing costs. Consequently, the approach path will be asymptotic. The appropriate
decision rule to apply along the approach path is given by

Cx* h I
) ¥

Fi(x*)—
(x*) p—Ci(x*, k) ¥l=rF

=3, (5.2)

where ¥(¢)= e %A(¢), which one can interpret as the “current” shadow price of
the resources.® At x = x*, ¥ = 0 and eq. (5.2) reduces to (5.1).

The second consequence of non-linearity is that there is no assurance whatsoever
that there will exist an unique optimal biomass level. This fact can be seen most
easily if it is assumed that C (x*, #) =0, i.e. harvesting costs are independent of
the stock level. Eq. (5.1) then reduces to:

[P‘Cl(h)] (F,(X*)_8)|h=F(x)=0’ (5.3)

and the possibility of multiple equilibria is made transparent.

Next let us restore the linearity assumption, but relax the assumption of
autonomy. Let it now be supposed that prices and costs fluctuate through time.
We now denote price by p(t) and unit harvesting costs by ¢(7)c(x), where
¢(t)= 0 is a variable coefficient that allows us to account for shifts in the cost
function over time. The equilibrium equation now becomes

9T1/dx* . OII%/dh it

’ £ =
F/(x*)+ ot ah * i) ah e 8. (5.4)

8 In this instance it is more cumbersome to express the adjoint variable in the form A(r).



644 G.R. Munro and A.D. Scott

In determining the yield on the incremental investment in the resource, one has
now to take into account the anticipated immediate change in the marginal return
from current harvesting. If the price of landed fish were expected to increase
and /or the unit cost of harvesting were expected to fall in the immediate future,
this would give one a further incentive to invest now in the resource.

The important thing to note is that the new investment or decision rule is
“myopic”. That is to say, the decision rule is dependent only upon changes in
dII/dh in the immediate future. It is not necessary to know the full time path of
dI1/3h. The reason is that investments (disinvestments) made in the resource
today are reversible in the future.?

The models that we have considered to this point are those of single species
fisheries exploited by one group of fishermen. In the real world we find that in
some fisheries different groups of rival fishermen are attempting to exploit the
resource. Furthermore, it is often found that there are important links between or
among species either because fishermen are harvesting several species simulta-
neously or because there is biological interaction among species. Attempts have
been made to extend the dynamic model to deal with both sets of issues.

As an example of the rival exploiters problem, we consider the case of a fishery
that is being exploited both by commercial fishermen and by sports fishermen.
This is a common occurrence, particularly in the United States. The
Washington /Oregon salmon fishery and the California abalone fishery are cases
in point.

The difficulty confronting the fishery manager is that there are two distinct sets
of net economic benefits being enjoyed from the fishery. The social manager must
simultaneously determine the optimal level of investment in the resource in light
of these two sets of net benefits and determine how any given level of harvest
should be allocated between the rival groups. For assistance in analyzing this
problem we turn to a model developed by Bishop and Samples (1980). The
authors have both a linear and non-linear version of their model. The non-linear
proves to be particularly useful. Hence, it is upon this version that we shall focus.

It is supposed in the Bishop and Samples model that the net economic benefits
enjoyed by society through commercial exploitation of the fishery and those
enjoyed through recreational exploitation of the fishery can, in some meaningful
sense, be compared —no mean feat in practice. Let 4(¢) denote the harvest rate of
the commercial exploiters and g(¢) the harvest rate of recreational exploiters.
There are now two control variables, i.e. A(¢) and g(7).

The social net benefits enjoyed through an incremental commercial and rec-
reational harvest are denoted by M(x, k) and R(x, &), respectively. It is assumed

2 Omne can, however, run into so-called blocked intervals created by discrete changes in prices or
costs that result in the constraints upon the control variable becoming binding. See Clark and Munro
(1975).
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that:
IM(x, h) IM(x,h)
x 0 on =0
M> 0, M<Q' (5_5)
ax ag
Total net benefits are simply
N = ["M(x,u)du (5.6)
0
and
R=["R(x,v)dv, (5.7)
0

where u and v in this instance serve as dummy variables of integration.
The objective functional is

PV = [Te [N+ R]d1, (5.8)
0

while the Hamiltonian for the control problem is
H=e¢ ¥[M+R]+A(¢)(F(x)—h—g). (5.9)

The Maximum Principle requires that the Hamiltonian be maximized at each
point in time with respect to each control variable, #(¢) and g(z). Thus, we have:

O M(x, )=\ (1) =0,

%Ig{=R(x,g)—7\(t)=0, (5.10)
and thus

M(x,h)=R(x,g). (5.11)

Eq. (5.11) gives a very simple rule for allocating any given harvest between the
two groups or sectors. The allocation should be such that the marginal social net
benefit to be derived from sports caught fish should be equal to that to be derived
from commercially caught fish. The resource investment rule is given by

M /dx* + aR /dx* |
Nt/ 9h l

F'(x*)+ hrgmFixny =0 (5.12)

aM/3h=03R/3g

The impact of each sector in the determination of x* is through the marginal
stock effect. If the marginal stock effect is negligible, then sectoral considerations
will have no influence upon x*. The sectoral problem will be solely one of harvest
sharing.
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Finally, let it be noted in passing that, since the model is non-linear, the
optimal approach path to x* will be asymptotic.

The rival exploiters problem proved to be relatively straightforward. The same
is not however true of the multispecies problem. Such a problem may arise, as we
have suggested, due to the fact that the relevant fleet is multi-purpose in that the
vessels shift among fisheries during the year and/or harvest several different
species at the same time, or because the species themselves interact.

It is the biological interaction among species that is the source of greatest
difficulty.’® There are innumerable and complex ways in which such interactions
may occur. A particular species may compete with another species for food, e.g.
sardines vs. anchovies, the species may predate upon another species and in turn
may serve as prey for yet another species. Thus, for example, in the Northwest
Atlantic capelin serve as prey for cod, but the cod in turn serve as prey for seals.
To add to the complexity it is believed that capelin feed on cod eggs [May,
Beddington, Clark, Holt and Laws (1979)]. Modelling these interactions in the
real world proves to be a daunting undertaking. Indeed, more often than not, the
undertaking proves to be impossible.

We shall nonetheless attempt to illustrate some of the economic issues involved
by considering an admittedly over-simplified predator-prey model developed by
Clark (1976, ch. 9). In the model, it is supposed that both predators and prey are
commercially valuable, While the two species interact with one another, it is
assumed that they are independent of all other species. It is assumed as well that
the species are exploited independently, i.e. there are no by-catch problems.

Denote the biomass of the prey species by x and the biomass of the predator
species by y. It is assumed that the fisheries can be modelled as follows: *!

F(x,y)=rx{1 —7)2—] —axy,

G(x,y)=sy[1 —%]Jrﬁxy, (5.13)
where r, s, K, L, a« and # are constants;
x=F(x,y)-h(1),

y=G{x,y) (1), (5.14)

where A,(¢) and h,(¢) are the rates of harvest of the prey species and predator
species respectively.

30 problems created by multi-purpose vessels and by-catches are difficult, but appear to be
somewhat more tractable. See Huppert (1979).
31 The model is based upon Gause’s (1935) model of interspecies competition.
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We next assume, for the sake of simplicity, that the demand functions for the
two classes of fish are independent and perfectly elastic and that the unit costs of
harvesting the prey species are a decreasing function of the size of the biomass,
but are independent of the harvest rate. What holds true for units costs of
harvesting the prey species, holds true as well for the unit costs of harvesting the
predator species. The joint rent function can thus be expressed as:

(1) = [ py = cs(x)] 1y () + [ py = 2 (1)) 1, (1), (5.15)

where the subscripts 1 and 2 denote the x and y fisheries, respectively. The
objective functional is simply:

PV = [Te (1) dr. (5.16)
0

It will come as no surprise to learn that there are two joint equilibrium
equations [Clark (1976, 318)].3 They are:

(6I1,/9h,)G, + 911,/ dx
Fx+ hy=F(x,y) =8’
oIl /dh, hom Gl )
(aHJ/ahl)Fy-l- dIl,/dy
G, + PR b= Fex.yy = O (5.17)
hy=G(x,y)

When considering single species fisheries, one can think of the social manager
as managing a resource “asset”. In the case of a multispecies fisheries, one might
think of the social manager as managing a resource asset portfolio. In our
example, optimal portfolio allocation requires [from (5.17)] that the marginal
yields on the resource investments or own rates of interest of x and y be equal,
optimal “investment” in the two resource assets combined requires that the
aforementioned marginal yields be equal to the social rate of discount.

The two resource assets are, by definition, interdependent, hence each own rate
of interest has an interactive component, [(dH;/dh,)G 1/(dIl;/dh,) and
[(dII;/dhy)F,}/(311,/3h,), respectively. The expression (3II;/3h,)G, can be
interpreted as a measure of the impact of an incremental change in level of x
upon the rent flows from the y fishery. The expression (dI1;/dh,)F, is open to a
similar interpretation. Since x is the prey species and y the predator, G > 0. An
increase in the prey population will serve to enhance the predator population.
Similarly, we have F, <0.

To illustrate the significance of the interactive terms, let it be supposed that the
prey species were relatively low valued, and that the predator species were

32 There are also constraints x = 0; y > 0 which could become binding. If either did so, the analysis
would become significantly more difficult. It will be assumed, therefore, that neither constraint
becomes binding.
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relatively high valued. Antarctic krill and baleen whales provide an example [May
et al. (1979)]. The manager would then be given a powerful incentive to “invest”
heavily in the prey resource. Let x, denote the prey biomass level that would
maximize sustainable resource rent if the prey were harvested in isolation, i.e.
without reference to the impact of x upon y. When the species interaction is
taken into account, it might well prove to be the case that the optimal level of x
exceeds x,.

Conversely, if the predator species were relatively low valued and the prey
relatively high valued, e.g. dogfish and Pacific coast salmon, then there would be a
strong disincentive to invest in the predator resource. It is quite possible, as Clark
points out, that bionomic equilibrium in the predator species fishery would
constitute underexploitation of the resource. This can be seen if we rewrite the
second of the two equilibrium equations as:

1| 9l oIl all, all,

6[( ahz)Gy*(ahl)Fy+ 3y ]_8h2' (5.18)
The left-hand side of (5.18) can be interpreted as the marginal “user cost” of the
resource. That is to say, it is the present value of the stream of resource rents that
would be lost by an incremental reduction in the biomass through current
harvesting.

Let y_ denote bionomic equilibrium in the predator fishery. At y=y_, we
have dI1;/dh, =0, and (5.18) reduces to:

1(( a1, il
5 [( 7 )wa+ ayw]—o. (5.18a)

Since {911;/dh,)F, <0, it is obvious that marginal user cost could be negative
at y=y,. If this were the case, then it would be optimal to reduce y below y_.
Fishermen could not be expected to harvest the resource at a loss, of course. The
appropriate policy would be to offer them a bounty to harvest predators.*

The determination of the optimal approach paths to the biomass levels, x*, y*,
is very difficult — and often impossible - to determine [Clark (1976, pp. 319-323)].
Indeed, Clark advocates that one not worry unduly about the optimal approach
paths, but rather settle for ones that are “practical” [Clark (1976, p. 323)].

We come finally to relax the assumption of perfect malleability of man-made
capital in the fishery. The issue of non-malleable, or fishery specific, capital has
already been encountered in our earlier discussion of the Class II common
property problem. Indeed the existence of such non-malleable, or fishery specific,
capital proved central to the problem.

Now that the malleability assumption is being relaxed, we are in a position to
comment on how our perception of the Class 1I common property problem alters,

3 1t should be obvious to the reader that this does not imply that it would necessarily be optimal to
drive the predator resource to extinction.
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if at all, when using dynamic as opposed to static analysis. The basic answer is
that our perception changes very little. We continue to accept the conclusion of
the static analysis that, if the Class II problem is allowed to go unchecked, the
whole purpose of resource conservation may well be called into question. As the
reader can verify, an uncontrolled Class II problem can easily result in the own
rate of interest of the resource always tending toward zero.

What we are now in a position to point out, however, is that the existence of
non-malleable (fishery specific) capital not only raises the threat of the Class 1I
problem, but has implications for the management of the resource itself. It is to
this issue that we now turn.

If the presence of non-malleable capital has important implication for resource
management, then we must first ask why it is assumed away in so many dynamic
models of the fishery. The answer is straightforward. The assumption of perfect
malleability of capital offers immense analytical advantages. Man-made capital
can then be treated as a flow-variable with the consequence that there is only one
investment problem to be addressed, namely investment in the resource itself. In
terms of optimal control theory, we have a relatively tractable one state variable
problem. On the other hand, if man-made capital is assumed to be non-malleable,
then we are confronted with a much more demanding two state variable problem.

Thus, the cost of relaxing the malleability assumption is high. The returns are
also high, however. The implications of relaxing the assumption for the adjust-
ment phase of the resource management program are profound. Indeed, since
non-malleable capital is pervasive in fisheries [Baker (1980)], we refuse to relax
the malleability assumption at our peril.

We take as an example of the influence of non-malleable capital upon optimal
resource management programs the following case. It is assumed that capital
invested in the fleet is “quasi-malleable” in that the vessels have no alternative
use, have a negligible resale value, but are subject to depreciation. Hence capital
can be removed from the fishery gradually over time through depreciation.

It is assumed next that we commence with the fishery in bionomic equilibrium.
Finally, it is assumed that when the management program is put into effect, the
managers successfully prevent the emergence of a Class II common property
problem.

Our model, based on that of Clark, Clarke and Munro (1979), is as follows:

X =F(x)—qEx, x(0) =x°, (5.19)
O0<E<E_, =K, (5.20)
K=I1-vK, K(0)=K°, (5.21)
>0, (5.22)

PV=fwe‘8’[(pqx—c)E—cKI]dt, (5.23)
0
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where K now denotes the fleet size expressed in terms of standardized vessels,
I(¢t) the rate of gross investment in the fleet, y(¢) the rate of depreciation, ¢ unit
operating costs and ¢, the unit cost of capital. The initial biomass and fleet size
are known, being in our example the biomass and fleet size associated with
bionomic equilibrium, i.e. x°=x_; K°=K_.

The control problem that now confronts us is a two-state variable, x(7), K(t),
and two-control variable, E(#), I(¢), problem. In this instance it proves conveni-
ent to use E(t), rather than /(r), as the control variable relevant to x(z).

The non-malleability of capital assumption is incorporated in (5.22), i.e. there is
a non-negativity constraint upon I(z). One can of course physically dispose of
vessels. Hence, one can interpret (5.22) to mean that the resale value of vessels,
which we shall denote by c,, is zero. As the reader can easily verify, if ¢, were not
zero but rather were equal to ¢y, our control problem would reduce to a one state
variable, one control variable problem.

The fully “synthesized” (or feedback) solution to our control problem is
illustrated in the following figure [see Clark, Clarke and Munro (1979)].

Figure 14.5 is a state space diagram (x and K) and is divided by certain curves
into three regions R,, R, and R;. The figure specifies optimal values of I and E
for points in these regions. Let us first focus on the biomass levels ¥ and x* and
the curves o, and o,.

The biomass levels ¥ and x* are dual optimal biomass levels that should be
viewed as short-run and long-run optimal levels, respectively. Total or “all in”
effort costs are given by C(E)=[c+ (8 + v)cg]E. In the long run all costs are
relevant. When all costs are relevant, then x* is the optimal biomass level.
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Figure 14.5. Optimal resource and fleet investment when fleet capital is “quasi-malleable”.
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However, at the beginning of the management program, it will be appropriate for
reasons to be given to ignore cg, i.e. to act as if capital were “free”. When capital
is “free”, and fleet operating costs alone are relevant, the optimal biomass level is
%. Let us observe in passing that the capital levels K * and K denote the fleet
capacity required to harvest at x* and X, respectively, on a sustained yield basis.

The two curves ¢, and o, are switching curves. It can be demonstrated [Clark,
Clarke and Munro (1979)] that it will never pay to invest in new vessels, i.e. to
have positive gross investment in the fleet, when x <x*. Hence gross fleet
investment is positive only in R,. The switching curve o, specifies the appropriate
level of gross investment in the fleet. At certain low levels of x, R,, investment in
the resource should proceed at the maximum pace, i.e. E = 0. The biomass levels
below which E should “switch” to zero is specified by o,.

By assumption, the biomass level and fleet size at the commencement of the
management problem correspond to bionomic equilibrium. Consider for a mo-
ment what the appropriate management policy would be if it were assumed that
capital was perfectly malleable. The biomass level x* would be the sole optimal
biomass level. The model is linear in E(¢) hence the optimal approach path to x*
would be the “bang-bang” approach path. This implies that the draconian policy
of shutting the fishery down entirely until x has grown to x* should be
implemented. Even though investment in the resource would proceed at the
maximum rate, E = 0= h, the closure of the fishery could well extend for a long
period of time.

Obviously, such a policy could be extremely disruptive to the industry if the
capital proved in fact not to be perfectly malleable. What our example demon-
strates is that, if capital is not perfectly malleable, the appropriate policy is not
draconian, but is rather one of gradual adjustment.

The true optimal management program in our example does call initially for a
harvest moratorium, but only until the biomass has grown to %, the “free” capital
optimal biomass level. The fleet was acquired before the beginning of the
management program and has no significant re-sale value. Hence the cost of
acquiring the vessels is a bygone and can safely be ignored.

When % is reached K > K, capital is “abundant”. Optimal policy then calls for
harvesting X on a sustained yield basis. The policy is, however, temporary as the
“abundance” of the capital is temporary. The depreciation rate, v, is positive and
it is non-optimal to acquire new vessels so long as x(¢) < x*. Thus, K must
eventually fall below K and %(¢) below F(%). What one might term an enforced
program of resource conservation then comes into effect.

The optimal resource management policy will then be one of positive invest-
ment in the resource, but with the rate of investment set at a relatively low level.
For it will also be optimal to harvest at the maximum rate with the existing, albeit
dwindling, fleet. One intuitive explanation for this policy is that harvesting costs
are temporarily low because of the fact that, for a time, only fleet operating costs
are relevant. The temporary cost advantages offered thereby are not to be ignored.
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Ultimately x* will be achieved. Then ali costs become relevant. The fleet
capital should be increased to K* and harvesting should then proceed on a
sustained vield basis at x*.3*

6. Uncertainty and fisheries management

One of the central characteristics of fisheries management is that it has to be
carried out under conditions of great uncertainty. Along with the usual uncertain-
ties associated with price movements and cost shifts through time, there are
uncertainties associated with the resource itself. The ability of marine biologists to
model fishery resources effectively is, in fact, very limited. Consequently, there
will always be environmental “surprises” which will have to be accommodated in
fisheries management plans. In applying capital theoretic models to fisheries
management problems and thus, by definition, taking time into account explicitly,
considerations of uncertainty become inescapable. This in turn has led economists
to go beyond deterministic models and experiment with stochastic models.

Two biologists, Walters and Hilborn (1978), list three broad classes of uncer-
tainty in fisheries management. They are concerned largely with environmental
uncertainty, but their classification applies as well to uncertainty in strictly
economic variables:

(a) random effects whose future frequency of occurrence can be determined
from past experience;

(b) parameter uncertainty that can be reduced by research and acquisition of
information through future experience; and

(c) ignorance about the appropriate variables to consider and the appropriate
form of the model.

Most of the models of fisheries under uncertainty have concentrated on the first
and least demanding form of uncertainty. Work is just now underway in dealing
with the second class of uncertainty.

In addressing the first form of uncertainty, regardless of the source of uncer-
tainty, one normally starts with a deterministic model. The deterministic model is

34 See also Clarke (forthcoming). Our discussion of extensions to the basic deterministic dynamic
model is by no means exhaustive. There are two further extensions of which the reader should at least
be aware. First, the discussion to this point has focused on the harvesting sector. Attempts have been
made to include the processing sector explicitly in the model. The reader should consult Clark and
Munro (1980) and Schworm (1983).

Secondly, in all of the models discussed, we see optimal management leading ultimately to a steady
state solution. This outcome is not in fact general. It is quite possible, particularly where economies of
scale or startup costs are important in harvesting, that optimal management will call for pulse fishing
in which the resource is exploited heavily for a time and then allowed to rebuild. See Hannesson
(1975) and Lewis and Schmalensee (1579).
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then transformed into a stochastic analogue and the object of management
becomes that of maximizing the present value of expected returns from the
fishery.*

Technically, one can set up a stochastic model based on either “open-loop” or
“closed-loop” control. Open-loop control implies that all policy actions, present
and future, are set at the beginning of the management program. Thus the harvest
policy over time would be set at the beginning of the program and would be
adhered to come what may. Closed-loop control implies that policy actions are
subject to continuous revision as new information becomes available. In practice,
it is difficult to believe that any sensible manager would implement the equivalent
of open loop controls.>

We shall consider two examples of stochastic fisheries models, one developed
by Spulber (forthcoming), the other by Charles (1983). Both can be readily linked
to deterministic models discussed earlier. Both, it is true, are discrete time models,
unlike the continuous time models we have discussed. However this difference is
in fact a minor consideration and shall cause us little difficulty.

We turn then to the Spulber model. Uncertainty is introduced through environ-
mental shocks. Prices and costs are assumed to be known through time.

In the absence of environmental shocks we would have the following biological
relationship:

Xt+1=g(Xt)’ (6~1)

where X, ; denotes the resource at the beginning of period 7+ 1. Thus, the
resource in period ¢ + 1 is some function of the resource in the previous period. It
is simplest to suppose that there is no carry over of the “parent” population from
one period to the next. Then X, ; can be viewed unequivocally as the “recruit-
ment” to the fishery at the beginning of 7 + 1.3

Now introduce harvesting and assume that net natural growth during the
fishing season is zero. Net natural growth, if any, occurs offseason. Thus, we have:

Xt+1=g(Xt_Ht)’ (62)

where H, is the total harvest over the season and (X, — H,) is the end of season

resource stock or “escapement” .3

3 For an extensive and thorough survey of work in uncertainty in fisheries management see
Anderson and Sutinen (forthcoming).

% Note that in a deterministic world the distinction between open and closed loop controls is
virtually meaningless.

378ee Clark (1976, ch. 7).

3 Let x be the resource stock at a given moment of time within the season, and let the harvest
production function be # = gEx and let the secason length be 7. Then given there is no intra-season net
natural growth, we have:

H=X(1-e ).
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The model is now made stochastic by introducing a disturbance term w,, where
w, is to be taken as a sequence of independent and identically distributed
disturbances. We now have:

Xz+1=/ g(Xt—-Ht’Wt)dw’ {63>

where X, is now the expected recruitment for period 7 + 1.

Next we introduce a seasonal rent function II(X,, H,). It is assumed that the
price of fish is constant, that instantaneous unit costs are independent of the
harvest rate, and that there are no non-salvageable effort costs. Thus we have:

H(Xt’Ht)szt_C()(l’Hr)' (64)

The term C(x,, H,) is the total cost of taking the seasonal harvest. The term can
be expressed as:

c(x, Ht)=fXX'_Hc(x)dx, (6.5)

where x is the stock at a given moment of time during the season and where ¢{x)
denotes instantaneous unit harvest costs.*’

From stochastic dynamic programming, an equation for the current value of
the resource, X, can be expressed as follows:

+ oc
V(X)=maxlpH—C(X,H)+Ti—r V(g(X—Hw)dw|,  (66)
H — o0

where r is the discount rate and 1/(1 + r) is the discount factor.
Spulber is able to show that the stochastic analogue to the deterministic Golden
Rule equation is given by: %

+ 00 +oo [f1/0H — 011 /0H + 811 /9 X
X—H, w)dw+
f _&x( ) f;w 3I1/3H

g (X—H,w)ydw=1+r, (6.7)

where IT denotes expected rent from the fishery. Thus, (6.7) can be interpreted
simply as stating that one should invest in the resource up to the point that the
expected yield or return on the resource investment is equal to the appropriate
interest rate.

39 See footnote 37.
40 Properly speaking, it is the analogue to the discrete-time deterministic Golden Rule equation. See
Clark (1976, p. 245).
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One can also express (6.7) as:

1 % ofr  oI1 Il
1+r/ng(X_H’w)[a—H+_3_)?}dw—5—H_'

(6.7a)

Thus, one should invest in the resource up to the point that the present value of
the expected stream of net benefits from incremental investment in the resource,
or alternatively expected user cost, is equal to the marginal net benefit from
current harvesting.

Once the target has been achieved, the optimal harvest rate will not be identical
season after season as the deterministic model would suggest. Rather the optimal
harvest rate will vary in response to the environmental shocks to which the system
is subject. As Spulber stresses, the model suggests, not a sustained yield equi-
librium, but rather a time invariant probability distribution of harvest levels.

One important question that emerges is whether the expected optimal biomass
level is greater than, less than, or equal to the corresponding deterministic
biomass equilibrium. There is no clear-cut answer. Nonetheless, the work of Reed
(1979) and Lewis (1981) imply that under reasonable cost and revenue assump-
tions, the expected optimal biomass level will generally be greater than its
deterministic analogue. With environmental uncertainty there is an upside risk
that one will find the resource stock is larger than desired, i.e. it will be wished
that more intensive harvesting had occurred. There is also a downside risk that
the resource stock will prove to be smaller than desired. The consequence may be
that a lengthy and painful period of stock restoration will be required. The Reed
and Lewis results suggest that the downside risk tends on balance to outweigh the
upside risk.*

One question that is not addressed in the articles cited to this point, but which
is important nonetheless, is how the inescapable resource variability is to be dealt
with once the managers are “on target”. Biologists point out [e.g. Doubleday
(1975)] that one can work towards a stable biomass, a stable season by season
harvest or a stable season by season effort rate. There is a clear tradeoff between
the size of the average seasonal harvest and variability of harvests. Working
toward a stable biomass level will produce the largest average seasonal yield, but
at the expense of large seasonal variation in harvests. Working towards a stable
seasonal harvest will, by definition, reduce harvest variability, but will do so at the
cost of significantly reducing average seasonal harvest. A policy of stable seasonal
effort rate will produce a compromise outcome [Doubleday (1975)]. There is no
a priori answer as to where along the tradeoff frontier it is appropriate to be. The
problem is analogous to that of yield versus risk common in financial theory. A
similar sort of analysis is required [see Mendelssohn (1979)].

“! Interestingly, Reed (1979) argues that this will be true even if the manager is risk neutral.
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We turn next to the Charles (1983) model. Like the Spulber model, it is a
seasonal model in which uncertainty is introduced through environmental shocks.
However, the Charles model goes beyond the Spulber model (or those of Lewis
and Reed) in that it constitutes a stochastic analogue of the Clark, Clarke and
Munro (1979) model involving non-malleable capital. As a consequence, Charles
must deal with two inter-related investment problems under uncertainty, i.e.
investment in the resource and investment in the fleet. He assumes that the capital
is quasi-malleable in the sense that we used this term in the previous section. The
vessels have a negligible re-sale value, but the fleet can be reduced through
depreciation.

Charles finds that, as far as resource investment is concerned, it will by and in
the large be optimal to invest more heavily in the resource than it would in a
deterministic world. As such, his results are consistent with those of Lewis, Reed,
and others. The real question, however, is whether optimal investment in fleet
capacity will be greater than or less than it would be in a deterministic setting.

The non-malleability aspect of the fleet capital introduces both a downside and
upside risk to investment in fleet capacity. The harvest opportunities available to
the fleet at the beginning of each season will depend on the seasonal “recruit-
ment” to the fishery which is, of course, subject to uncertainty. There is the
downside risk that, in periods of exceptionally low recruitments, the fleet will
prove to be too large in the sense that a large part of the fleet will be idled. There
is also an upside risk, however, that, in periods of exceptionally large recruit-
ments, the fleet will prove to be too small to take full advantage of the harvest
opportunities.

Whether the optimal fleet under uncertainty will be larger or smaller than the
optimal fleet under certainty, will depend in part on the relative importance of
non-salvageable, as opposed to salvageable, costs in fleet operations. The more
important are non-salvageable costs, the more severe obviously will be conse-
quences of fleet underutilization.

The size of the optimal fleet under uncertainty in relation to that under
certainty will depend as well, however, upon the relative rate of growth of the
resource. One important characteristic of fast growing resources is that the
harvest consequences of exceptionally large or small recruitments are shortlived.
This means, on the one hand, that if the harvest opportunities offered by an
exceptionally large recruitment are not taken promptly they may be lost forever.
Similarly, the harvest consequences of low recruitments can be expected to be
transitory. Slow growing resources, on the other hand, have a longer “memory”.
The effects of large recruitments will be long lasting; harvest opportunities lost
today may, in part at least, be there tomorrow. The effects of exceptionally low
recruitments will also be long lasting. Thus, with fast growing resources the
upside risk of fleet investment will be emphasized. The downside risk will be
de-emphasized. With slow growing resources the reverse will be true.
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Figure 14.6. Optimal fleet investment and uncertainty: upside versus downside risks.

The relationship between rate of growth of the resource and the relative
importance of non-salvageable costs can be illustrated with the aid of Figure 14.6
adapted from Charles (1983). The ridge line is the locus of all combinations of
cost ratios and biomass growth rates at which the upside and downside risks are
evenly balanced. Hence, along the ridge line, optimal fleet investment policies
under conditions of uncertainty and certainty are identical. At points above the
ridge line the downside risk predominates; optimal fleet investment is less under
uncertainty than under certainty. Conversely, below the ridge line the upside risk
predominates; optimal fleet investment under uncertainty is greater than under
certainty.

We conclude by noting that much work remains to be done in the area of
uncertainty. The very important problem of what constitutes optimal economic
management of the fishery when the underlying biological parameters are simply
unknown has yet to be addressed by economists.

7. Major policy issues I: The regulation and control of harvesting capacity

The common property problem, which we have now analyzed at some length,
leads to excessive harvesting capacity. In the classic or Class I form of the
common property problem, where there is a complete absence of government
regulation, excessive harvesting capacity arises in the sense that the fleet becomes
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sufficiently large to reduce the resource well below the optimal level.*? Either the
resource is driven to extinction and the fishery destroyed, or harvesting costs are
raised as a consequence of the resource depletion to the point that net economic
benefits from the fishery are more or less fully dissipated. In the Class II form of
the problem there is excessive harvesting capacity in the sense that some part of
the capacity is genuinely redundant. Redundancy alone can lead to complete
dissipation of rent. Economic waste may also arise, however, through crowding
externalities.*

The basic policy problem then is to control harvesting capacity. In a new
fishery, this means devising measures to prevent excessive capacity from emerg-
ing. In an old fishery where either the Class I or Class II problem has been
allowed to go unchecked in the past, it means devising measures, first to eliminate
the present unwanted capacity and secondly to prevent the re-emergence of
excessive capacity in the future. It goes without saying, that the old fishery case is
far more difficult to deal with than the new fishery case. The political and social
problems to be encountered in eliminating unwanted capacity can prove to be
formidable.

In our discussion of proposed policy measures for controlling capacity, we shall
confine ourselves largely to the Class II common property problem. Some of the
policy measures that have been put forward can, in theory, be used to address
both Class I and Class II problems simultaneously. It is difficult, however, to
believe that anyone would seriously consider demanding so much of these
measures. It is far more reasonable to suppose that the authorities will attempt to
prevent excessive depletion of the resource through the establishment of total
allowable catches or escapement targets (as they do now) and then turn to the
other measures we shall discuss, to deal with the fleet redundancy problems.**
Indeed the most promising measure we shall discuss is clearly one to be applied
only in conjunction with TACs or escapement targets.

In a fishery in which the Class II common property problem has emerged, or
threatens to, the authorities can attempt to deal with the excess harvesting
capacity problem either through the use of input controls or through the use of
output controls [Scott and Neher (1981)]. Input controls are, in theory at least,

42 See Figures 14.3 and 14.4.

“3 We have talked as if there is a clear separation between the Class I and II problems. This is
somewhat of an overstatement. If there is substantial fleet redundancy, this is certain to make the
authorities’ resource monitoring task more difficult.

“If we commenced with a fishery in bionomic equilibrium, the authorities would introduce
measures to rebuild the stock. If the capital in the fleet exhibits any non-malleability, fleet redundancy
would appear as soon as the stock rebuilding measures were introduced. From our earlier analysis, we
know that the appropriate policy would be not one of wholesale reduction of the fleet, but rather one
of allowing the fleet to decrease over time through depreciation. As conditions in the fishery improve,
the authorities would have to be on guard against the emergence of the Class II problem.



Ch. 14: The Economics of Fisheries Management 659

very simple. In a fishery where the redundancy problem has yet to become sertous
the authorities might establish a program of limited entry in which they restrict
the number of vessels (and fishermen). The authorities could, for example,
stipulate that no vessels will be permitted to operate without a license and then
proceed to limit severely the number of licenses. Once the fleet is in place, the
authorities could then further stipulate that a new vessel would be allowed to join
the fleet only if an existing member of the fleet were simultaneously removed.

If fleet redundancy were already severe, the authorities would first have to
eliminate excess capacity. One method that has been attempted in practice is for
the authorities to set up a scheme to buy up or “buy-back™ vessels in the fleet.
The vessels purchased by authorities could then be sold to non-participants in the
fishery. A limited entry program would accompany the buy-back to prevent the
re-emergence of excess harvesting capacity.

For reference purposes, let us recall eq. (3.7a) designed to illustrate full rent
dissipation in the Class II problem case:

pH — [ClN + CcoBmin T ¢o( B~ ijn)] =0

where ¢y(B — B,;,) is the redundancy deadweight loss. Suppose that in the
fishery in question, eq. (3.7a) held. The purpose of the buy-back would be to
reduce the actual fleet size B to B,,..* Entry controls would then be used to
prevent B from becoming larger than B, .

One assumption underlying (3.7a) is that all vessels (and fishermen) are
identical. If this were indeed the case, then the seasonal rent enjoyed by the fleet
and the individual vessel owner could be expressed as follows:

PH—[e;N+ ¢oB ] =g (7.1)
and
p(H/Bmin)_C(Tmax)=HSL/Bmin9 (72)

where Il is the seasonal fleet resource rent. The individual vessel owner /fisher-
man would still have every incentive to maximize his share of Il . If, however, it
was true that all vessels were identical, that input substitution was impossible,
further that technology was frozen over time, the vessel owner /fisherman would
be thwarted in his desire. He might succeed in buying a vessel license from
another vessel owner. This would avail him little, however, as the license price
would certainly reflect the capitalized value of expected rents over time.

45 Return to Figure 14.5. Let it be supposed that the authorities have stabilized the resource at x*,
but that the fleet capacity is K. Thus there is capacity redundancy equal to K — K *. Suppose, further,