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EDITORS INTRODUCTION

The field of Public Economics has been changing rapidly in recent years, and the
sixteen chapters contained in this Handbook survey many of the new devel opments.
As a field, Public Economics is defined by its objectives rather than its techniques,
and much of what is new is the application of modem methods of economic theory
and econometrics to problems that have been addressed by economists for over two
hundred years. More generaly, the discussion of public finance issues aso involves
elements of political science, finance and philosophy. These connections are evidence
in several of the chapters that follow.

Public Economicsis the positiveand normative study of government's effect on the
economy. We attempt to explain why government behaves as it does, how its behavior
influencesthe behavior of private firms and households, and what the welfare effects
of such changesin behavior are. Following Musgrave (1959) one may imagine three
purposes for government intervention in the economy: allocation, when market failure
causes the private outcome to be Pareto inefficient, distribution, when the private
market outcome leaves some individuals with unacceptably low shares in the fruits of
the economy, and stabilization, when the private market outcome leaves some of the
economy's resources underutilized. The recent trend in economic research has tended
to emphasize the character of stabilization problems as problems of alocation in the
labor market. The effects that government intervention can have on the allocation
and distribution of an economy's resources are described in terms of efficiency and
incidence effects. These are the primary measures used to evaluate the welfare effects
of government policy.

The first chapter in this volume, by Richard Musgrave, presents an historical
development of these and other conceptsin Public Finance, dating from Adam Smith's
discussion in The Wealth of Nations of the role of government and the principles by
which taxes should be set. The remaining chapters in the Handbook examine different
areas of current research in Public Economics.

Anayses of the efficiency and incidence of taxation, developed in Musgrave's
chapter, are treated separately in Alan Auerbach's chapter in the first volume
and Laurence Kotlikoff's and Lawrence Summers chapter in the second volume,
respectively. Auerbach surveys the literature on excess burden and optimal taxation,
whileKotlikoff and Summersdiscuss varioustheoretical and empirical approachesthat
have been used to measure the distributional effectsof government tax and expenditure
policies.
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These general analyses of the effects of taxation form a basis for the consideration
of tax policies in particular markets or environments, as is contained in the chapters
by Jerry Hausman, Agnar Sandmo, Avinash Dixit, Harvey Rosen, John Helliwell and
Terry Heaps, and Joseph Stiglitz.

Hausman discusses the effects of taxation on labor supply, including a treatment
of how one empirically estimates such effects in the presence of tax and transfer
programs. He also considers the incentive effects of social welfare programs such
as unemployment compensation and social security. Sandmo focuses on the other
major factor in production, capital, dealing with theory and evidence about the
effects of taxation on private and socia saving and risk-taking. Dixit shows how
the basic results about the effects of taxation may be extended to the trade sector
of the economy, casting results from the paralel trade literature in terms more
familiar to students of Public Finance. Rosen's chapter brings out the characteristics
of housing that make it worthy of specia consideration. He considers the special
econometric problems involved in estimating the response of housing demand and
supply to government incentives. Because of its importance in most family budgets
and its relatively low income elasticity of demand, housing has been seen as a
suitable vehicle for government programs to help the poor, and Rosen discusses the
efficiency and incidence effects of such programs. Helliwell and Heaps consider the
effects of taxation on output paths and factor mixes in a number of natural resource
industries. By comparing their results for different industries, they expose the effects
that technological differences have on the impact of government policies. Stiglitz treats
the literature on income and wealth taxation.

The remaining chapters in the Handbook may be classified as being on the
"expenditure” side rather than the "'tax"" side of Public Finance, though this distinction
is probably too sharp to be accurate. In Volume 1, Dieter Bos surveys the literature on
public sector pricing, which is closely related both to the optimal taxation discussion
in Auerbach's chapter and Robert Inman's consideration, in Volume 2, of models of
voting and government behavior. The question of voting and, more generally, public
choice mechanisms, is treated by Jean-Jacques Laffont in his chapter.

The chapters by William Oakland and Daniel Rubinfeld focus on the provision
of "public" goods, i.e., goods with sufficiently increasing returns to scale or lack
of excludability that government provision is the normal mode. Oakland considers
the optirnality conditions for the provision of goods that fall between Samuelson's
(1954) " pure' public goods and the private goods provide efficiently by private markets.
Rubinfeld surveys the literature on a special class of such goods: local public goods.
Since the work of Tiebout (1956), much research has been devoted to the question of
whether localities can provide efficient levels of public goods.

The other two chapters in Volume 2 also deal with problems of public expenditures.
Anthony Atkinson considers the effects of the range of social welfare programs
common in Western societies aimed at improving the economic standing of the poor.
Some of these policies are touched on in the chapters by Hausman and Rosen, but the
coexistence of many different programs itself leads to effects that cannot be recognized
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by examining such programsseriatim. Jean Dréze and Nicholas Stern present a unified
treatment of the techniques of cost benefit analysis, with applicationsto the problems
of developing countries.
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EDITORS INTRODUCTION TO VOLUME 4

The publication of Volume 3 and this Volume 4 of the Handbook of Public Economics
affords us severd opportunities: to address lacunae in the origina two volumes of
this series, to revisit topics on which there has been substantial new research, and to
address topics that have grown in importance. Indeed, many of the papersindividually
encompass all three of these elements. For each chapter related to one from an earlier
volume, the new contribution is free-standing, written with the knowledge that the
reader retains the opportunity to review the earlier chapter to compare perspectives
and consider material that the current author has chosen not to cover. Indeed, such
comparisons illuminate the evolution of the field during the roughly two decades that
have elapsed since work first began on the chapters in Volume 1. Taken together, the
four volumes offer a comprehensive review of research in public economics, in its
current state and over the past few decades, written by many of the field's leading
researchers.
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Abstract

This chapter reviews the concepts, methods, and results of studies that analyze the
incidence of taxes. The purpose of such studies is to determine how the burden of a
particular tax is allocated among consumers through higher product prices, workers
through a lower wage rate, or other factors of production through lower rates of
return to those factors. The methods might involve simple partial equilibrium models,
analytical general equilibrium models, or computable general equilibrium models.

In a partial equilibrium model, the burden of a tax is shown to depend on the
elasticity of supply relative to the elasticity of demand. Partial equilibrium models
also are used to consider cases with imperfect competition.

In a two-sector general equilibrium model, a tax might be imposed on either
commodity, on either factor of production, or on a factor used in one sector. The
original use of this model is to analyze the corporate income tax as a tax on capital
used only in one sector, the corporate sector. The model can be used to show when
the burden falls only on capital or when the burden is shared with labor. The model
also has been applied to the property tax, and results of the model have been used to
calculate the overall burden on each income group.

Because the total stock of capital is fixed in that model, however, dynamic models
are required to show how a tax on capital affects capital accumulation, future
wage rates, and overall burdens. Such models might also provide analytical results
or computational results. The most elaborate recent models calculate the lifetime
incidence of each group. Finally, the chapter reviews the use of such incidence methods
and results in the policy process.

Keywords

economic incidence, statutory incidence, tax shifting, distributional effects, payroll
taxes, corporate income taxes, personal taxes, sales and excise taxes, general
equilibrium models

JEL classification: H22
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Introduction

Tax incidence is the study of who bears the economic burden of a tax. Broadly put, it
is the positive analysis of the impact of taxes on the distribution of welfare within a
society. It begins with the very basic insight that the person who has the legal obligation
to make a tax payment may not be the person whose welfare is reduced by the presence
of the tax. The statutory incidence of a tax refers to the distribution of tax payments
based on the legal obligation to remit taxes to the government. Thus, for example,
the statutory burden of the payroll tax in the United States is shared equally between
employers and employees. Economists, quite rightly, focus on the economic incidence,
which measures the changes in economic welfare in society arising from a tax. The
standard view of the economic burden of the payroll tax in the United States is that
it is borne entirely by employees.

Economic incidence differs from the statutory incidence because of changes in
behavior and consequent changes in equilibrium prices. Consumers buy less of a taxed
product, so firms produce less and buy fewer inputs — which changes the net price of
each input. Thus, the job of the incidence analyst is to determine how those other
prices change, and how those changes affect different kinds of individuals.

Incidence analyses abound in the literature, but they can be roughly classified
into a few categories. In particular, when these studies analyze distributional effects
of taxes across groups, Atkinson and Stiglitz (1980) note that we economists have
used five different ways of dividing taxpayers into groups. First, we can focus on
the impact of taxes on consumers as opposed to producers. A partial equilibrium
diagram can identify both the loss of consumer surplus and the loss of producer
surplus resulting from a tax. Second, we can narrow the focus to analyze the impact
of a tax specifically on the relative demands for different factors and the returns to
those factors (such as capital, labor, or land). The pathbreaking general equilibrium
analysis of Harberger (1962) simply ignores the consumer side by assuming that
everybody spends their money the same way, and then he derives the burden of a
tax on capital as opposed to labor. Third, we can group individuals by some measure
of economic well-being, in order to analyze the progressivity of a tax or tax system.
Pechman and Okner (1974) is perhaps the classic analysis of the U.S. tax system
that groups taxpayers by annual income, while Fullerton and Rogers (1993) group
taxpayers by a measure of lifetime resources. Fourth, taxes can be evaluated on the
basis of regional incidence. Such an analysis might focus on regional differences within
a country [e.g., Bull, Hassett and Metcalf (1994)], or it might focus on international
differences. Finally, taxes can have intergenerational effects. For example, insufficient
social security taxes could bring about a transfer from future generations to the current
generation. These effects can be captured by the generational accounting approach
of Auerbach, Gokhale and Kotlikoff (1991), but see Barro (1974) for a dissenting
view.

We begin in Section 1 with some definitions and concepts that will be used
throughout this chapter. Next, we turn to a review of static analytical models of tax
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incidence. We begin with a simple partial equilibrium model, and then proceed to
general equilibrium models. While many of the principles and lessons from partial
equilibrium analysis carry over to general equilibrium analysis, the latter affords a
greater richness and insight than do the partial equilibrium models. In addition, we find
a number of instances of results that are “surprising”, in the sense that the outcome in
the general equilibrium model could not occur in a partial equilibrium model. Along
the way, we present examples of empirical incidence analyses with estimates of the
burden of the U.S. tax system or individual taxes in the U.S. system. All of these
analyses assume perfectly competitive markets, and Section 3 provides a discussion of
incidence in imperfectly competitive markets.

In Section 4, we turn to dynamic models. Allowing for endogenous capital
accumulation adds both an important type of behavioral change and considerable
complexity. Dynamic models also allow the researcher to distinguish between “old”
and “new” capital, a source of considerable redistribution in the case of tax reforms.
Section 5 continues the analysis in a dynamic framework by investigating the
incidence of tax systems over the life cycle. If individuals make consumption decisions
on the basis of lifetime income [Modigliani and Brumberg (1954)], then annual
income analyses of consumption taxes might be biased towards finding regressivity.
Fullerton and Rogers (1993) have looked most thoroughly at this question, and
interestingly, they find that the bias predicted by others is not nearly as severe as
predicted.

Section 6 focuses on the use of distributional analysis in the policy process. Policy
economists face an inherent tradeoff between theoretical rigor and the need for
rapid, easily-comprehensible distributional analysis. Economists at several government
agencies have refined the available techniques for measuring and reporting incidence
impacts of taxes. In this section, we describe both the techniques used to analyze
taxes and methods of presenting information to policy makers so that they can make
informed decisions. Naturally, other economists have criticized many of the techniques
used in the policy process, and we review some of those criticisms here.

Finally, we note that incidence analysis can be more broadly applied than we
do in this chapter. We ignore incidence analyses of government spending programs
[e.g., Musgrave, Case and Leonard (1974) or McClellan and Skinner (1997)]. Such a
spending program can also affect relative prices, and so economic incidence again can
differ from statutory incidence. The principles and concepts described in this chapter
are not limited to tax analysis and can easily be applied to government spending
programs as well.

1. Basic machinery of incidence analysis
In this section we sketch out various concepts and definitions that are commonly

used in incidence analysis. We also describe and provide some motivation for analytic
techniques that we will use frequently in this chapter.
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1.1. Definitions and concepts

A number of concepts are used in incidence analyses. In the introduction, we
already drew a distinction between statutory incidence (the legal payers of the
tax) and economic incidence (those who lose real income). We now make further
distinctions that are useful to sharpen our understanding of the incidence of various
taxes.

To begin, economists might say that a commodity tax is passed forward, which
means that the consumer price rises and consumers of that good bear the burden. The
price received by the supplier might be unchanged. On the other hand, if the consumer
price is unchanged when a commodity tax is imposed, then the price received by the
supplier must fall. In that case, the burden is passed backward onto suppliers (or more
precisely, onto labor, capital, or other factors in production). Similarly, a tax that is
passed forward to consumers has burdens on the “uses side” (depending on how people
use their income), while a tax that is passed backward has burdens on the “sources
side” (because labor and capital are sources of income).

All of these terms must be employed with care. A longstanding principle in tax
incidence analysis is that real burdens depend on real allocations, not on the price
level or choice of numeraire. Thus, even for a tax on a particular commodity, the true
incidence does not depend on whether monetary authorities accommodate by allowing
an increase in that price (and thus in the overall price level). Only relative prices matter.
Because the price level is irrelevant, however, so must be the question about whether
the overall burden is on the uses side or the sources side! Instead, what matters is how
changes in relative output prices affect different groups (if some spend more than the
average share of income on the taxed good), and how changes in relative factor prices
affect different groups (if some earn more than the average share of income from the
factor employed intensively in the taxed industry).

Thus, the first job for a complete incidence study is to determine effects on all
relative prices. A study might legitimately focus just on the uses side if groups have
different spending patterns but all have the same sources of income (or if the taxed
industry uses the average capital/labor ratio so that reduced production does not affect
relative factor prices). Conversely, a study might focus just on the sources side if all
groups spend the same fraction of income on the taxed good (and the taxed industry
makes intensive use of labor, capital, or other factors). If the tax affects both output
prices and factor prices, then a complete study would divide individuals into groups
based on some measure of income, obtain data on all sources of income and all uses
of income of each group, and use that data to calculate each group’ net economic
burden from a tax.

Regardless of how the burden is calculated, for each income group, their relative
burdens of a tax can be compared using the ratio of the economic burden to income.
A tax is said to be progressive if this ratio rises with income, regressive if it falls
with income, and proportional if the ratio is constant. A common misconception is
that progressivity is defined by rising marginal tax rates. For example, a flat tax or
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negative income tax can have a constant marginal tax rate and still be progressive. Let
the tax liability (7) be the following linear function of income (Y):

T = m(Y — 4), (1.1)

where m is the marginal tax rate, and 4 > 0 is a family allowance. If income
falls below 4, then T can be negative (the taxpayer receives a payment from the
government) . With this tax system, the average tax rate (7/Y) starts at negative
infinity, rises to zero at an income level equal to 4, and then continues to rise with
income (approaching m asymptotically). This tax is progressive, because the average
tax rate rises with income, despite the fact that it has a constant marginal tax rate. For a
different example, the Medicare portion of the payroll tax on employees has a constant
marginal rate of 2.9%, but this tax is regressive because it applies only to wage income
(while non-wage income tends to be concentrated in higher income groups)?.

Care also is required when we define the incidence experiment. In particular, when
we want to determine the distributional effects of raising a particular tax, we need to
specify what is done with the revenues. While partial equilibrium incidence analyses
often ignore the distribution of the proceeds, a more complete analysis takes into
account what is done with the tax revenue. Logically, we have three alternatives. First,
absolute incidence analysis refers to the assumption that the proceeds of the tax under
investigation are simply held by government, but then a full analysis would need to
consider the effects of the change in government debt. Second, a balanced-budget
incidence analysis is one that assumes the revenue is spent, but then the distributional
effects depend on how the revenue is spent®. Third, a differential incidence analysis
assumes that the revenue is used to reduce some other tax, but then the distributional
effects depend on the effects of the tax being reduced. None of these alternatives
isolates the effects of the tax being raised! Still, however, one way to neuiralize the
effects of the use of the revenue is to assume that the government spends it exactly the
same way that consumers would have spent it [as in Harberger (1962)]. This balanced-
budget incidence analysis is equivalent to a differential analysis that uses the revenue
to reduce lump-sum taxes on consumers — but only if the money goes to exactly the
same individuals who were bearing the burden, so that they can spend it the same way

" The Flat Tax has been proposed in many forms. Perhaps the most well-known variant is due to Hall
and Rabushka (1995). Some plans have T’ = max[0,m(Y — 4)], so taxes are only positive, but 4 > 0
still means that the system is progressive: the average tax rate (I'/Y) is zero up to income ¥ =4, and
then it starts to rise with Y. Because T can be negative in Equation (1.1), this system is often called a
Negative Income Tax.

2 This statement ignores the benefits arising from the Medicare system, a point we take up below, as
well as the employer portion of the tax. However, our statement about the regressivity of the tax is not
affected by the fact that employers pay half the tax.

3 For example, the regressive effects of the social security payroll tax are substantially modified if one
includes the effects of using those revenues to provide progressive social security benefits.
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they were spending it before the first tax was imposed. Any other use of the revenue
with altered spending could itself affect prices.

An advantage of differential incidence analyses with lump-sum tax rebates is that
different analyses are additive in the following sense. If one study considers tax
proposal A with proceeds used to lower lump-sum taxes by X, and a second study
considers tax proposal B with proceeds used to lower lump-sum taxes by X, then the
two studies can be combined to analyze the differential incidence of a shift from tax
system A to tax system B (or vice versa). Fullerton and Rogers (1997) illustrate how
differential tax incidence can modify conventional thinking in the case of a uniform
consumption tax. Normally, a uniform consumption tax has the attractive property that
no commodity is tax-advantaged*. Yet, Fullerton and Rogers note that relative prices
still change, and consumers are differentially affected, if the uniform consumption tax
is used to replace an existing system that does have differential commodity taxes.

Up to now, we have been a bit vague as to the meaning of the burden of a tax.
A straightforward measure of the burden of a tax is the equivalent (or compensating)
variation. The equivalent variation (EV) is the amount of lump-sum income that a
person would give up to avoid a particular tax change (such as the imposition of a
tax or a complex change to a system of taxes). So long as the taxpayer can take some
action to influence the amount of taxes paid (short of tax evasion), the EV will exceed
the tax revenue collected from the taxpayer — and the difference is defined as the
deadweight loss of the tax. The true economic burden of a tax, therefore, exceeds the
revenue loss to the taxpayer unless the tax is lump-sum in nature. Figure 1.1 illustrates.
A commodity (X) is provided with perfectly elastic supply, S. The Marshallian demand
curve is DM, Prior to a tax, CF is purchased at a price of 0C. When a tax on X is
imposed, the supply curve shifts up to S’ (to reflect the cost of production inclusive of
the tax). Demand falls to AB and tax revenue of ABDC is collected. The equivalent
variation for this tax is the area between the old and new prices to the left of the
compensated demand curve (D) and equals ABEC. It exceeds the taxes collected by
the deadweight loss triangle BDE.

Note the strong informational requirements for this measure of tax burden. The
researcher needs to know the utility function (or equivalently the expenditure function)
to measure EV>. As we shall note below, a number of alternative measures of the
burden of a tax are used in practice. A second approach is to measure the change in
consumer’s surplus. Willig (1976) provides bounds on the income elasticity of demand
under which the change in consumer’s surplus provides a good approximation of EV. In
Figure 1.1, the change in consumer’s surplus is ABFC. A third approach is to measure

* Note, however, that Ramsey (1928) considerations provide no optimal tax rationale for uniform
consumption taxation except in certain circumstances.

3 Hausman (1981) shows how to recover the utility function and thus to derive the EV from observed
Marshallian demand functions. While this insight is important, it simply pushes back the information
problem from that of specifying the utility function correctly to that of specifying the demand function
correctly.
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Fig. 1.1. The economic burden of a tax
X on X.

the tax actually paid (ABDC in Figure 1.1)®. This approach ignores the component
of the economic burden arising from the deadweight loss. For small taxes, this can
provide a good approximation to the true burden of the tax, but for large taxes it
can significantly underestimate the true burden. Finally, another common approach is
simply to look at the change in net-of-tax prices following tax changes. In Figure 1.1,
only the consumer price changes (by AC), and the full burden of the tax is said to be
on the consumer.

Before finishing basic concepts and definitions, we have a few other useful terms.
A unit tax (t) is applied at a particular dollar amount per unit of the good or factor, and
so it raises a price from p to p + . An example is a “specific” excise tax. In contrast,
an aqd valorem tax (1) is some fraction or percentage of the product price, and so it
raises a price from p to p(1 + 7). An example is a local 8% sales tax. Any particular
tax law might be worded either way, and it might be analyzed either way so long as
the researcher is careful to employ the proper correspondences (such as 7 = ¢/p)’.
For consistency, we use just ad valorem rates below.

Another definitional device useful to incidence analysts is the unit convention, which
is just a way to define what is one unit of a good. Apples can be priced per pound,
per ton, or per bushel, and this choice has no real effect even though the price looks
very different. Therefore, we can define a unit as whatever amount costs one dollar
(before taxes). Then the initial price is one, and we can focus on tax changes that

6 The EV is the measure of burden in computational general equilibrium (CGE) models discussed
below, while the tax actually paid is used as the measure of burden in studies with incidence assumptions
[such as Pechman and Okner (1974)]. For taxes paid by businesses, such studies use specific incidence
assumptions to allocate the tax burden among income groups.

7 The different wording of the tax has been shown to matter in particular models, such as those with
imperfect competition. See Section 3 below.
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may raise that price or lower it. Similarly, if one person buys a car for $20 000 while
another buys a car for $10 000, we simply say that the first person has purchased twice
as much car. The price they face is the same ($1 per unit). This convention has the
added advantage that a one-cent unit tax is the same as a one percent ad valorem tax.

Finally, we must be careful about what is in the denominator of the tax rate. A fax-
exclusive tate is expressed as a fraction of the price excluding tax, while a tax-inclusive
rate refers to a fraction of the price including tax. An example of the former is a
50% sales tax that raises the price from $1 to $1.50, and an example of the latter is
an income tax that takes 33% of all income. These numbers were chosen to make the
point that the individual may be indifferent between these two taxes, since government
takes one-third of real resources either way. But it matters to the researcher: a 50%
sales tax is not the same as a 50% income tax! In this chapter, we primarily use a
tax-exclusive rate, so the net price is p and the gross price is p(1 + 7). Similarly, if T
is a wage tax, then the net wage is w and the gross wage is w(l + 7). This latter rate
needs to be interpreted carefully since it is not the usual income tax rate.

1.2. Log-linearization

Many recent studies of tax incidence have built large-scale computable general
equilibrium models that specify particular functional forms for production and for
consumer behavior and then calculate the effects of a large tax change on each product
price and on each factor return. Such models are necessary in order to capture much
detail with many production sectors, consumer groups that own different factors and
buy different goods, and large taxes that have non-marginal effects on prices.

On the other hand, many interesting conceptual questions of tax incidence can be
addressed using small models that can be solved analytically. Because we address many
such questions in this chapter using analytical “log-linearization” methods attributable
to Jones (1965), and because we wish to convey the methods of tax incidence analysis
to graduate students in economics, we now explain this method quite fully at the outset.
The basic point of this method is to be able to specify a set of general non-linear
production functions and consumer behavioral relationships, to convert these equations
into a set of simpler linear equations, and then to solve these linear equations in a way
that shows quite clearly the effect of a tax change on each price and on each quantity.

To explain why it is called log-linearization, consider the wage tax example
mentioned above where the net wage is w, the gross wage is w(1l + 1), and the price
of consumption is p. Defining W as the real gross wage cost to the firm, we have:

W=w(l+T1)/p. (1.2)

To make this nonlinear equation into a linear relationship, take natural logs of both
sides,

In(W) = In(w) +In(1 + 7) — In(p), (1.3)
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and then differentiate:
dW/W =dw/w+dt/(1+1)~dp/p. (1.4

Next, use a “hat” to denote a proportional change, so W = dW/W and p = dp/p.
For convenience, every tax rate is treated a little differently, where T = dr/(1 + 1).
Using these definitions, we have:

~

W=w+T-p. (1.5)

The nonlinear Equation (1.2) might be part of a system of nonlinear equations that is
difficult to solve, but this “log-linearization” technique can be applied to every one of
those nonlinear equations to produce a system of linear equations like Equation (1.5)%.
If the system has N equations with N unknowns, then it is easy to solve (using
successive substitution or Cramer’s Rule). For example, if the goal is to calculate
the effects of a tax change, 7, then the relevant unknowns might include changes
in equilibrium prices (W, W, p) and changes in equilibrium quantities such as labor,
capital, and output.

Before getting to a general equilibrium system of such equations, however, we
provide a complete illustration of the log-linearization technique for a simple partial
equilibrium model of just the labor market. Thus, other prices are fixed (so p = 0, and
W =W+ t). Even this simple model yields important and interesting results, however,
regarding the difference between statutory and economic incidence. Because workers
receive the net wage w, employers bear the statutory burden and face the gross wage
cost w(1 + T). Depending on labor demand and supply behaviors, however, the burden
can be shifted through a change in the equilibrium net wage.

To model such behavior, first consider the definition of the elasticity of labor
supply (L) with respect to the net wage (w):

s dLS/LS
T = dwiw

(1.6)

Using the hat notation (L¥ = dL5/L®), the nonlinear relationship in Equation (1.6) can
be rewritten as 7° = L°/W, and further re-arrangement provides:

iS5~ nSw, (1.7)

The point here is that we have taken a definition and turned it into a behavioral
equation: if the net wage changes by a certain amount, then Equation (1.7) tells us

8 Log-linearization is simply a first-order Taylor series approximation around the initial equilibrium. It
is completely appropriate for calculating the effects of a small tax change, but sometimes the method
has been applied to a large tax change such as the repeal of a tax — as if all of the denivatives were
constant.
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how labor supply responds®. It is one linear equation for our system. Next, if 7° is
the elasticity of labor demand (L?) with respect to the gross wage (W), then similar
rearrangement provides

P =P+ 1) (1.8)

In this model, we assume that 7” < 0 and 7° > 0 are known parameters. In response
to an exogenous tax increase (T > 0), behaviors follow Equations (1.7) and (1.8), but
reaching a new equilibrium means that the change in labor demand must equal the
change in labor supply:

IS =1P. (1.9)

We now have a system of three linear Equations (1.7, 1.8 and 1.9) in three unknowns
(LS, L, and W). We can solve for w in terms of exogenous parameters (7°, #°, and t)
by setting Equation (1.7) equal to Equation (1.8) and re-arranging:

W nP

R .t (1.10)
The expression in Equation (1.10) lies between 0 and -1, and it shows what fraction
of the tax is shifted from employers to workers '°. Each side of the market tries to
avoid the tax by changing behavior: a larger labor supply elasticity (7° > 0) in
Equation (1.10) means a smaller fall in the net wage to workers (W) ''. Or, if employers
can be more elastic (larger n° < 0), Equation (1.10) implies a larger fall in w (and
therefore less increase in the gross wage cost of employers). Certain special cases
deserve mention: if labor supply is perfectly inelastic (7° = 0), or if labor demand is
perfectly elastic (7 infinite), then the right-hand side of Equation (1.10) is —1, and
W = —1. Then the net wage w falls by the full amount of the tax, with no change in
the gross wage cost to employers.

The principle illustrated in Equation (1.10) extends to a tax in any kind of

competitive market. For example, a commodity tax burden will be shared by consumers
and producers based on the relative elasticities of demand and supply '2.

9 These elasticity definitions and resulting behavioral equations provide simple examples of log-
linearization, but later sections take more care to derive such behaviors from first principles. In
Section 2.2, we formally develop the relationship between the labor supply elasticity and primitive
preference parameters.

10 In terms of the measures of “burden” discussed in Section 1.1, this approach uses the price change
itself rather than the dollar amount of tax paid or the equivalent variation.

1 More precisely, 7° must be large relative to —7°.

12’ Hines, Hlinko and Lubke (1995) show that when demand and marginal cost curves are linear, both
buyers and sellers face the same percentage reduction in surplus upon iotroduction of a commodity tax
regardless of demand and supply elasticities. While the burden on consumers may be higher in absolute
terms if demand is relatively less elastic than supply, Hines et al. note that the benefits of the market
accrue predominantly to consumers (i.e., consumer surplus prior to the tax is greater than producer
surplus). The authors interpret this result as support for viewing commodity taxes as flat rate taxes on
market surplus, analogous to flat rate income taxes.
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We leave as a simple exercise the derivation of the economic incidence of a tax
on wage income when the statutory incidence of the tax is on workers rather than
on employers '*. This exercise demonstrates an important principle: in markets with
no impediments to market clearing, the economic incidence of a tax depends only on
behavior (1° and %”) and not on legislative intent (statutory incidence).

We next show some log-linearization techniques that are useful for building a general
equilibrium model where supplies and demands are not specified directly, as above,
but are instead based on maximizing behavior. Suppose that an output X is produced
using both labor L and capital X with constant returns to scale:

X =F(X,L). (.10
This functional form is very general and nonlinear. Differentiate to get:
dXzFKdK+FLdL, (112)

where Fx is the marginal product of capital (0F/0K), and F is the marginal product
of labor (0F/ 8L). Divide through by X, and we have:

dX _FxK dK FL dL

5z ¥ K + ¥ L (1.13)

Define O as the factor share for capital (rK/pyX), where r is the rental price of
capital and py is the price of X. With perfect competition, where r = pyFx and
W = pxFy, the factor share for capital will equal FxK/X and the factor share for
labor will equal F;L/X. And with constant returns to scale, factor shares sum to one,
so Equation (1.13) becomes:

X=0K+(1-6)L. (1.14)

While the production function tells us how total labor and capital yield total output,
this differential equation tells us how small changes in labor and capital yield changes
in output. It is a linear equation in three of the important unknowns (X, K, L).

Finally, for this section, consider the definition of the elasticity of substitution
between capital and labor in production (omitting taxes for the moment):

dK/L)/(K/L)
o dRILRL) 115
¢ d(w/rY/ (w/r) ( )
If we do the differentiation in the numerator, it becomes
Ldk -KdL L _dK _dL_, j (1.16)

L? K K L

'3 This exercise would require redefinition of w as the gross wage and w(l — ) as the net wage.
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Then, with a similar differentiation of the denominator, we have:

(1.17)

In fact, many use Equation (1.17) directly as the definition of the elasticity of
substitution. A simple rearrangement of the definition turns it into a statement about
behavior:

K-L=0oWw-5. (1.18)

This procedure converts the complicated nonlinear Equation (1.15) into a linear
equation. With the labor tax, where firms react to the gross wage w(l + 1), we would
have

Y a

K-L=0o(W+1T-F). (1.19)

For any exogenous tax change (with endogenous change in the wage and interest rate),
Equation (1.19) tells us how the firm reacts by changing its use of labor and capital.
It is one more linear equation for our system.

While a computational general equilibrium model must specify a particular
functional form for production, such as Cobb-Douglas or Constant Elasticity of
Substitution {CES), the production function in Equation (1.11) avoids this limitation.
It can be any function with constant returns to scale. However, this log-linearization
method is valid only for small changes. It does not require a constant factor share 6
(as in Cobb-Douglas) or a constant elasticity of substitution ¢ (as in CES); instead,
it only requires that we know the initial observed 8 and ¢. In the rest of this chapter,
we will use this logic to arrive at equations like (1.14) and (1.19) virtually without
explanation.

The main purpose of this subsection was to define log-linearization and to provide
a few examples. That purpose is completed, and so we are ready to start using this
method to derive important incidence results.

2. Static analytical models

We begin our survey by looking at static economic models of tax incidence. Such
models are particularly good for analyzing taxes that do not affect saving or investment.
Many of the insights that we can glean from these models are more general and carry
over to richer, complex models with a full specification of saving, investment, and
intertemporal optimization.
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2.1. Two-sector general equilibrium model

We first turn to the two-sector general equilibrium model with two factors of production
(capital, K, and labor, L). Production of two goods (X and Y) occurs in a constant
returns to scale environment:

X = F(Kx, Lx), Y = G(Ky,Ly). (2.1)

Each factor has a fixed total supply but can freely migrate to either sector (with no
unemployment). Thus

Ky + Ky ZK, Ly +Ly =L (22)

Also, since each factor is fully mobile between sectors, it must earn the same after-tax
return in both sectors '4. Harberger (1962) used this model to consider a tax on capital
in one sector. Before considering Harberger’s specific experiment, we set up the model
more generally to consider a number of taxes. In all cases, we return the tax proceeds
lump sum to consumers, all of whom are identical. Because all consumers spend their
money the same way, we can focus on incidence effects on the sources side '°. Income
for capital is 7K (where r is the nominal return to capital), while income for labor is
wL (where w is the nominal wage rate). Since K and L are fixed, we can focus on
changes in the ratio of r to w to see how the burden of the tax is shared.

We develop the model using equations of change, the log-linearization method of
Jones (1965) described above. Totally differentiate the equations in (2.2) to get

hixLy +dyLy =0, JxxKx +AgyKy =0, (2.3)

where A,y is the fraction of labor used in the production of X (the original Ly /L,
before the change). The other A terms are defined similarly.

Production technology can be represented by the elasticity of substitution between
K and L for each good (0x and oy):

Ky —Ly=o0x (W+ Ty —F—Tkx) Ky-Ly=o0y (W+ Ty —7—1y),
(2.4)
where 7; = dt;/1 + 1; is a tax on factor income (i = L,K) in the production of
good j(j = X,Y).

14 This model is characterized by the “perfect” assumptions (such as perfect competition, perfect
mobility, perfect information, and perfect certainty). Harberger (1962) provided an extremely useful
benchmark case that can be solved easily, and he established a research agenda for virtually all of the
following incidence literature: what happens with imperfect competition, imperfect mobility, uncertainty,
variable factor supplies, unemployment, nonconstant returns to scale, an open economy, some other
distortion such as an externality, more than two factors, more than two sectors, or more than one type
of consumer?

!5 Harberger assumed homothetic and identical preferences and that government used the revenue to
purchase X and Y in the same proportions as do consumers. With either Harberger’s assumption or ours,
one can ignore uses side effects of the partial factor tax.
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Capital is paid the value of its marginal product in competitive markets:
pxFx=r(l +1xx), prGx =r(l1+ 1xy), (2.5)
just as labor is paid the value of its marginal product in each industry:
oxFL=w(l+ 1), prGL=w(l+1Ty), (2.6)

where py is the producer price of X and py the producer price of Y. Given
Equations (2.5) and (2.6), and constant returns to scale, the value of output in each
industry must equal factor payments:

pxX: W(l +TL,\I) Lx+r(1 +TK,\') Kx, pyY=W(1 +TLy) Ly+r(1 +'L'Ky) Ky.

2.7
Totally differentiate the equations in (2.7) and evaluate at 7;; = 0 to obtain:
Px +X = Oy (F+ Txx +f(x) + 0 (ﬁz+ Tix +ZX) ,
(2.8)

ﬁy+ f’ = 91(}' (;'+ %Ky +i<y) +6Ly (W+%Ly +zy) )

where the 0’ are the factor shares. For example, Oxy is the share of sales revenue in
sector X that is paid for capital (Oxx = r(1 + xx) Kx/(pxX)).

In a similar fashion, we can totally differentiate the production functions in
Equation (2.1) and use Equations (2.5) and (2.6) to obtain

X = OxxKx + OxLy, Y =0kyKy + 6,1y, (2.9)
Note for future reference that the shares of each factor’s use add to one,

Arx + Ay =1, Axx +Axy = 1, (2.10)
and that the value shares going to each factor within an industry must add to one:

Oxx +Orx =1, Oxy + Oxy = 1. (2.11)

Finally, we can characterize consumer preferences by the elasticity of substitution
(in demand) between X and Y (0p): !¢

/{’—?Z*O’D (ﬁx+i’x—ﬁy—%y), (212)

where the consumer price for X is p,(1 + 1) and 1, is an ad valorem tax on X. The
consumer price for Y is similarly defined.

16 Consumer behavior is captured by preferences (as represented by the elasticity of substitution between
X and Y) and the budget constraint. Equation (2.12) would also hold in a more general model with a
labor-leisure choice if leisure is separable and the sub-utility function for X and Y is homothetic. The
consumer budget constraint here is unnecessary, as it is implied by Equation (2.7) and the assumption
that tax revenues are rebated lump sum to consumers (an example of Walras’s Law).
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Equations (2.3), (2.4), (2.8), (2.9) and (2.12) are nine equations in the ten unknowns
X7, Pxs Py, W, F, Ly, Ly, Ky and Ky. Since we focus on real behavior (no money
illusion), we must choose a numeraire (fix one of the price changes to zero), giving
us nine equations in nine unknowns.

Setting up the system at this level of generality allows us to illustrate a basic
equivalency between two tax options. For plan 1, consider an equal tax increase on
labor and capital used in the production of X (with no change of tax rates in Y). Define
T as this common increase (T = Txx = #.x). Equations (2.3), (2.4), (2.9) and (2.12)
are unchanged. Equation (2.8) becomes

P —T+X = Oy (?+kx)+9u (W+1:X),

. : : 2.8

ﬁy +Y= BKy (;' +Ky) + BLy (W+Ly) ,
where p) is the change in py under this plan. As an alternative, consider plan 2 with
an output tax on X defined by T = %y (and 7y = 0), where this 7 is the same size as
the one above. In this case, Equations (2.3), (2.4), (2.8) and (2.9) are unchanged while
Equation (2.12) becomes

A

X7 -op(B2+t-py). (2.12))

foy

Then it is easy to show that the equilibria under the two tax systems are the same: so
long as p} = p% + 7, then all other outcomes are identical. Basically, p} is the change
in the price paid by consumers in plan 1 where px must rise to cover the tax on factors,
while p + 7 is the price paid by consumers in plan 2 when the tax is on output. This
points out a basic tax equivalence: an equal tax on all factors used in the production
of a good yields the same incidence effects as a tax on output of that industry. Below,
we discuss other tax equivalencies noted by Break (1974) and McLure (1975).

Before analyzing this system further, we pause to note that this very simple model
is quite flexible and can be used to analyze a number of different problems. In the next
section, we consider a special case of this model.

2.2. Special cases: one-sector model

With suitable modifications, the general model can be recast for various interesting
special cases. We consider a one-sector model in some detail, in which one good is
produced using labor and capital. We interpret the good Y in the Harberger model
as leisure produced by the production function ¥ = Ly. We can now interpret the
labor market constraint in Equation (2.2) as a time constraint where time can be
spent providing labor (Ly) or leisure (Ly = Y). The price of leisure is the net wage
rate (py = w). No capital is used in the production of leisure, and all capital is used to
produce X (Kx = K). Thus, Ky is fixed in the short run (though competition among
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firms in X means that capital continues to be paid the value of its marginal product).
The equations defining the system now become

A.szx + ALyf’ = 0,
ZX = Oy (;‘+%Kx—w—%1‘x),
ﬁx+/?:61(x (;‘+ %KX)+6LX (W%—%Lx%—zx), (213)
X = BLXiX,
)?_?:UD(W_ﬁX_%X),
from which we can solve for X, 7, Px, W, F and Ly (with one numeraire). To begin
solving, we can eliminate leisure (Y) from the system and reduce it to market variables

only. Solve the first equation of (2.13) for ¥ and substitute into the fifth equation, to
get:

1:=0X (;+%K—W—%L),
p+X=0¢ (F+ix)+6, (W+%L+1:), @.14)

=6.L,

+oL=0p (W-p-1x),

where ¢ = A.x/ ALy is the ratio of labor to leisure. We also drop the subscript X since
the system now has only one market good.

The analysis of a tax on capital is very simple. Note that 7 and x always appear
together as 7 + Tx in all equations of (2.14). Therefore, as long as # = —ix in the first
two equations, nothing else is affected. Thus, the tax on capital is borne fully by owners
of capital — an unsurprising result since capital is inelastically supplied.

Next consider just a tax on labor. Using Equation (2.14), we can set Tx = Ty =0,
choose X as numeraire, and solve for p, L, X, 7 and W as functions of 1. Simple
manipulation reduces the system to two equations in two unknowns:

PONION

L

Rather than immediately solve for w and 7 as functions of 7;, we first rewrite
these two equations in terms of labor demand and supply elasticities. From the second
equation in (2.15) we have:

P=—(60/6k) (W+1L). (2.16)
Next, substitute that into the first equation in (2.14) to get
. Oy ,. . A oa
L= (i) =P (4 1), @17)
/9

where 7° is the elasticity of demand for labor with respect to its cost. This equation
shows how the general equilibrium model can be used to generate the earlier simple
partial equilibrium behavior as a special case.
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To derive the elasticity of supply for labor, it is convenient to work with the
individual budget constraint. Defining M as non-labor income (i.e., capital income),
this budget constraint is

pX =wL+M. (2.18)

Retaining the output price for the moment, as if we had not yet assigned a numeraire,
totally differentiate this constraint to get

p+X=6, (W+IZ)+9KM. (2.19)

We next combine Equation (2.19) and the fourth equation in (2.14) and rearrange to
get an expression for labor supply as a function of prices and income:

(0 +9) L=(0p - 0.) (v )~ 0k (¥ - p). (2.20)

Equation (2.20) is a key equation from which we can recover a number of important
behavioral parameters. First, note the absence of money illusion. If all prices and
nominal incomes change by the same percentage (W = p = M), then Equation (2.20)
implies no effect on labor supply (L = 0). Hence, we can operate with or without
the numeraire assumption. Second, note that labor supply can be affected by any
change in the real wage (w/p) or in real income (M/p). If we hold real non-labor
income constant, then the last term in Equation (2.20) is zero, and the labor supply
elasticity (n°) is defined by

L

w-p)=n(w-Dp). .21

This 7° is an uncompensated labor supply elasticity. The first term in its numerator is
the substitution effect, while the second term is the income effect. For the incidence
analysis below, we assume no initial taxes and that the revenue from the introduction
of this labor tax (%) is returned to households in a lump-sum fashion. Thus, income
effects are not relevant, and we need the compensated labor supply elasticity (72)".
From Equation (2.21) it is evident that this elasticity is '%:

__%
= %o (2.22)

'7 Note that income effects can be ignored if one starts at a Pareto-optimum. Otherwise, income
compensation won’t eliminate the full income effect.

18 The compensated labor supply elasticity can also be derived from an application of Slutsky’s
Equation.
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Using L = 2w together with L = n°(W + 7,) from Equation (2.17) yields:

_n”
n—n’

(2.23)

)

and substituting this into Equation (2.16) yields:

P _ (b ’_’75>
i (o) %) @20

These two equations are the general equilibrium solution for the effects of the labor
tax 7; on each factor price, expressed in terms of parameters. Yet note the similarity
between Equation (2.23) in the general equilibrium model and Equation (1.10) in the
partial equilibrium model. The only difference is that the partial equilibrium model
ignores the use of the revenue and therefore employs an uncompensated elasticity,
whereas the general equilibrium model assumes return of the revenue and therefore
uses a compensated elasticity '°.

Finally, for the one-sector model of this section, we turn to consideration of an
ad valorem tax on output at rate Ty. Since the producer price is fixed at p = 1
(our numeraire), the consumer price p(1 + 7x) will rise. And since the real wage is
w/ (1 + Tx), the change in the real wage is W — Tx. Using steps similar to the derivation
of Equations (2.23) and (2.24), we find how real factor prices adjust to a change in

Tx:
P s )
= = -1, 2.25
TX (n(_s; _ T]D ( )
and
Pty 8. [ - )
= == | ——=]-1L 2.26
Tx 0/( (7]‘2: — T]D ( )

Again, we see how relative elasticities matter.

This section illustrates the circumstances under which a partial equilibrium model
can be viewed as a special case of a general equilibrium model?®. Anybody who writes
down only the simple Equations (1.7) and (1.8) for demand and supply of labor can

!9 If the tax revenues were used to finance a government project, which employs some labor L or
output X, then earlier equations would have to be re-specified. However, if that government project is
separable in the individual’s utility function, then the result in Equation (2.23) would be identical to
Equation (1.10).

2 In a model with many consumption goods, the same kind of isolation of the labor market is possible
by assuming separability between leisure and consumption and homotheticity in the sub-utility function
defined over the consumption goods.
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Table 2.1
Two sector-two factor model

(X’ - f') =-0p(px —By)-0p (Ix — Ey)
(By — By) =By — Oiy) (W — F)+ (Txy — Ty ) +Ox (Trxe ~ Tk ) — Oy (Fry — Txy) 2.27)

(Arx — Akx) (/? - Y) = (0x (Arx Oy + Agy by ) + 0y Ay Oy + Ay Oy DR - 7)

+ Oy (ALy Okx + Agx O1x) (%LX - i'K,\') + 0y (ALy By + Agy Ory) (%L)' - ik)’)

say it is a general equilibrium model with one sector that uses two inputs, where utility
is defined over leisure and consumption. A similar procedure, left as an exercise, could
develop a model of the market for commodity X with an elasticity of demand for X
and supply of X, in order to study the effects of a tax on X. A corresponding general
equilibrium model could be constructed to include only two goods in utility (X and Y),
one factor like labor that is mobile between production of either good, and another
factor that is specific to each industry?'. Then the elasticity of demand for X would
depend primarily on the elasticity of substitution in utility, and the elasticity of supply
of X would depend primarily on the elasticity of substitution in production.

Overall, this section has shown how results in the literature that uses a one-sector
model can be derived directly from the two-sector model of Harberger (1962).

2.3. Analysis of the two-sector model

We now return to the original model in Section 2.1 with two sectors and two factors.
Incidence on the uses side is based on the change in px/py, while incidence on the
sources side is based on the change in w/r. We therefore simplify the analysis by
reducing the system of nine equations to three, where the unknowns are (px — pr),
(W—#) and (X - ¥). We solve for these unknowns in terms of exogenous parameters
(like the 0 and A shares) and exogenous tax changes (the various 77s).

The first equation of our system is Equation (2.12), repeated below as the first
equation of (2.27), shown in Table 2.1. To get the second equation of our system,
substitute Equation (2.9) into (2.8) and then subtract the second equation in (2.8) from
the first one. The result is the second equation of (2.27) in Table 2.1.

2L If the production function is X = F(Ly, K ), where Ly is mobile and Ky is fixed, then the industry
will supply more of X as its price rises, by bidding more labor away from the other industry.
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Table 2.2
Tax equivalencies
Ty and Txx — Ty
and and and
Ly and Tgy - Ty
i i
173 and T — T

To get the third equation, first use Equation (2.9) and subtract its second equation
from its first equation. Then use Equation (2.4) to get:

X ¥ =Ly—Ly+(Bkx0x — Oky 0y) (W—7) + Okx Ox (Frx — Txx ) — Oky 0y (Tuy — Txy) -
(2.28)
Then Equations (2.3) and (2.4) can be combined to show that

1

—( (AKXaX +A.Ky0y)(ﬁ1—;') + Agx Oy (%LX — %KX)
Arx — Axx

i =
o (2.29)

+ Agy Oy (%LY - %KY)) .

Substitute Equation (2.29) into (2.28) and simplify to get the third equation in our
system (Equation 2.27 of Table 2.1).

The three equations in (2.27) can be solved for the three unknowns (px — py,
W —#, and X — ¥) as functions of the changes in tax rates. Note that the system in
Equation (2.27) has not yet assigned a numeraire, and that it includes all possible tax
rates. Before solving, we return to the topic of tax equivalencies, and then provide a
graphical analysis of a marginal increase in the tax on capital income in sector X 2.

In our initial setup of the two-sector model (at the end of Section 2.1), we noted
that a tax on both factors in one industry (with T,y = Txx) is equivalent to a tax on
the output of that industry (Zy). This result appears in the first row of Table 2.22°,

Using the equations in this section, we can now explain the first column of Table 2.2,
which says that a tax on both industries’ use of labor at the same rate is equivalent to a
tax on the consumer’s labor income. To show this, using our system of three equations,
set all T,y = 7,y and replace those rates with 7;. Then note that the terms W — 7+ 7,
appear together throughout the system of three equations, and thus a new equilibrium
holds with w = —1; and with no change in any quantity or in the ratio of the gross
wage to the interest rate. The entire burden of this tax falls on labor, because it applies

22 Our graphical analysis is from Atkinson and Stiglitz (1980), but see McLure (1974) for another
graphical exposition.
23 See Break (1974), McLure (1974) and Atkinson and Stiglitz (1980).
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at the same rate in both sectors, and labor has fixed total supply. In this model, a tax
on a factor in both sectors is a lump-sum tax and affects that factor only.

In the bottom row of Table 2.2, either 7; or 7x is a lump-sum tax, so the two together
is a lump-sum tax on all income, 7. In the final column, either 7y or 7y alone would
change production and impact various prices, but Ty and 7y together at the same rate
is equivalent to a lump-sum tax on all income, T, with no effect on any allocations or
relative prices. A simple look at the consumer’s budget constraint shows that a tax on
both goods at the same rate is the same as a tax on both factors at the same rate.

Next we turn to the graphical analysis of our three equation system (in Equa-
tion 2.27). Consider the special case of a tax on capital income in sector X, holding
all other tax changes to zero. The first equation in (2.27) relates the relative demand
for goods (X /Y) to the ratio of prices (px /py). In Figure 2.1, this downward sloping
demand equation (D) is graphed in the upper right quadrant?*. The third equation
relates the relative supply of goods (X/Y) to relative factor prices (w/r). It is drawn
as an upward sloping function in the upper left quadrant of Figure 2.1, for the case
where X is relatively labor intensive (A.y > Axx). In this case, as the production of X
rises relative to the production of Y, the demand for labor rises relative to demand
for capital (which raises the wage rate relative to capital return, w/r). Finally, the
second Equation (2.27) relates output prices to factor prices. Assuming X is more
labor intensive in value (f.x > 0Ory), an increase in w/r increases the price of X
relative to the price of Y. This relationship is graphed in the lower right quadrant of
Figure 2.1.

We now use those two curves together to “derive” the supply curve (S) in the upper
right quadrant. First, start with a given output price ratio (point A; on the horizontal
axis). Through the curve in the lower right quadrant, this output price ratio implies
a particular factor price ratio (point A;). Follow this factor price ratio through the
45° line in the lower left quadrant to the upper left quadrant where the factor price
ratio (point Aj) implies a particular output ratio. Together with the original output
price ratio at A, this output ratio gives us a point on a “supply” schedule (A4). Then,
starting at a different output price ratio, (e.g., By), we can find another output ratio
and thus sketch out the upward-sloping supply schedule (S). The intersection of this
supply schedule with the demand curve (the first equation) indicates equilibrium in
Figure 2.1.

Next consider how a capital income tax (7gxx) changes the equilibrium (see
Figure 2.2). The point Eg indicates the pre-tax equilibrium, and E, indicates the post-
tax equilibrium. In the lower right quadrant, the tax on capital in sector X shifts the
output price curve to the right, reflecting a higher price for good X (for any given

4 The first equation is a linear equation in the form (X’ - }") =a+ b(py — py), but this linear equation
is derived from a nonlinear equation in the form X/ Y = A(py/py)". Starting with the latter equation,
take the natural log of both sides and differentiate to get the former equation. Thus (X/7Y) in Figure 2.1
is a nonlinear function of (py/py).
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Fig. 2.2. Partial factor tax in general equilibrium.

factor price ratio). Meanwhile, in the upper left quadrant, the tax also shifts the factor
demand curve to the left, reflecting a desire to shift out of capital and into labor (for
any given output combination). The desired shift from capital to labor raises the wage
rate relative to the interest rate (point W) relative to Wp).
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These new curves can be used to trace out a new “supply” curve in the upper
right quadrant that is unambiguously shifted down and to the right, which means an
unambiguous increase in py/py and an unambiguous decrease in X/ Y. The effect
on w/r 1s ambiguous, however. This tax may be borne disproportionately by capital
(W~ # > 0), by labor (W —# < 0), or in proportion to their income shares (W — # = 0)°.
We now derive the effect on w/» from a change in 1xy (holding all other tax changes
to zero). The three-equation system above can be solved to obtain our version of the
famous Harberger (1962) equation:

1 n
W—r= B [UXG_Y — OpA* BKX] TKX 5 (230)

where a, = BKiALi + BL,'A.K,-, i = X, Y, AF = ALX — A'K,\'a 6* = GL)( — 61_)' and
D = 0pA*6* + Oyax + Oyay. This denominator is unambiguously positive?®. In the
numerator, the first term in brackets is positive, while the sign of the second term
depends on the relative capital intensity of the taxed sector. If X is capital intensive
(ALx < Agx), then this subtracted term is negative, the whole numerator is positive,
and Ty raises w/r (the burden is disproportionately on capital). This case is clear
because the tax applies to capital, but only in the capital-intensive sector! If X is labor
intensive, however, then the outcome is ambiguous: the tax is a partial factor tax on
capital, but it is imposed on the labor-intensive sector.

The impact of a tax on capital in sector X can be decomposed into two components:
a substitution effect and an output effect. The first term in brackets on the right-hand
side of Equation (2.30) represents the substitution effect and is unambiguously positive
(indicating how the burden of the partial capital tax falls on capital). Its magnitude
depends on the degree of factor substitution in the taxed industry (dx). The second
term reflects the fact that the tax applies only in one industry, so it raises the price of
that good and thereby induces a shift in demand from X to Y. As capital and labor
are shed by the taxed sector, they must be absorbed by the other sector. If sector X
is labor intensive (ALx > Aky), the wage rate must fall for sector Y to be willing to
hire the excess labor. The magnitude of this output effect depends on the elasticity of
substitution in demand (0p). In this case (and as drawn in Figure 2.2), the output and
substitution effects offset, and it is impossible to say whether w/r will rise or fall in
response to a tax on Ky .

25 With no change in relative factor prices, burdens cannot differ on the sources side: the tax merely
raises the price of the taxed good, relative to factor prices. Capital and labor spend the same fraction of
their incomes on the taxed good, so the two factors bear burdens in proportion to their shares of national
income. Thus, capital’s burden can only be larger than labor’s burden if » falls relative to w.

6 To show that D is positive, first note that all parameters in the second and third terms are positive.
Then, to show that the first term is positive, we show that (A, — Agy) and (8,x — O.y) must be of
the same sign (either both positive or both negative). We have 0,y — 6,y equal to 8;xOxy — Oxx Ory,
which in turn equals (wr/(py Xpy V)N LxKy —KyxLy). If 6. — O,y > 0, then Ly Ky — Ky Ly > 0, which
implies that A; x Agy — Ay Agy = Ay ~ Agy > 0. However, this result is only guaranteed in a model with
no other taxes.
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The system of three equations in (2.27) includes many possible tax rates to analyze,
but the methods are all similar to the methods just employed to analyze txy. We just
make one last point about one other tax rate, a tax on the sale of X (Tx > 0). Solving
for W — 7 as a function of Iy yields

_0p (Arx — Axx) 5

5 X, (2.31)

W—F=
where D is as defined above. Note that this is precisely the output effect from the
partial factor tax in Equation (2.30). This result follows because either Oy Txx or Ty
equals the change in tax revenue as a fraction of the consumer expenditure on X

Equation (2.30) can be generalized to allow for non-homothetic preferences and
public demand for consumption goods that differs from private demand. Vandendorpe
and Friedlaender (1976) have carried out this analysis. Their model also allows for pre-
existing distortionary taxation. Consider an experiment in which the partial factor tax
on capital used in the production of X is increased, with revenues returned lump sum
to consumers. Thus, public demands for X and Y are fixed, while private demands
(X*, Y?) can change. This more-general model now provides a demand-side force
affecting the change in w/r. Equation (2.30) becomes

1 o ax ] A
W—r= B [GXaX - O'DA,' HKX + A,*T)B] TkX s (232)

where 0p is the elasticity of substitution between X and Y in consumption suitably
modified to account for government consumption of a fraction of output,

() ()

is the difference in income elasticities weighted by the share of private consump-
tion (X*, Y?) in total output (X, Y), and B is a measure of the initial excess burden of
pre-cxisting taxes. This B will be negative to the extent that X is initially taxed more
heavily than Y.

Relative to the original Harberger Equation (2.30), the third term inside the brackets
in Equation (2.32) is an added demand-side effect. Intuitively, we can track this added
effect in three steps, in the case where B < 0. First, an increase in taxes on capital
used in the production of X increases the relative burden on X and adds to the excess
burden of the tax system. This burden effect is first order and constitutes a reduction
in real output (and hence income) to society. Second, the term 7 translates this real
income loss into a relative shift in demands for X and Y. Imagine that preferences
were still homothetic, so that income elasticities equal 1, but that the private share of
consumption of X is less than the corresponding share for Y. In that case, 7} < 0.
The loss in income induces a drop in both private demands (X? and Y?), but public
demands are fixed. In this case, (X”/X) < (Y*/Y) means that the drop in total demand
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for X will be less than the drop in total demand for Y. Factors must shift over from
production of Y to X. Third, A* translates the change in relative-output demands into
changes in relative-factor demands. If production of X is more labor intensive (A* > 0),
the shift in production from Y to X will increase the demand for labor. This will
drive the wage rate up relative to the interest rate. Note that A*7B is positive, based
on our assumptions in this example, so we get the desired positive effect on w — 7.
Equation (2.32) indicates precisely how Harberger eliminates this demand-side effect.
He assumes homotheticity and that public consumption of X and Y are in the same
proportions as private consumption, which together ensure that 7 equals zero.

Recognizing the tremendous usefulness of the basic Harberger model, many
economists in the following decades developed many other extensions, generalizations
and applications. As one example, Mieszkowski (1972) considers the incidence of the
local property tax in an extended model with three factors of production (land, as
well as labor and capital). As another example, McLure (1970) considers the effects
of imperfect factor mobility. These extensions and generalizations are important, but
beyond the scope (and page limits) of this chapter. Readers can find thorough reviews
of this literature in McLure (1975) and in Shoven and Whalley (1984).

2.4. The corporate income tax

The original paper by Harberger (1962) uses the general equilibrium model to analyze
the corporate income tax. To do this in a two-sector model, he must assume that the
whole corporate sector produces only one output (X), and that the corporate income
tax is effectively a tax on all capital used in that sector (Tx). We now turn to some of
the special cases of his model, to illustrate the impact of a tax on corporate capital. As
in Harberger, we can choose the wage as numeraire (W = 0) and focus on the return
to capital to indicate relative factor returns.

First, when do we know that 7 < 0 (the burden of the tax falls disproportionately
on capital)? From Equation (2.30), a sufficient condition for this outcome is that the
corporate sector is capital intensive. However, a different sufficient condition can be
found by a rearrangement of the numerator to include (0y — 0p) A x Oxx as the only
term with ambiguous sign. Then gx > gp is a sufficient condition for 7 < 0. In other
words, this tax on capital in X disproportionately burdens capital if firms in X can shift
out of capital more readily than consumers can shift out of X. In fact, higher gy always
raises the burden on capital; as it approaches infinity, the limit of Equation (2.30) is
—7 = Tgx (the rate of return falls by the full amount of the tax). Because the return
falls by the full amount of the tax in both sectors, the total burden on capital is more
than the revenue. The cost of capital is unchanged in X, and lower in Y, so labor
gains!

Second, we can ask, under what conditions is the tax burden shared equally between
labor and capital (# = 0)? As gy in the denominator of Equation (2.30) approaches
infinity, we can see that 7 approaches zero. A large value of 0y just means that the
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untaxed sector can absorb whatever excess capital is no longer used in the taxed sector.
Another way to guarantee that 7 = 0, from Equation (2.30), is to have

Jp (ALX — AKX) BKX = Oy (Au BKX + A-KX BL)() . (233)

Necessary conditions are that the corporate sector is labor intensive (ALy > Agx) and
that consumers can readily substitute (0p > agy)?’.

Third, when can this partial tax on capital fall disproportionately on labor? The taxed
sector must be very labor intensive for the output effect to dominate the substitution
effect and not just to offset part of it.

Fourth, when does the entire burden of the tax fall on capital? This special outcome
occurs where dr(I? ) = —d1gx (rKx), which says that the fall in capital income equals
the tax revenue collected. For the initial imposition of the tax, where dTxx = T, this
equation can be rewritten as

~

7

LA (2.34)
Tkx
In the special case where gy = 0y = 0p, substitution of this single ¢ into

Equation (2.30) shows that it is multiplied times everything in the numerator, and
everything in the denominator, so it factors out and disappears. Further rearrangement
finds that D = 1 in the denominator and that the bracketed expression in the numerator
equals Agy. Thus, the case with all the same elasticities of substitution yields the result
that capital bears the entire burden of the corporate income tax. A further special case
of this special case is the Cobb—Douglas case where all elasticities of substitution are
one 2.

The original paper by Harberger (1962) considered plausible parameter values
and likely empirical outcomes. First, he finds that the corporate sector is indeed
labor intensive. This result itself is sometimes surprising to those who think about
the corporate sector’s large manufacturing plants, but remember also the number of
workers at those plants: labor intensity is relative, and the non-corporate sector includes
a lot of agriculture where a single worker can sit atop a large harvester covering
many acres of valuable land (which is part of capital in the aggregation with only
two factors). The labor intensity of the corporate sector is important because it means
that the burden of this tax on capital might be on labor.

Next, Harberger considers alternative values for the key elasticities of substitution
(ox, oy, and 0p). He considers some of the 27 possible combinations that can arise
when each of those three parameters can take any of three values (0.5, 1.0, and 1.5).

27 The second condition follows from the fact that A,y Oy + Axy Orx = Okx (Brx — Axx) + Ay

28 In fact, as shown in McLure and Thirsk (1975), the case where all utility and production functions
are Cobb-Douglas yields an easy analytical solution for the incidence of a large tax (without using
log-linearization techniques that are limited to small changes).
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Sometimes capital bears less than the full burden of the corporate income tax (txy),
and sometimes it bears more than the full burden of the tax, but the main message
coming out of his original 1962 paper is that capital is likely to bear approximately
the full burden of the corporate income tax, more or less. And capital mobility means
that the burden is on all capital, not just corporate capital.

To explain this empirical result, it is important to remember the conceptual result
above that capital bears the full burden of the tax anytime the three elasticities are
equal (Oxy = 0y = 0p). Then, if one of those parameters varies above or below the
common value, capital’s burden will be somewhat more or less than the full burden
of the tax.

Harberger’s main focus was the sources side, finding the change in relative factor
prices (r/w). He ignored the uses side by assuming that all consumers as well as
the government buy X and Y in the same proportions. Although his 1962 paper
did not solve for relative goods prices, the same model can also be used to solve
for the other unknowns such as py and py (where labor is numeraire). Interestingly,
even while capital is bearing the full burden of the tax, 1xy also raises the price
of X (thus placing additional burden on those who in fact consume disproportionate
amounts of X') and lowers the price of ¥ (thus providing gains to those who consume
more than the average amount of Y). That untaxed industry experiences a fall in their
cost of capital, while the wage is fixed at 1.0, so competition among firms in the
industry means that the output price must fall. In other words, even though the main
effect of this tax is that government confiscates resources from the private sector, one
of the effects is that some individuals are made better off — anybody who earns most
of their income from labor and who spends disproportionately on products of the non-
corporate sector.

Many of the empirical studies reviewed below choose to follow the original
Harberger (1962) result that all capital income bears approximately the full burden
of the corporate income tax, and thus they allocate that tax in proportion to the capital
income of each household. However, Harberger assumed (1) a fixed capital stock,
(2) a closed economy, (3) no financing decisions, and (4) no uncertainty. We therefore
note four challenges to his modeling of corporate tax burdens.

First, in an intertemporal model, the corporate tax might reduce the net rate of return
only in the short run, until savings fall enough to reduce the future capital stock and
raise the return back up to its long run rate. The smaller capital stock means a lower
wage rate, so labor can bear more than the full burden of the tax [e.g., Judd (1985a)].
This possibility is discussed in Section 4 below (dynamic models).

Second, in a small open economy with international capital mobility, the corporate
tax might just drive capital elsewhere so that domestic savers earn the same net return
as before. This drives down the domestic capital stock, and thus the domestic wage
rate, so again the burden falls on labor [e.g., Mutti and Grubert (1985)]. Yet Bradford
(1978) shows that capital does indeed bear the burden of a local tax on capital, in the
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aggregate. The tax burden is not on local investors but is spread across all investors
worldwide ?’.

Third, if investment is financed by debt, then the return is paid as tax-deductible
interest. If investment proceeds to the point where the marginal unit just breaks even,
with no return above and beyond the interest paid, then no corporate tax applies to the
marginal investment. Indeed, as pointed out by Stiglitz (1973), all corporate investment
may be financed by debt at the margin. If so, then the corporate tax is a lump-sum tax
on infra-marginal investments financed by equity. Then it does not distort the allocation
of resources, and it does not affect the return in the non-corporate sector.

Fourth, as pointed out by Gentry and Hubbard (1997), much of the corporate tax
applies not just to the risk-free portion of the return to equity-financed investment,
but also to a risk premium, to infra-marginal profits, and to lucky windfalls. This
has implications for a differential tax incidence analysis of a switch from an income
tax to a consumption tax. Such a switch would eliminate the tax only on the first
component, and it would continue to tax the other components. Then, since those
other components of capital income are concentrated in the top income brackets, they
argue that a consumption tax is more progressive than estimated under conventional
incidence assumptions. In other words, typical differential incidence studies of a shift
from income to consumption taxation err by assuming that the burden of the corporate
income tax falls on all capital income, which is disproportionately concentrated in high
income brackets, because most of that capital income would still be taxed under a
consumption tax. The corporate income tax adds only the burden on risk-free returns,
which are not so concentrated in high-income brackets.

2.5. The property tax

Local jurisdictions typically impose a yearly tax on the value of real property — both
land and improvements. Alternative “views” of the incidence of this tax have been hotly
debated, and general equilibrium analysis has radically changed economists’ thinking.
First, the property tax has been viewed as an excise tax on housing services that is
regressive because housing expenditures are a high proportion of the budgets of low-
income families. This “old view” is typically associated with Simon (1943), but it dates
back to Edgeworth (1897). Second, the property tax has been viewed as a profits tax on
capital income that is progressive because that source of income is a high proportion
for high-income families. This view is called the “new view,” although it originates
with Brown (1924). Perhaps it is new relative to Edgeworth (1897)!3¢

2 See the discussion in Kotlikoff and Summers (1987). In contrast, Gravelle and Smetters (2001) argue
that imperfect substitutability of domestic and foreign products can limit or even eliminate the incidence
borne by labor, even in an open economy model. They find that the tax is borne by domestic capital, as
in the original Harberger model.

30 The property tax has also been viewed as a tax on site rents that is shifted to landowners. Marshall
(1890) provides an early statement of this “classical” view, but Simon (1943) points out that classical
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Mieszkowski (1972) reconciles these views in a Harberger general equilibrium
modeling framework. If 7; is the tax rate on property in community i, we can
decompose the rate into two components as T; = T + & where T is the average property
tax rate over the entire country, and & is the deviation of the local rate from the
national average. By construction, the average of g across all communities is zero.
Mieszkowski argues that the first component of 7; can be viewed as a national tax on
housing capital at rate T. Using the Harberger framework, he then argues that this tax
burdens all capital. The second component, Mieszkowski continues, can be viewed as
a differential tax that can be positive or negative. This differential tax might be passed
forward to consumers of housing or passed backwards to immobile factors (workers
or landowners). Mieszkowski concludes that the bulk of this differential tax is passed
forward to consumers.

Even in Mieszkowski’s model, note that the regressivity of the tax depends on what
sort of tax change is contemplated. A uniform nation-wide increase in property tax
would impact capital income, which is progressive under the “new” view. In contrast,
a single community’s increase in property tax would likely raise that town’s cost of
housing, which is regressive under the “old” view?3!.

Next, Hamilton (1976) articulates a third view, called the “benefit” view, that the
property tax is neither regressive nor progressive because it is really no tax at all3?.
Building on Tiebout (1956), Hamilton argues that mobile taxpayers would not live in
any jurisdiction that charges a tax higher than the value of its local public goods and
services — unless property values adjusted to reflect the differential between the value
of services received and taxes paid (the “fiscal surplus”). In other words, house prices
would rise by the capitalized value of any positive stream of fiscal surpluses or fall
by the capitalized value of any negative stream (where taxes exceed services). If the
local property tax becomes a voluntary price paid for those local goods and services,
then it is no tax at all. Thus, we have the “old” view, the “new” view, and the “no”
view of the property tax 3.

Hamilton’s focus is on the efficiency impact of property taxes. He argues that the
property tax per se has no distributional impact because of capitalization. His story is

economists divide the property tax into a portion falling on land rents and a portion falling on
improvements.

31 Part of the early “debate™ is published in two papers by Musgrave (1974) and Aaron (1974), but they
also point out the importance of institutional detail when doing incidence analyses. Musgrave generally
supports the old view, and he notes that many rental markets in urban areas are likely to be imperfectly
competitive. Thus, some of the insights from Section 3 below may be useful for thinking about property
tax incidence. Aaron generally supports the new view. He notes that, even under the old view, the portion
of the property tax falling on rental housing may well be progressive since the ratio of market value to
rent rises with rent (more expensive houses have relatively low monthly rent).

32 Hamilton (1975) first states this argument, but Hamilton (1976) extends it to heterogeneous
communities.

33 Zodrow and Mieszkowski (1983) review this literature, and Zodrow (2001) provides a possible
reconciliation of these various views.
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not complete yet, as he notes that the value of land is higher when used to construct
housing that is below the average value of housing in the community. Because the
property tax on such a house would be less than the (uniform) services provided, the
fiscal surplus for such a house will be positive, and the landowner can extract those
rents when selling the site. This shift in the mix of housing will lead to a shift in the
burden of the property tax from owners of below-average-value housing to owners of
above-average-value housing. In response, a countervailing political force will limit
this shift (zoning or some other form of regulation). The outcome of this political
process cannot be predicted in an economic model, and zoning could be so restrictive
as to limit the amount of low-value housing to levels that are inefficient (and that lead
to a shift of the burden of property tax from high-value homeowners to low-value
homeowners). Hamilton concludes that it is impossible to determine the incidence of
property taxes until we have a better understanding of the political forces influencing
land-use policy.

2.6. Empirical work

Remaining with the property tax for the moment, we note that Oates (1969)
first attempts to measure empirically the degree of capitalization of property taxes
into property values. This type of measurement turns out to be a complicated
statistical exercise, however, and economists continue to disagree about the degree of
capitalization. Many economists believe that the benefit view should imply complete
capitalization of property taxes (holding public services and other amenities constant).
If so, then perhaps an empirical test of capitalization could help us choose between
views. Alas, Mieszkowski and Zodrow (1989) point out that property taxes may be
capitalized under both the benefit view and the new view. Thus, while capitalization
is an important phenomenon in tax incidence theory, it is not useful as an empirical
test among views of the property tax.

One interesting study by Carroll and Yinger (1994) looks at property taxes in rental
markets rather than homeowner markets. They find that nearly one-half of property tax
differentials are passed back to landlords, a result consistent (at least partially) with
the new view.

Turning to the corporate income tax, we note the attempt by Krzyzaniak and
Musgrave (1963) to estimate the burden econometrically using a time-series regression
of the corporate output price on the corporate tax rate and other control variables
such as the unemployment rate. They obtain the surprising result that the corporate
income tax is “overshifted”, meaning that the corporate sector is able to raise prices by
more than the amount of the tax — and increase their profits. While this overshifting
may provide evidence of imperfect competition, as we discuss below, this approach
was largely discredited subsequently by considerations of reverse causality. Especially
during war years, shortages mean that corporations can raise prices and make profits,
which induces Congress to raise the tax rate. We know of no other subsequent attempt
to estimate corporate tax incidence econometrically. Thus, while the Harberger model
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is extremely useful for analysis, the predictions have not exactly been “tested”. Debate
continues about the incidence of the corporate income tax as well.

Without resolving any of these debates, another empirical approach can apply the
theoretical developments just described to find the implications for a large number
of households across the income spectrum [Pechman and Okner (1974), Musgrave,
Case and Leonard (1974)]. First, this approach must specify how the burden of each
tax is shifted (and can specify more than one outcome, for sensitivity analysis). Then,
each scenario is applied to micro-data on households’ sources and uses of income.
Pechman and Okner (1974) merge data files for a sample of 72 000 households. They
use information on demographic characteristics such as age and family size, and tax
return items such as income from dividends, interest, rent, capital gains, and wages
and salaries. They classify households into annual income groups using a measure of
economic income that includes transfers, the household’s share of corporate retained
earnings, and the imputed net rental income from owner-occupied homes. They use
tax actually paid as the total burden of each tax to be allocated. Then, for each
set of assumptions about the shifting of each tax, they add up the burdens on each
household.

Pechman and Okner assume for all cases that the burden of the personal income
tax remains with the household, the employee part of the payroll tax remains with
the worker, and the burden of sales and excise taxes falls on households according
to their consumption patterns. The employer share of the payroll tax is sometimes
allocated entirely to workers, and it is sometimes allocated equally between workers
and consumers. The property tax is assumed to affect either the return to landowners
specifically or all capital owners generally. Finally, for the corporate income tax,
they consider several cases with different proportions of the burden on shareholders,
capital owners, wage-earners, and consumers. They look only at taxes and ignore the
distributional effects of any government spending 4.

For each combination of incidence assumptions, Pechman and Okner calculate the
effective tax rate on each household, defined as the total tax burden as a fraction of
economic income. Their results indicate that the most progressive set of assumptions
do not yield markedly different results than the least progressive set of assumptions. In
either case, the overall U.S. tax system is roughly proportional over the middle eight
deciles. The effective tax rate is higher, however, at the top and bottom tails of the
income distribution. At very low-income levels, any positive consumption implies a
positive sales tax burden divided by a small income in the denominator. At the other
end of the distribution, the rate is high because of the progressive personal income tax
and assumed corporate tax burdens from disproportionate holding of corporate stock.

34 Thus, when they allocate the burdens of payroll taxes, they ignore the distributional effects of using
those revenues to provide social security benefits. This treatment is most troublesome if a marginal
increase in benefits is tied to a marginal payment of tax, because then only the difference is really a
“burden”.
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This finding of rough proportionality has shaped tax policy debates for the past two
decades>’. The general consensus is that the progressive effects of the personal income
tax and the corporate income tax are more or less offset by the regressive impacts of
payroll taxes, sales taxes, and excise taxes. Musgrave, Case and Leonard (1974) reach
similar conclusions. In contrast, however, Browning and Johnson (1979) find that the
U.S. tax system as a whole is highly progressive. They assume that sales and excise
taxes raise product prices, but government transfers are indexed to provide the same
real benefits, thus protecting low-income transfer recipients. These taxes do not fall
on consumption generally, but only on consumption out of factor income.

These studies all have three problems. First, they classify households by annual
income rather than by income over some longer time period (such as an entire
lifetime)36. Second, they assume the allocation of a total tax burden equal to tax
actually paid, not a burden based on each group’ change in consumer welfare (such
as the equivalent variation, EV). Third, they use results from different kinds of models
to guide their assumptions about the incidence of each tax, but they do not calculate
these effects in a single model.

To address the first such problem, Davies, St. Hilaire and Whalley (1984) construct
lifetime histories of earnings, transfers, inheritances, savings, consumption, and
bequests. Using Canadian survey data, they measure lifetime income and use it to
classify households, and then add up each household’s lifetime burdens under each set
of incidence assumptions. Thus, they extend the approach of Pechman and Okner to a
lifetime context. They find that personal income taxes are less progressive in a lifetime
context, while sales and excise taxes are less regressive, so the Canadian tax system is
as mildly progressive in the lifetime framework as it is in the annual framework37.

In a different approach to this first problem, Slemrod (1992) notes that a “snapshot”
of one year suffers from fluctuations, while a lifetime income perspective requires

35 The 1966 data used by Pechman and Okner (1974) were updated by Pechman (1985). There, he finds
that progressivity fell due to an upward trend in payroll taxes and downward trend in corporate taxes.
Browning (1986) indicates that the new data understate transfers and overstate labor income for the
poorest groups, and that appropriate adjustments to the data would make the 1985 tax system appear no
less progressive than the 1966 system. Pechman (1987) corrects his data and finds virtually no change
in progressivity at the low end of the income distribution, but he still finds reduced progressivity at the
very top of the income distribution (due to reduced taxes on capital).

3¢ An individual at a given percentile of a particular year’s annual income distribution may appear at a
different place in the lifetime income distribution, both because annual income is volatile and because
it tends to rise systematically and then fall with age. Tax incidence across lifetime income groups may
also be affected by the shape of the earnings profile: if those with higher lifetime incomes have earlier
peaks in their earnings profiles, then they must save more for retirement and bear more burden from
taxes on capital.

37 Poterba (1989) classifies households by current consumption, as a proxy for lifetime income, and he
therefore finds that consumption taxes are less regressive than when using annual income to classify
households. Lyon and Schwab (1995) use data from the PSID in a life-cycle model, finding that cigarette
taxes are just as regressive when using lifetime income rather than annual income as the classifier. They
find that alcohol taxes are slightly less regressive.
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heroic data assumptions. Slemrod argues that a “time-exposure” of about seven years
may be a reasonable compromise. He compares 1967-73 to 1979-85. While annual
income inequality has risen substantially over those decades, Slemrod finds less
increase in time-exposure income inequality. However, the effect of taxes on inequality
is the same in both cases.

To address the last two problems, other researchers have built explicit computa-
tional general equilibrium (CGE) models that can calculate the effect of all taxes
simultaneously on all prices and quantities, from which they can calculate utility-
based measures of consumer welfare. For example, Ballard, Fullerton, Shoven and
Whalley (1985) specify production functions for 19 industries that use both primary
factors and intermediate inputs. Each tax may affect the demand for each factor in each
industry. They also specify 12 income groups that receive different shares of income
from labor, capital, and indexed government transfers. Assuming utility maximization,
they calculate demands for each good by each group that depend on product prices and
on after-tax income, while factor supplies depend on net factor returns. The imposition
of any tax may then affect prices, and they calculate the EV to measure the burden of
each group 8.

A different type of general equilibrium model is built by Auerbach, Kotlikoff and
Skinner (1983) and fully described in Auerbach and Kotlikoff (1987). Auerbach and
Kotlikoff sacrifice intragenerational heterogeneity to concentrate on intergenerational
redistribution. Their model has only one sector but allows for 55 overlapping
generations with life-cycle savings decisions. Instead of calculating the incidence of
a tax across 12 income groups, they calculate the incidence across age groups. In
particular, they find that the switch from an income tax to a wage tax would reduce
the burden on the elderly, while the switch to a consumption tax would substantially
raise tax burdens on the elderly.

Auerbach and Kotlikoff provide the first computational model of lifetime tax
incidence for different age groups, but cannot calculate progressivity across different
income groups. Later efforts proceed to calculate lifetime tax incidence for different
income groups at each age [Fullerton and Rogers (1993), Altig, Auerbach, Kotlikoff,
Smetters and Walliser (2001)]. All of these computational general equilibrium models
can calculate the incidence of each tax using explicit production functions and utility-

38 This type of CGE model captures many behaviors and employs utility-based measures of welfare
rather than accounting measures, but it does not capture some other behaviors and effects on utility.
Mullipan and Philipson (2000) have a unique “reverse” view of the effect of some redistributive tax
policies and other programs. For an example, consider a hypothetical tax credit for health insurance.
Under the usual “accounting” approach to tax incidence, this tax credit would seem to be progressive
since it provides a flat dollar benefit that is a higher fraction of a poor family’s income. They point out
that this “merit” good is provided because the rich want for the poor to purchase more health care. If
the rich have positive “willingness to pay” for the government to induce the poor to buy more health
care, then the program makes the rich better off. It also contrains the choices of the poor more than of
the rich. Thus, under this reverse view, such a program is regressive rather than progressive.
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based measures of welfare (such as EV), but computational feasibility requires some
aggregation across households — such as considering only 12 income groups.

In contrast, the approach based on Pechman and Okner (1974) must assume the
incidence of each tax without utility or production functions, but can employ detailed
micro data on many thousands of households. This detailed approach also allows
calculations of incidence across dimensions other than income (by region, race,
gender, or other demographic characteristics). For these reasons, several recent efforts
also build upon the original approach of Pechman and Okner. For example, Kasten,
Sammartino and Toder (1994) combine data from the Labor Department’s Consumer
Expenditure Survey, the Commerce Department’s Census Bureau, and the Treasury
Department’s tax returns. Instead of trying to construct a “full” measure of economic
income, however, they classify households by a measure of realized cash income. They
calculate federal income taxes and payroll taxes for each household, and they assign
corporate taxes and federal excise tax burdens according to assumptions about their
incidence (but they omit all state and local taxes on income, sales, and property).
Despite major changes in federal tax policy between 1980 and 1993, they find virtually
no change in the overall level of taxation or in the distribution of burdens, except a
slight decline in the effective tax rate for those in the top one percent of the income
distribution.

As another example, Gale, Houser and Scholz (1996) use data from the Survey
of Income and Program Participation (SIPP) and classify households by “expanded”
income that includes some imputations (e.g., employer-provided health insurance) but
not others (e.g., imputed rental income from owner-occupied homes). They consider
federal and state income taxes, corporate taxes, and payroll taxes, but not federal excise
taxes, state sales taxes, or local property taxes. They do consider transfer income. Like
prior authors, they find that the current tax system is progressive.

While the three studies mentioned above appear quite similar, it is important to
note that they differ in subtle but important ways that can affect the incidence results
obtained: each such study makes its own choices about where to get the data, whether
to use individual taxpayers or families, which set of taxes to put in the numerator
of the effective tax rate (ETR) calculation, and what definition of income to use to
classify taxpayers (and to put in the denominator of the ETR calculation). Even once
the ETR is calculated at each income level, these studies could choose from among
many measures of progressivity *’.

We now turn to empirical tests of these incidence assumptions. First, for the payroll
tax, virtually all applied incidence studies assume that both the employee share and the
employer share are borne by the employee (through a fall in the net wage by the full

3 Kiefer (1984) reviews indices of progressivity. For example, the Pechman and Okner (1974) index is
calculated as the Gini coefficient after taxes minus the Gini coefficient before taxes, all divided by the
latter ((Ginia — Ginigy)/Ginigy). Other measures such as the Suits Index [Suits (1977)] are based on
the 1ax concentration curve.
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amount of payroll tax). This assumption has been tested and confirmed repeatedly,
going back to Brittain (1971) who used a 1958 cross-section of 13 industries in
64 nations and found full burdens on labor. Gruber (1997) reviews other more recent
empirical studies that use both cross-section and time-series data, consistently finding
full burdens on labor. Gruber (1997) himself uses data from a survey of manufacturing
plants in Chile over the 1979-86 period to estimate the effects of dramatic 1981 cuts
in that country’s payroll tax, and finds that “the reduced costs of payroll taxation
to firms appear to have been fully passed on to workers in the form of higher
wages ... " (p. S99)%.

Second, for sales and excise taxes, the standard assumption is that burdens fall
on the consumers of taxed products (through higher prices). For example, Fullerton
(1996) and Metcalf (1999) employ a model with constant returns to scale and perfect
competition, such that the long-run supply curve is flat, and any product tax logically
must be passed on to purchasers. They then use input—output evidence on each
industry’s purchases of taxed products to calculate the increase in the cost of production
of each industry — and thus the increase in each equilibrium output price. Finally, data
on consumer expenditures can be used to indicate which consumers pay those higher
prices*!.

This assumption, too, has been tested, but results are mixed. If the flat supply curve
in the above analysis is replaced by an upward-sloping supply curve, then the burden
of an excise tax might be shared in any proportions between consumers and producers,
such that product price rises by less than the tax. In contrast, several studies reviewed
by Poterba (1996) find “overshifting”, such that the product price rises by more than
the tax. In his own analysis, however, Poterba uses city-specific clothing price indices
for 14 cities during 1925-39 (finding less-than-complete forward shifting) and eight
cities during 1947-77 (finding mild, if any, overshifting). On the other hand, Besley
and Rosen (1999) point out that overshifting is perfectly consistent with several models
of imperfect competition (as discussed more in the next section). They find substantial
overshifting for more than half of the 12 goods they study in 155 cities. This result
would make excise taxes even more regressive than conventionally thought.

Finally, for the personal income tax, applied studies have consistently assumed that
economic incidence is the same as statutory incidence — on the taxpayer — even though
this assumption has never been tested.

In summary, few of the standard assumptions about tax incidence have been tested
and confirmed (e.g., payroll tax). Most others have never been reliably tested (the

40 In a survey of all labor economists at top-40 U.S. institutions, Fuchs, Krueger and Poterba {1998)
find that the median belief about the payroll tax is that 20% of the burden is borne by employers.

4 Metcalf (1999) uses the methodology of Caspersen and Metcalf (1994) to compute a measure of
lifetime income for each household, and thus can calculate the incidence of these excise taxes across
lifetime income groups ot across annual income groups. He finds that excise taxes on fuels are regressive
when measured annually by themselves, but can be slightly progressive when measured on a lifetime
basis if the revenue is used to reduce payroll and personal income taxes in a progressive fashion.
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personal income tax, corporate income tax, and local property tax). The standard
assumption about the corporate income tax that the burden falls 100% on capital
remains the standard assumption even though it is commonly believed to be false
(because of international capital mobility and endogenous saving)“?. The standard
assumption about sales and excise taxes is that the burden is shifted 100% to
consumers, and this assumption has been tested several times. Some of these
studies cannot reject 100% shifting to consumers, while others find significantly less
than 100% shifting, and still others find significantly more than 100% shifting.

Many general equilibrium simulation studies “calculate” the incidence of each tax
based on carefully-articulated theories, and many data-intensive studies use these
results to “assume” the incidence of each tax. But competing theories are rarely tested,
and so econometric estimation remains fertile ground for new research.

3. Imperfect competition

In this section, we consider the effects of taxation in imperfectly competitive markets.
The analysis, for the most part, is partial equilibrium in nature, and we consider both
ad valorem and specific taxes on output*’. Imperfectly competitive markets can appear
in a wide variety of forms, and the tax analyst faces the difficult task of determining
which model is appropriate in each application (see Tirole (1988) for an excellent
discussion of different models). Broadly speaking, we can first classify models on
the basis of whether they consider homogeneous or heterogencous products. Models
with different firms producing identical products include the Bertrand oligopoly and
the Cournot-Nash oligopoly model. Those with heterogeneous goods include the
monopolistic competition models [e.g., Dixit and Stiglitz (1977) and Spence (1976)],
location models [e.g., Hotelling (1929) and Salop (1979)], and models of vertical
differentiation [e.g., Gabszewicz and Thisse (1979) and Shaked and Sutton (1982)].
Whether products are homogeneous or heterogeneous, we will find that the impact
of taxes on prices works through both direct and indirect channels (with the indirect
channels differing across models).

3.1. Oligopolies

Let us first turn to the case of Bertrand oligopoly with identical firms and a constant
returns to scale production function. Bertrand competition is a Nash equilibrium

42 Fuchs, Krueger and Poterba (1998) surveyed public finance economists at top-40 U.S. institutions
and found that the median belief about the corporate income tax is that 40% of the burden is borne by
capital.

43 Unlike perfect competition, the incidence impact of equal revenue ad valorem and specific taxes
differs in imperfectly competitive markets. See Delipalla and Keen (1992) for a comparison of these
two taxes.
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concept in which firms compete in prices. The price equilibrium is quite simple: firms
compete by lowering prices until all firms set price equal to their common marginal
cost. No firms earn economic profits, leaving no incentive for entry or exit. The effects
of a unit tax on output in such a model is straightforward. Since the producer price
cannot fall below marginal cost, the entire tax is passed forward to consumers. More
generally, even with a positive aggregate supply elasticity, the Bertrand model and
perfect competition produce the same equilibrium outcome.

We next turn to the Cournot—Nash oligopoly model in which identical firms compete
by choosing levels of output conditional on their expectations of their competitors’
output levels. We proceed in two steps: first by fixing the number of firms in the market
at N and then by allowing free entry. To simplify matters, we will assume firms are
identical and that the equilibrium is symmetric*,.

Consider firm / in the market. Its profit function is given by

T(g:) = (1 - 1) p(gi + Q-) i — c(gi) — T,qi, (3.1)

where g; is the output of the /th firm, 0, is the output of all other firms in the market,
and p(Q) is the inverse demand function for market demand Q. The cost function is
¢(g:), and T, and 1, are ad valorem and specific taxes on g with statutory incidence
on the firm,

The first order condition for the ith firm is given by

(A-)pg+(1-1)p-c'~1,=0, (3.2)

where a prime indicates a first derivative. Second order conditions are

(I-t)p g +2(1 -1)p" - " <0, (3.3)
or

ﬁl

N(n+N+Nk) < 0, 3.4)

where p = (1 — 1,) p is the producer price, 7 :”Qp”/p' is the elasticity of the slope

IS

of the inverse demand function and £ = 1 - 5 measures the relative slopes of the

demand and marginal cost curves. Since p’ < 0, the second order conditions require
n+ N + Nk > 0.

* The Cournot-Nash assumption is that firm i optimizes assuming that other firms do not adjust output
in response. An alternative approach is to apply a conjectural variation assumption. Let A =dQ/dg, — 1
be the conjectured response in output of all other firms as firm i increases output by | unit. The
Cournot-Nash assumption is equivalent to assuming that A equals 0. Papers that employ the conjectural
variations approach include Katz and Rosen (1985), Seade (1985) and Stern (1987). They also consider
tax incidence in a Cournot model with a fixed number of firms.
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In a symmetric equilibrium, we need only solve for p and g using the two equations:

p = p(Ng), (3.5)

and

(1-7)p' (Ng) g +(1 - ©)p(Ng) — c'(q) = . (3.6)

Differentiating Equation (3.6) with respect to 7; and rewriting, we get:

L A — 3.7)
dt, p'(n+N+k)

It follows directly that
il | (3.8)
dr, p'(n+N+k)

and
dp , (dQ N
- (=) =— 3.
dr, (1=7)p (drs n+N+k 3:9)

If second-order conditions hold, then n+ N + Nk > 0. And, if n+ N + k > 0, then
output falls and the tax is (to some extent) passed forward to consumers. The degree
of forward shifting of the unit tax on output depends on the elasticity of the slope of
the inverse demand function (7), the number of firms (), and the relative slopes of
the marginal cost and inverse demand functions (k).

Overshifting occurs when the producer price rises by more than the excise tax. As
we showed in an earlier section, this outcome is impossible in perfectly competitive
markets. Once imperfectly competitive markets are allowed, overshifting becomes a
possibility and can be guaranteed in some model specifications. Overshifting can occur
because of the existence of market power and strategic behavior among firms. Firms
recognize that forward shifting of the tax will decrease demand for their product. Thus,
under some circumstances, they will wish to raise the price more than the increase in
tax to compensate for the revenue loss from decreased demand“’.

By definition, overshifting occurs if the derivative in Equation (3.9) is greater than 1,
which means that 77+ & < 0. If costs are linear in output, then ¢’ = 0 and & = 1, so
a necessary and sufficient condition for overshifting (dp/dz, > 1) is that n < —1.
Consider a constant elasticity demand function with demand elasticity € < 0. In that

*5 Note that overshifting does not imply an increase in profits for the firm, In fact, if demand is
Cobb-Douglas, profits are unaffected by a marginal increase in a specific tax despite the existence of
overshifting.
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case, 1= (1 —€)/e < -1 for all € < 0. Overshifting will always occur, and it increases
as demand becomes less elastic (as 7 increases in absolute value).
Producer prices rise with an increase in an ad valorem tax as follows:

dp _ Np(1+1/¢)

dt, n+N+k’ (3.10)

where € < 0 is the price elasticity of demand. Overshifting of an ad valorem tax occurs
when the percentage change in the producer price exceeds 100%, and it occurs in this
model when -N < n+k < N/e.

Having analyzed tax incidence in the fixed-N Cournot oligopoly, analysis of
monopoly markets is straightforward (simply set N = 1)*, Assuming no pre-existing
ad valorem tax, a monopolist can shift more than 100% of an excise tax (7;) when
1/(n+ 1+k) > 1,0r -1 <+ k < 0. With linear costs, overshifting occurs when
—2 < 1 < ~1. Overshifting cannot occur in the simple case of linear demand and linear
costs (because =0 and £ = 1). From Equation (3.9), dp/d1, equals 1/2 in the linear
demand/cost case. On the contrary, if demand is of the constant elasticity type, and
costs are linear, then overshifting will always occur in the monopoly model. Thus, the
two models most typically assumed (constant slope or constant elasticity) each impose
a particular incidence pattern in the monopoly model with constant marginal costs of
production [see, for example, Musgrave (1959)].

Returning to the general oligopoly model with fixed number of firms, note that N
does not affect the overshifting condition for excise taxes but does affect the degree of
overshifting. Again, we consider the case with no pre-existing ad valorem tax. Assume
that —N < n+ k < 0 (so that dp/d7; > 1). Then d’p/d1,dN < 0. In other words, for
given values of 7 and k, overshifting is maximized for a monopolist and disappears
as N approaches infinity.

Now allow for free entry in the Cournot model. In addition to Equations (3.5) and
(3.6), we need a third equation to pin down the equilibrium number of firms. Firms
will enter until the marginal firm earns zero profits. With identical firms, the zero profit
condition becomes

(1-7)p(Ng)q—c(g)— 7.q = 0. (3.11)

Equations (3.5), (3.6) and (3.11) determine p, g, and N. We now limit our discussion
to changes in excise taxes and assume 7, equals zero. Thus, p equals p, and

1
d_P:_M)__ (3.12)
di, n+N-+Nk

With a linear cost function (k = 1), dp/d1, > 1 iff n < 0. We now have a wider class
of aggregate demands for which overshifting will occur [seec Besley (1989) for a fuller

46 See Bishop (1968) for an early treatment of ad valorem and unit taxes under monopoly.
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analysis of this point]. The indirect effect of the tax on industry structure contributes
to overshifting (where structure here means the number of firms). To see this, note
that

v _ N [ mrktl ) 3.13)
dt, p'g \n+N+Nk

and dN/dt; < 0if n+ k+ 1 > 0. With a positive fixed cost and constant marginal
cost, then the equilibrium number of firms will fall in the range of 1 between —2 and
zero. This decrease in firms tends to drive up prices, and the effect is that overshifting
occurs for n between —1 and 0 in the variable-N case but not in the fixed-N case. Note
that this overshifting does not lead to increased economic rents for producers: in the
free-entry model, profits are always zero, so the effect of the unit tax is to drive up
costs of production and to induce exit if aggregate demand is sufficiently elastic.
More generally,

_{p—c—t g
N <n+N+k> (‘dn)' .19

Entry and exit affect the degree of forward shifting through changes in the equilibrium
number of firms. Assuming 7+ N + k > 0 (consumer prices rise with a unit tax in the
fixed-N case), then consumer prices rise more as the equilibrium number of firms falls
so long as some market power is in effect (p — ¢ —¢ > 0). This indirect price effect
arises because the decrease in the equilibrium number of firms yields increased market
power for the remaining firms. Interestingly, if we start at an efficient equilibrium with
no market power, then taxes have no indirect effect on prices. The result that part of the
incidence impact of a tax occurs through changes in the equilibrium number of firms
is a result that will occur in a number of models of imperfectly competitive firms, as
we shall see later.

Delipalla and Keen (1992) show that in both the Cournot—Nash and free-entry
oligopoly models, ad valorem taxes are less likely to lead to overshifting than unit
taxes. Venables (1986) notes that ad valorem taxes dampen the impact of output
changes on prices and thus make the market act more like a perfectly competitive
market. Applying that insight here, ad valorem taxes will have an impact more like
taxes in perfectly competitive markets and so should lead to less overshifting than unit
taxes.

Support for overshifting in imperfectly competitive markets appears in a number
of empirical studies. Karp and Perloff (1989) econometrically estimate the conjectural
variations parameter (A = dQ/ dg; — 1) in the Japanese market for televisions. They find
evidence for imperfectly competitive markets and, based on that conclusion, derive the
incidence of a domestic luxury tax on televisions. They find more than 100% forward
shifting. Their conclusions depend heavily on the structural assumptions imposed in
their model. Harris (1987) analyzed the 1983 increase in the U.S. federal excise tax

dp dp

dr, dr,
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on cigarettes from $.08 to $.16 per pack*”. He finds that the $.08 tax increase led to a
consumer price rise of $.16 per pack. As mentioned in the previous section, Besley and
Rosen (1999) investigate the impact of changes in state and local sales taxes on product
prices for a highly disaggregated set of commodities *. They employ quarterly data for
12 goods in 155 cities over a nine-year period (1982-1990), about 4200 observations
per commedity. They find overshifting for a number of commodities, including bread,
shampoo, soda, and underwear. They cite evidence by Anderson (1990) for market
power in many local grocery markets, and estimated markups that are 2.355 times
price for retail trade, from Hall (1988).

Poterba (1996), in contrast, finds no evidence for overshifting of sales taxes. The
major difference between the Besley and Rosen study and the Poterba study is the level
of disaggregation; it is possible that any overshifting in the latter study is obscured by
changes in composition of the items in the bundles studied*’. Doyle (1997) also finds
evidence of overshifting in the new car market, where a one-dollar increase in tax is
associated with a price increase ranging from $2.19 for luxury cars to $2.97 for trucks.

3.2. Differentiated products

The oligopoly models discussed above suffer from the restrictive assumptions that
goods are identical and that no distinction can be made between different brands.
In some markets (e.g., agricultural commodity markets), this may be a reasonable
assumption. In most other markets, however, producers go to great length to
differentiate their products. Product differentiation creates some monopoly power, and
the results in the fixed-N oligopoly model indicate that the ability to pass taxes forward
depends importantly on the number of competitors in the market. In this section,
we consider several models of differentiated products and examine the relationship
between product competition and tax incidence.

We begin with Dixit and Stiglitz (1977) and their model of monopolistic competi-
tion. This is a somewhat special model in that each product competes with all other
products, and the main thrust of the model is to illustrate the benefits of product variety.
It is useful to begin with this model, however, as it highlights the importance of product
differentiation — a feature left out of the homogeneous-good oligopoly model. Consider
the following simplified Dixit—Stiglitz model of product variety based on Krugman
(1980). Consumers are identical and maximize a utility function

N
1
U(xl,xz,...,x,v-):52x§’,0<e<1. (3.15)

i=1

4T The increase was first temporary but was made permanent in 1986. See Harris (1987) for details.

4% They consider such items as a three-pound can of Crisco, a dozen large Grade-A eggs, a 200-count
box of Kleenex facial tissues, and (naturally) the board game Monopoly.

49 The studies also differ by cities and time periods examined and econometric specifications employed.
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Consumption goods enter utility symmetrically but are not perfect substitutes (unless
0 equals 1). Individuals maximize utility subject to the budget constraint that
(exogenous) income (M) equals expenditures:

N
Y pxi=M, (3.16)

i=1

where p; is the consumer price of the ith good. From the first-order conditions, we can
derive the demand functions:

Xi= At e —— > 1, 3.17)

where 4 is the private marginal utility of income. If N is large, we can assume that the
pricing decisions of an individual firm will have negligible effect on A and demand
can be written as

xi = Api?, (3.18)

and is of the constant elasticity variety.

Firms maximize profits, and we assume that costs are linear of the form cx; + F,
where ¢ is marginal cost and F is fixed cost. Letting p = (1 — 7,) p be the producer
price with an ad valorem tax (1,), the firm’s pricing rule is given by the standard
monopolist’s pricing rule:

p= (E_%)(H 7). (3.19)

For either an excise or ad valorem tax applied to a particular industry only, we can
differentiate Equation (3.19). Thus,

dp €

d—‘[s = ; > 1, (320)
and

dp _

pal 3.21)

The insights from monopoly model in the last section carry forward: an excise tax is
more than 100% forward shifted (constant elasticity and linear cost result), while an
ad valorem tax has no impact on the producer price but is entirely shifted forward to
consumers.

A disadvantage of the Dixit—Stiglitz model is that all products are treated as equal
competitors with other products. A quick look at any number of markets indicates
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that this assumption is untenable. We next turn to a model of spatial competition
where firms locate themselves in product space to capture maximal customers in a
simultaneous entry game. We use the Salop (1979) circle model as developed to
analyze ad valorem and excise taxes by Kay and Keen (1983)%°. The virtue of the circle
model is that it explicitly allows for modeling of the number of firms in equilibrium
[unlike the linear model of Hotelling (1929)]. Following Salop, we assume N identical
firms simultaneously deciding whether to enter a market where consumers are located
uniformly around the circle, and where each consumer wishes to purchase 1 unit of the
product. Firms that enter locate equidistantly around a unit circle. Thus, in equilibrium,
each firm will face demand of 1/N (assuming the market is covered). Each individual
will purchase at most one unit of the good, and each prefers to purchase the good of
quality or location x that is as close as possible to their most-preferred quality (x*).
Specifically, the consumer’s cost of the good is the purchase price ( p;) plus a “transport
cost” that is assumed to be a constant 4 times the distance from their location |x — x*|.
Utility for a consumer who purchases a unit of x obtains utility equal to

U=5-p-hlx—-x"], (3.22)

where 5 is an arbitrary constant sufficiently large to ensure U > 0.
Consider a consumer located at x, between 0 and 1/N from firm /. That consumer
will be indifferent between purchasing from firm i and firm i + 1 if

pi+hi=p+h(1/N-3), (3.23)

where p; 1s the price charged by the ith firm, and p is the price charged by other firms.
For that price p; (making the consumer at X indifferent), demand for the ith firm’s
good, D(p;, p), will be equal to 2%. Solve Equation (3.23) for x and double it, to get:

|
D(p,-,p)=p—hp v (3.24)

The firm maximizes profits by choosing price. It faces an ad valorem tax rate 7, and
a unit tax rate 7,. Profits are given by

T=((1-T)pi—c— 1) (L;ﬂ+%>_F, (3.25)

50 Anderson, de Palma and Kreider (2001) provide a more general analysis that incorporates the Kay
and Keen model as a special case. These authors stress the similarity of results under a Bertrand—
Nash environment with differentiated products to the Cournot-Nash setting with homogeneous products
analyzed by Delipalla and Keen (1992). Metcalf and Norman (2001) extend the Kay and Keen model
to allow for price discrimination and costly re-anchoring of product types in response to entry.
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where ¢ is marginal cost and F is fixed cost. Take the derivative, set it equal to zero,
and set p; equal to p (assuming identical firms have equal price in equilibrium), to
yield:

h c+T;s
= — 4 ) 3.26
PENTT g, (3.26)
We can rewrite this in terms of the producer price (5):
p= (I'N—T“)h+c+ L. (3.27)

Thus, unit taxes are fully passed forward in the sense that the producer price rises
by the full amount of the tax>!. Strictly speaking, this statement is only true if the
equilibrium number of firms is unaffected by changes in the excise tax.

We need a second equation to pin down the equilibrium number of firms. A zero-
profit condition for the marginal firm does this. In equilibrium, each firm covers 1/N
of the market. Plug this supply into the profit function and set profits equal to zero,
to get:

1
(A-w)pi-c— 1) (17) =F (3.28)
Substituting Equation (3.26) into (3.28) and solving for N, we get:
Y SO (3.29)
F

While a change in the excise tax does not affect the equilibrium number of firms, a
change in the ad valorem tax does.

Ad valorem tax incidence can be decomposed into two components: a direct effect
and an indirect effect through the change in the equilibrium number of firms. Fixing
N,

op o(l-mw)p h
= " = 30
o1, |y o1, v N (3.30)
The complete incidence is given by
op 1 | Fh 1h
_p =__ - = (331)

o, 2\1-7 2m3°

exactly half the incidence in Equation (3.30) where N is fixed. In other words, firm
exit cuts the burden on producers in half (and raises the burden on consumers)>2.

3! From Equation (3.26), the consumer price rises by more than the unit tax in the presence of an
ad valorem tax. The increase in price by the firm to cover the unit tax must also cover an increase
in ad valorem tax collections. It is not the case, however, that the unit tax is more than 100% passed
forward.

52 Firms exit because an increase in ad valorem taxation is equivalent (from the firm’s point of view)
to an increase in fixed cost relative to revenue. See Kay and Keen (1983) for details.
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Some of the theories described in this section have also been incorporated into
computable general equilibrium models with imperfect competition. For example,
Harris (1984) builds an open-economy trade model of Canada with 29 different
industries, of which 20 are potentially noncompetitive. He specifies a fixed cost
for each plant within an industry, free entry, and two alternative models (with and
without product differentiation). He finds that “the estimated welfare gains from trade
liberalization are substantial in the industrial organization model and on the order four
times larger than the gains estimated from the competitive model” (p. 1031). In terms
of incidence, internationally-mobile capital in his model means that capital-owners
are unaffected, but his Table 2 (p. 1028) reveals that the gain in labor productivity
from trade liberalization can be four to six times higher in the imperfectly competitive
models.

Once we allow for heterogeneous products, we see new avenues for taxes to affect
equilibrium prices. Consider a duopoly model with heterogeneous goods in which
firms compete over price, and product quality is endogenous. Cremer and Thisse
(1994) present a model of vertical product differentiation and show that a uniform
ad valorem tax applied to both firms reduces the consumer price in equilibrium. Part
of the price decrease arises from a decrease in quality and hence reduction in marginal
(and average) production costs. But the authors note that the price decrease exceeds
the cost reduction. A reduction in quality differences sharpens price competition and
reduces monopoly power of firms.

A general point can be made here. With differentiated products, taxes can affect
prices over additional avenues, whether through the degree of product variety as in the
Kay and Keen model or through the distribution of product quality as in the Cremer
and Thisse model. Non-price competition can substantially affect the degree to which
output taxes are passed forward to consumers and can lead to counterintuitive results,
as in the Cremer and Thisse model>3.

4. Dynamic models and incidence

Models with intertemporal optimization allow for endogenous saving and investment.
The essential engine of long-run incidence in these models is the impact of taxes on
capital-labor ratios (and thus factor prices). We shall also see, however, that short-
run inelastic capital supply plays an important role through asset price revaluations in
response to tax policy. Anticipations also become important.

Beginning in the 1960s, research on factor taxation in a dynamic setting used
neoclassical growth models either with exogenously-specified savings functions or with

53 In the Cremer and Thisse model, the impact of ad valorem taxes on market power has obvious welfare
implications. They show that a small increase in a uniform ad valorem tax from a no-tax equilibrium
is always welfare improving. See Auerbach and Hines (2002) in Volume 3 of this Handbook for further
discussion.
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overlapping generations (OLG models). In a two-period setting, OLG models have
been extensively discussed by Kotlikoff and Summers (1987) and Kotlikoff (2002),
and we refer the reader there for more detail. Here, we briefly discuss capital income
taxation in a growing economy using a model due to Feldstein (1974). We then turn to
perfect-foresight models in which savings behavior follows explicitly from consumer
preferences. This provides a link between the savings function and the pure rate of time
preference that is lacking in the previous literature. Finally, we turn to asset-pricing
models and transition dynamics.

4.1. Taxation in a growing economy

Static models of tax incidence cannot easily capture the impact of changes in
the capital-labor ratio on factor prices. Consider a simple linearly-homogeneous
production function y = f(k), where output per worker (y) is a function of the capital—
labor ratio (k). With competitive pricing, each factor price will be a function of 4:

r(k) =1"(k), (4.1)
w(k) = f(k) - kf'(k), (4.2)

where r is the rental rate of capital and w the wage rate. As k grows, the rental rate
decreases and the wage rate increases. If net capital income is taxed at rate 7, and
r is the net rental rate, then the marginal product of capital is equal in equilibrium
to (1 + 7)r. Feldstein (1974) develops a model to analyze the long-run incidence of
a capital income tax and concludes that much (if not all) of the burden of the tax is
shifted to workers in the form of lower wages resulting from a decline in the capital—
labor ratio. He notes that a change in the tax on capital income per person (rk) has
two components:
d(rk) ,dr dk
ar Ko tar
He argues that the second term should not be viewed as a burden of the tax, but rather
as a shift in the timing of consumption. Thus, Feldstein measures the long-run burden
of a new capital income tax as the ratio of the loss to capitalists (—kdr) to the new tax
revenue (rkdr); the burden on owners of capital from an increase in tax is the ratio
of (—kdr) to the loss in real income (—(kdr + dw)).

The conclusions from the model are particularly stark in a two-class world in which
all savings is from capital income only. Assuming that the savings rate s is a function
of the net rate of return (s = s(r)), then saving per person equals s(r) rk. In the long-run
steady state, the capital stock must grow at the rate of growth of the population (),
and equilibrium in capital markets requires

4.3)

s(r) rk = nk. (4.4)

The net rate of return (r) is a function of the growth rate of the population () only,
and is unaffected by a change in the capital income tax rate. Thus, capital owners bear
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none of the burden of the tax in the steady state. Even if the savings rate out of labor
income is positive, much of the burden of the capital tax can be shifted to labor .

Once saving is endogenous, other “standard” results can also be reversed. For
example, because land is inelastically supplied, many presume that a tax on land is
borne by the landowner. In 2 model where land serves not only as a factor of production
but also as an asset, however, Feldstein (1977) shows that a tax on land rent then
induces investors to increase holdings of other assets in their portfolios. The resulting
increase in reproducible, physical capital can then lead to an increase in the wage rate
and a decrease in the return to physical capital. Hence, part of the tax on land rent is
shifted to capital, with wage rates rising in response to the greater capital-labor ratio.

Boadway (1979) points out that focusing on the steady state provides an incomplete
picture of the impact of a capital income tax. He takes Feldstein’s (1974) model and
parameter assumptions and carries out simulations of a marginal increase in capital
income taxation that finances a reduction in labor income taxation. In steady state,
labor is made worse off by the shift, with wage rates falling over 7% in the long
run>>. But Boadway shows that the wage rate first rises before falling, and in fact is
higher for 65 years in his simulation®6. A complete picture of the burden would have
to discount and add up the workers’ gains and losses over time.

One simple way to measure the burden shift would be to compute the present
discounted value of the change in wage income assuming some given discount rate. We
note four problems with this approach. First, the discount rate is exogenous rather than
being linked to consumer preferences. Second, it would be preferable to have some
dynamic measure of compensating or equivalent variation for the tax shift. Third, the
savings rate s(+) does not follow from consumer preferences. Fourth, it depends only
on current information with no anticipations. For example, an announcement today of a
temporary surtax on capital income for ten years that would begin five years from now
should have an impact on capital accumulation over the next five years. The models of
Feldstein, Grieson, and Boadway cannot capture this effect. We turn next to a model
based on Judd (1985a) that addresses all four of these concerns.

4.2. Taxation in a perfect foresight model

The essential departure in the model of Judd (1985a) is the assumption of perfect
foresight by an infinitely-lived individual. Perfect foresight is an extreme assumption
and perhaps should be viewed as one end of a continuum; it has the attractive quality

54 Feldstein presents an example with Cobb-Douglas production. With equal savings rates for labor and
capital, he calculates that 1/3 of the tax is shifted to labor. With a savings rate for capital twice that for
labor, half the tax is shifted.

53 Grieson (1975) also shows that a shift from wage to capital income taxation can make workers worse
off in the long run through a decrease in the steady-state capital-labor ratio.

56 He also reports results where the wage rate rises for over 75 years.
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of allowing individuals to look forward and thus to make decisions today on the basis
of beliefs about the world in the future.

Consider a very simple world with only two people: a capitalist and a worker, each
of whom lives forever®’. The capitalist earns income only from the rental of capital,
while the worker earns income only from labor supply (fixed at one unit). Workers do
not save, and the only purpose of taxation is to redistribute income from capitalists to
workers 8. If T is the tax rate on capital income, we can consider policy experiments
of the form d7 = gh(t) where € is small and A(¢) is used to represent the timing of the
policy under consideration. For example, A(¢) = 1 for ¢ > 0 would be an immediate
permanent increase in capital income taxation, while A(t) = 1 for ¢t > T would be a
permanent increase beginning at some date 7 in the future (but announced at time 0).
Finally, a temporary tax increase could be modeled by A(¢) = 1 for 0 < ¢t < 7, and
ht)y=0fort>T.

Output is produced according to a concave production function f(k) which gives
output per worker in terms of capital per worker. The produced good is taken as the
numeraire good and can be used for consumption or investment. In equilibrium, factor
prices are given by

re=f't), (45
wi =f (k) ~ ki (ky), (4.6)

where r, is the rental rate for capital and w, is the wage paid to the worker.

Whereas neoclassical growth models [e.g., Feldstein (1974), Grieson (1975),
Boadway (1979) and Bernheim (1981)] do not directly link savings behavior to
key utility parameters (in particular, the pure rate of time preference), Judd models
savings behavior directly from the intertemporal optimization problem of capitalists .
Specifically, the capitalist maximizes an additively-separable utility function of the
isoelastic form:

oo ky1-f
U* = / o) "y, 4.7
A 1-B 4.7
by choosing a time path of consumption (c¥) and capital (k) subject to the constraint
kb= -1)rk,, (4.8)

and some given level of the capital stock at time zero (ky). The pure rate of time
preference (p) is fixed (and the same both for the capitalist and the worker). A dot

57 The infinitely-lived consumer assumption can be justified in terms of the dynastic model of Barro
(1974).

58 These assumptions are all innocuous. See Judd (1987) for discussion of endogenous labor supply and
other generalizations.

%9 To avoid confusion about who is a worker as opposed to a capitalist, Judd specifies that the worker
does not save anything. Consumption for the worker is simply the wage received plus a transfer from
the government, financed by the capital income tax.
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over a variable indicates a time derivative. The parameter f is the elasticity of the
marginal utility of consumption. We assume that utility is concave in consumption so
that 8 > 0. Along an optimal path, the capitalist trades off a unit of consumption today
against the benefit of increased consumption in the future from investing the unit and
receiving a net return in the future:

W ()= (P = / e P - 1)l (cFyds = / e P (1—1) r(cF) Pds.
t t

(4.9)
The optimal time path of consumption for the capitalist is determined by differentiating
Equation (4.9) and substituting in Equation (4.5):

= p=(1-Df'K) ct

(4.10)
B
where we have omitted the time subscripts. Capital accumulation is given by
k=0 -1)kf'(k)-c" 4.11)

Equations (4.10) and (4.11) are the equations of motion for the system.

In the steady state, Equation (4.10) shows that the net return to capital is constant
and equal to p. This suggests that capital taxes are shifted entirely to workers through
adjustments in the capital-labor ratio. While the net return is fixed in the long run,
however, it can vary along a transition path to the new steady state, and redistribution
can occur along this transition path. For a complete picture, as we shall see, it is
important to focus not only on the steady state but on the entire transition path.

We now entertain a change in capital income taxation where a policy of the form
dt = eh(t) is announced as of the present time (¢ = 0). Thus, the equations of motion
become

- (P = (=T = ehO)f k)

; 4.10'
B (4.107)

and
k=(-1-eh(®)kf'(k)-c. (4.11")

Consumption and capital (as well as their time derivatives) are now functions of ¢ as

well as time. Let cf(¢) = %"—z, evaluated at £ = 0 (and similarly for other variables). Judd
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differentiates Equations (4.10”) and (4.11") with respect to ¢, evaluating the derivatives
at € = 0 and at the initial steady-state level of capital. Defining ¢ > 0 as

P BL BL 2 46L
= - = _ = —= 12
U > 1 +\/(1 ) + 3 ] (4.12)

where 8, is labor’s share of output and o is the elasticity of substitution between labor
and capital in production, Judd shows that the initial shock to consumption of the
capitalist equals %

_ k
ck(0) =H(u)1—’_); (EF"Q % (4.13)

where H(u) is the Laplace transform of A(f) evaluated at u. For any discount rate s,
H(s) = j;)w e *'h(t)dr is the present value of the policy function A(z). It is easy to
show that ¢ > p iff § < 1. Also, Judd shows that yf < p iff f < 1. Thus,
capitalists may immediately increase or decrease their consumption in response to an
announced increase in capital income taxation. Increased future capital income taxation
has an income effect that works to reduce present consumption. On the other hand, the
substitution effect works to shift consumption from the future to the present. If § < 1,
the substitution effect dominates and consumption increases. For § > 1, the preference
for smooth consumption makes the income effect dominant. The role of the policy
duration appears in H(u), where H(u) increases with the duration of the tax increase.
Thus, consumption at time zero falls more for a longer duration tax increase (in present
value terms) when the income effect dominates (8 > 1). Note that consumption falls
now, even if the start of the tax increase is delayed. But the drop in consumption is
attenuated as a tax hike of fixed duration is put further off into the future.

To determine the degree to which the tax and transfer scheme benefits workers, we
need to know how the consumption path for workers changes in response to an increase
in capital income taxation. Consumption for the worker is given by

et =fk)—kf'(k)+ (v +eh()) kf'(k), (4.14)

where the first two terms are wage income and the last term is the transfer financed
by capital income taxation. Define c}(z) = %cé evaluated at € = 0, and B} as the

 Judd solves the linear differential equation system by first taking Laplace transforms. See Judd
(1985b) for details on this derivation.
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discounted increase in lifetime utility measured in time zero consumption arising from
the tax increase,

Jo~ e (e ep(e)dt

B - e (4.15)
Judd shows that
1 g+ (W )] [(ye
B =kf'Hp) [ 1 - bt (5 )] [ ) (4.16)

1-8
We can now specify the policy experiments and evaluate the impact on consumers.

4.2.1. Immediate temporary tax increase
A short-lived tax increase put into place at time zero can be modeled as A(t) equaling !

for small # and 0 otherwise. If d¢ is the length of the time the temporary tax increase
is in place, then H{u) = H(p) = dt and H(u)/ H(p) is one (approximately). Thus,

B = kf'H(p) 1+i(1—ﬁ) (Lﬂﬂ) . 4.17)

Recall that 3 < 1 iff ¢ > p. Thus, the term in parentheses in Equation (4.17) labeled A
is negative and workers are better off from this temporary incremental tax hike if this
term is less than 1 in absolute value. If the initial capital income tax is sufficiently
low, then workers are better off. This follows from the continuity of B} in 7 and the
fact that this expression evaluated at 7 = 0 is

w 4 P- H‘ﬂ '
Be =kf H(p) (1 o _ﬁ)>, (4.17")
as well as the fact that § < 1 iff p > pf3. For pre-existing 7 sufficiently large, B}
will be negative, and so workers do not always benefit from an increase in the capital
income tax. Essentially, the worker would like to save some of the large transfer but
is precluded from doing so by high transactions costs or other institutional barriers;
in that case, the worker would prefer capital income to be left with the capitalist who
will invest it (and so make a portion of it available to the worker in the future through
future taxes and transfers).
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4.2.2. Immediate permanent tax increase

Now consider a permanent tax increase implemented at time zero. Thus, 4(¢) equals 1
for all ¢. The function H(s) =s! and B now equals

w_kf B P T o

Again, B} is positive for small 7 but becomes negative for 7 sufficiently large.
Equation (4.18) can be contrasted to the measures of burden in Feldstein (1974) and
Boadway (1979). While Boadway makes the point that wages may initially increase as
a result of redistributive taxation, he does not provide a utility-based measure of the
gains from the tax shift. Equation (4.18) is just such a measure.

4.2.3. Announced permanent tax increase

Finally, consider the announcement today of a permanent tax increase to be put into
effect at some later time. Thus, A(¢) equals 0 for ¢t < T and equals 1 for £ > T. The
ratio H (u)/ H(p) now equals Ze*")T and goes to zero as T gets large if 4 > p (and
explodes if p > u). Now the benefit of redistributions to the worker depends critically
on the value of 8. If B < 1, then u > p, and B} is zero if 7 equals zero (and negative
if T > 0). Thus, the worker is made worse off from an announced future increase in
capital income taxation, starting at a positive level of taxation, even with the proceeds
transferred to the worker. The decrease in the capital stock along the path prior to
the enactment of the tax increase will reduce wages, which in present value terms are
more valuable than any future increase in transfers.

In the case that 8 > 1, then p > u, and H(u)/ H(p) dominates in Equation (4.16).
The terms including H(u)/ H(p) will be positive (since uf > p), and workers benefit
from a tax increase. Highly concave utility (high f) implies strong intertemporal
smoothing of consumption and slow capital stock adjustment to new tax rates. Thus,
future tax increases will not lead to immediate and rapid reductions in the capital stock
(which would hurt the worker). While 100% shifting of the tax eventually occurs, the
burden shift can occur quite slowly, allowing a period during which labor benefits from
the higher tax 6.

4.2.4. The role of anticipations
The last result indicates the importance of anticipation in perfect foresight models.

We can make this point more emphatically by considering policy changes designed in
such a way that they lead to no change in the consumption of the capitalist at time

81 This focus on anticipations distinguishes this analysis from that of other neoclassical growth models
with workers and capitalists.
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zero. Given the desire to smooth intertemporal consumption in the additively-separable
utility function, any deviation from a steady-state consumption path at time zero must
arise from a surprise in tax policy. Thus, a policy that leads to c¢¥(0) = 0 is a policy
that is perfectly anticipated by capitalists. From Equation (4.13), ¢%(0) = 0 equal to
zero implies that H(u)(1 — Lpﬂ) equals zero, and so

T

B'E"=7H(p)kf'lTT9—L, (4.19)

which is zero if T is zero and negative otherwise. In other words, workers cannot benefit
from a tax policy that is perfectly anticipated by capital owners. It is the surprise at
time zero along with an inelastic short-run supply of capital that generates a benefit
for workers from a tax and transfer scheme.

The Judd model illustrates a number of key points. First the incidence of a tax in
a dynamic model can have strong effects through changes in saving and investment
and consequently the capital-labor ratio. Both the perfect-foresight model and the
neoclassical growth model make this point clearly. The perfect-foresight model,
however, illustrates the importance of anticipations and surprises and suggests the
possibility of lump-sum taxes on existing capital at the time of the announcement of a
new tax regime (“old” capital)®2. Because of the importance of anticipations and lump-
sum characteristics of some tax policies, we pursue this further by developing a model
in which taxes affect welfare through changes in asset prices. This model will make
clear the distinction between “old” and “new” capital and the role of anticipations.

4.3. Incidence and the market value of capital

We present a simple partial equilibrium model of capital investment that emphasizes
the importance of costs of adjustment in changing the capital stock. In the Judd
(1985a) model previously described, capital accumulation depended on preferences
and, in particular, the concavity of the utility function. Costs of adjusting the capital
stock played no role. However, firms can incur significant costs during the process
of major investment projects®3. Summers (1985) presents a simple model to illustrate
how corporate tax policy can affect investment as well as the market value of capital
in place.

Costs of adjustment are captured in a simple capital-supply relationship. Consider
a pood that is produced with capital, K, according to the concave production
function F(K). Let the price of this good as well as the market price of capital

62 Auerbach and Kotlikoff (1987) also emphasize the normative possibilities associated with taxing old
capital in a lump-sum fashion.

63 Large-scale urban transportation projects are a good example of investment projects that generate
large-scale costs to businesses and residents in the urban area (for example, the Big Dig in Boston).
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equal 1%, Firms wish to invest when the market value of the firm’s capital exceeds
its replacement cost at the margin. Investment is costly, however, and so firms adjust
their capital stock towards some desired level slowly according to the function

K= (g (;) - 6) K, (4.20)

where V is the value of the firm, § is the rate of depreciation, and a dot indicates a
time derivative. The function g has the property that g(1) = 0 and g’ > 0. Defining
g =V /K, Equation (4.20) is a standard Tobin investment function [Tobin (1969)].
Firms finance investment out of retained earnings, and the opportunity cost of funds
for equity-holders equals p. Thus, if equity-holders are to receive a return equal to p,
the value of the firm must evolve over time according to the relation
D Vv
P=3t 3 4.21)

where D is the dividend paid to equity-holders. Dividends are equal to
D=F'(K)K-t(F'(K)-O)K-g(@)K, (4.22)

where 7 is the tax rate on income net of economic depreciation. Combining
Equation (4.21) and (4.22), the value of the firm evolves as

V=pV-F(K)K+1(F'(K)-8)K+g(g)K. (4.23)

We can re-express the change in value of the firm in terms of the change in value per
dollar of existing capital (g): %

g=(p+06-2@1q) q+g@)—(1-1)F'(K)-18. (4.24)

Equations (4.20) and (4.24) form thg equations of motion for our system in terms of
K and g. In the steady state (with K = 0 and g = 0), g takes the value g* such that
g(g*) = 6, and the steady-state capital stock (K*) is defined by

(1-7)(F'(K™)-8) = pq". (4.25)

Net of depreciation and tax, the return on capital must equal p, the return available on
other investments. We illustrate the movements of X and ¢ through the use of a phase
diagram (Figure 4.1). The diagram breaks the g — X space into four regions bounded

64 We abstract from inflation.
65 Differentiate ¢ = ¥V /K to get 4 = V/K — g(K/K). Then substitute Equation (4.20) for K and
Equation (4.23) for V.
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9

. Fig. 4.1. Asset price model phase
K K K diagram.

by the g = 0 and K = 0 loci. Above the K = 0 locus, the capital stock grows (depicted
in the NE and NW quadrants with a horizontal arrow pointing to the right). Below this
locus, the capital stock declines. To the right of the 4§ = 0 locus, ¢ grows (depicted
by the arrows pointing upward) while to the left, g falls. The intersection of these two
lines is the steady-state.

The capital stock can only adjust slowly in response to shocks, but g can adjust
instantaneously to any level. The dotted line is the saddle-point path moving to the
steady-state from either the NW or SE. Consider some catastrophe that reduces the
capital stock from K* to K| (an earthquake, say). With perfect foresight, the value of
the remaining capital (per unit of K) would immediately jump from g* to g,. With g
now greater than g, investment would exceed depreciation, and the capital stock would
slowly return to K*. With myopic expectations, by contrast, g would jump immediately
up further to the g = 0 locus, as investors do not anticipate the capital loss that follows
when new capital comes on line. Such a movement would not be sustainable (in the
sense of ¢ moving continuously back to ¢*), as movement from the § = 0 locus would
be horizontally to the right, into a region where g and K both increase. This is a region
of speculative bubbles, which must collapse at some point (with the price dropping
back to the saddle-path).

Along the saddle-path, owners of capital would receive the normal rate of return.
While the dividend yield exceeds the required rate of return, the investor incurs a
capital loss as new net investment drives down the market price of capital. The only
beneficiaries of the destruction of part of the capital stock are the owners of the
undestroyed capital who earn a windfall capital gain at time zero.

We first use the model to illustrate a basic point about tax capitalization. Consider
an increase in the corporate tax rate (7). This shifts the § = 0 locus to the left but
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X Fig. 4.2. An increase in the corporate
K K tax rate.

leaves the K = 0 locus unchanged. See Figure 4.2. The result is an immediate drop
in the value of capital (a movement from A to B in Figure 4.2). All of the burden
of the tax has been capitalized into a price drop at the time of enactment. No future
capital owners will be affected, as the return on capital equals p along the saddle-path
from B to C. Capitalization of taxes into asset prices complicates incidence analysis
considerably .

The model can also be used to make an important point about the distinction
between old and new capital. Old capital is capital in place at the time of a change
in tax policy. Consider the enactment of a tax credit for the purchase of new capital.
Because of the reduction in taxes, this might ordinarily be viewed as advantageous to
all capital owners. To use this model to analyze this policy change, Equation (4.20)
must be modified to account for the fact that the price of capital has been reduced
from 1 to 1 —s, where s < 1 is the level of the investment tax credit.

o q ’
K—(g((l_s)>~5>K. (4.20')

The reduction in taxes increases the funds available to pay out as dividends.
Equation (4.24) is accordingly modified:

g= (p+<s-g (I;Zs)) g+(1—-5)g (Ii_s) — (- D) F'(K)- 1. 4.21')

As s is increased from zero, both the ¢ = 0 and the K = 0 loci move. See Figure 4.3.
The K = 0 locus shifts down from g* to (1 — s) ¢*. Simultaneously, the § = 0 locus

66 See Aaron (1989) for a discussion of this point along with other issues that complicate the analysis
of tax policy.



1844 D. Fullerton and G.E. Metcalf

(1-5)g*

K* K Fig. 43. An investment tax credit.

shifts to the right. The immediate impact on ¢ is indeterminate. On the one hand, the
rightward shift in the § = 0 locus operates to create a windfall gain to owners of
old capital: any future capital they purchase will be less expensive, and so dividends
can be increased. On the other hand, the downward shift in the K = 0 locus operates
to generate a windfall loss: old capital must now compete with new capital that is
less expensive. As drawn, the second effect dominates. Prior to the increase in the
investment tax credit, the economy is at point A with ¢4 = g*. The investment tax
credit leads to an immediate drop in g from A to B. Over time, g drops further as
the economy moves from B to C. This move does not imply a further loss in value,
because the capital loss is exactly offset by an above-normal dividend yield so that
investors along the path from B to C receive the normal rate of return (p). The tax
credit has the desired effect of increasing the capital stock but the unexpected effect of
burdening the owners of old capital with a windfall loss at the time of enactment. We
leave it as an exercise for the reader to work out the price path for an announcement
at time zero of an investment tax credit to be implemented at a given future date.

Dynamic incidence modeling has evolved considerably in the past twenty-five
years. With increased computer power, it has become possible to create large-scale
computational general equilibrium (CGE) models to evaluate tax policy over the
lifetime, as well as to consider questions of capital accumulation and intergenerational
redistributions. We turn now to models of lifetime tax incidence analysis, and we
consider how these models provide new light on old issues.

5. Lifetime tax incidence

Up to this point, we have focused only indirectly on the relevant time frame for our
incidence analysis. To classify households from rich to poor, most of the applied studies
reviewed in Section 2.4 use income from one year, but others use income from an
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entire lifetime. Intermediate choices also are possible, as Slemrod (1992) uses “time
exposure” income from a period of seven years.

We now turn to models of lifetime tax incidence and begin with a very simple
example to illustrate the importance of the time horizon. Consider a world with
identical individuals such that one person of each age is alive at any given time.
Figure 5.1 illustrates the income profile of each individual throughout life. Income is
low at the beginning of life and increases to a peak before decreasing as the individual
approaches retirement. Annual income at any given age is measured by the height of
the curve, and lifetime income is the area under the curve.

Given our assumptions about identical individuals and the pattern of births and
deaths, Figure 5.1 can also be interpreted as the distribution of income in the economy
at any given point of time. Young and old have low annual income, while the middle-
aged have high annual income. An annual tax incidence analysis using this snapshot
of income would give the erroneous impression of considerable income inequality in
this economy, despite the fact that everyone is identical. On the basis of the lifetime,
the economy has no income inequality at all.

Now let us complicate the economy slightly and allow for two types of people with
different lifetime income profiles (see Figure 5.2). Individuals with profile ¥; earn
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Fig. 5.3. Lifetime income and consumption.

less income at any age than do those with profile ¥>. Now the comparison gets more
complicated. An annual income analysis will rank the person at F as the richest person
in the economy, followed by the three individuals B, E and G. It then ranks individuals
at A, C, D, and H as the poorest. This classification inappropriately groups a lifetime-
poor person at the peak of earnings (point B) with lifetime-rich individuals at either
the beginning or end of their earnings profiles (E and G).

A lifetime incidence analysis can yield a sharply different conclusion about the
progressivity of any given tax as compared to an annual income analysis. Returning
to our simple model of identical individuals, one of whom is alive at any given time,
consider a consumption-smoothing model as posited by Modigliani and Brumberg
(1954). In Figure 5.3, income is hump-shaped as above, and consumption is constant
throughout life. At ages below A;, individuals borrow to finance consumption.
Between A; and Aj, they repay debt and start to save. In retirement (after A;),
individuals draw down savings to finance consumption. In the absence of bequests,
the areas By and B, are equal to S (in present value).

An annual incidence analysis of a tax on consumption would compare the average
effective tax rate (tax as a percentage of income) across different annual income
groups. Consider a flat consumption tax with no exemptions. For the young and the
elderly, this tax as a fraction of annual income could be quite high (and possibly
exceed 100%). The average tax rate would be lowest for those individuals at the peak
of their profile, those whose earnings exceed consumption. Thus, a consumption tax
would look highly regressive. On a lifetime income basis, however, the average tax
rate (lifetime consumption taxes divided by lifetime income) would simply equal the
tax rate on consumption. Then the tax is strictly proportional.

A bit of thought leads to the conclusion that differences in the degree of progressivity
between lifetime and annual income analyses will vary depending on the tax under
investigation. Continuing with our simple economy, consider a tax equal to a fixed
percentage of wage income. On a lifetime basis this tax is proportional, but on an
annual basis it will look somewhat regressive since capital income is left out of the
tax base. However, the degree of regressivity implied in an annual income analysis will
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be sharply lower than in the case of our simple consumption tax, because the average
tax rate can never exceed the statutory tax rate on wages.

Analyses of lifetime tax incidence have been carried out in a number of fashions.
One approach is to build an overlapping generations (OLG) computable general
equilibrium (CGE) model of an economy with a representative agent in each cohort
[see, for example, Auerbach, Kotlikoff and Skinner (1983) or Auerbach and Kotlikoff
(1987)]. Such models are very useful for understanding the intergenerational incidence
of government policies [Kotlikoff (2002)]. They are not well suited, however, to
studying the intragenerational redistribution brought about by government policies.
A second approach is to jettison the CGE analysis of age cohorts, but instead focus on
lifetime heterogeneity using incidence assumptions in the style of Pechman and Okner
(1974). An example is the Davies, St. Hilaire and Whalley (1984) lifetime model based
on Canadian data. A third approach is to combine both intertemporal and intratemporal
heterogeneity. Fullerton and Rogers (1993) were one of the first to build a complete
CGE model of this type.

Empirical incidence analyses from a lifetime perspective suffer from the lack of
data on the entire lifetime income and consumption patterns of households. Thus,
any attempt to apply the lifetime approach requires heroic assumptions. In the Davies
et al. model, for example, all income streams are exogenous and the consumption
path is based on an additive isoelastic utility function. Interest and growth rates
are predetermined based on Canadian data, and the model calculates life-cycle
consumption, income, tax payments, and government transfers ¢’

Other empirical studies use annual data to construct a proxy for lifetime income.
Poterba (1989) invokes the Modigliani and Brumberg (1954) consumption-smoothing
story to study U.S. federal excise taxes. With perfect life-cycle consumption smoothing,
and individuals identical except for lifetime income levels, current consumption is
proportional to lifetime income. Thus, Poterba uses current consumption to categorize
individuals by lifetime income. For alcohol, fuel, and tobacco taxes, he finds striking
differences between annual and lifetime incidence. Metcalf (1994) applied a similar
idea to the system of state and local sales taxes in the United States and finds that
a case can be made for viewing this system of taxes as progressive, contrary to
accepted wisdom. The shift to a lifetime perspective is one important factor blunting
the regressivity of state and local sales taxes. In addition, most states exempt a variety
of goods with low income elasticities, thereby adding to the progressivity of the
system.

Other efforts to carry out lifetime incidence analysis using (primarily) annual data
include Lyon and Schwab (1995), Caspersen and Metcalf (1994), Gale, Houser and
Scholz (1996) and Feenberg, Mitrusi and Poterba (1997), among others. Caspersen

67 They find that the incidence of the overall Canadian tax system is mildly progressive under either
a lifetime or an annual incidence framework. Personal income taxes look less progressive, while
consumption taxes look less regressive under the lifetime incidence framework.



1848 D. Fullerton and G.E. Meicalf

and Metcalf use data from the Panel Study on Income Dynamics (PSID) to estimate
age—earnings profiles for individuals based on variables that exist in both the PSID and
the Consumer Expenditure Survey (CEX). The PSID has excellent data on income
across households and years, so it is a good source for estimating age—earnings
profiles that can be used to construct measures of lifetime income. Unfortunately,
the PSID has minimal consumption data, which precludes distributional analysis of
consumption taxes. The CEX, on the other hand, has excellent consumption data
but poor income data. Hence, Caspersen and Metcalf use the PSID to predict age—
earnings profiles for households in the CEX. For the introduction of a value added
tax (VAT) in the United States, they find that a lifetime incidence analysis sharply
reduces regressivity.

In another effort to capture life-cycle considerations, Gale, Houser and Scholz
(1996) carry out an analysis in which they restrict their sample to married families
with the head between the ages of 40 and 50, arguing that this approach reduces
the inappropriate comparisons between people either at the beginning or end of their
earnings career with people at the peak of their earnings. They find that this approach
does not alter their conclusions about the distributional implications of a shift from
income to consumption taxation %%

5.1. A lifetime utility model

These studies all measure changes in tax liabilities rather than changes in welfare. As
we discussed in the introduction, changes in tax liabilities misrepresent the change in
welfare for various reasons. An advantage of a general equilibrium model (whether
analytical or numerical) is that the researcher can make assumptions about the form
of utility and explicitly measure changes in welfare in dollar terms (typically using
the equivalent variation). Fullerton and Rogers (1993) construct a lifetime computable
general equilibrium model to study the U.S. tax system®. We sketch out this model
and compare its lifetime results to the classic annual results of Pechman and Okner
(1974).

Fullerton and Rogers build a model with consumers of different ages and different
lifetime incomes. All have the same lifetime utility function, but differ in labor

%8 Metcalf (1999), however, carries out an incidence analysis of an environmental tax reform using
the lifetime methodology of Caspersen and Metcalf (1994) and also using a cohort analysis similar to
Gale et al. He finds that the two approaches give very different answers, suggesting that the cohort
approach is not a good proxy for a more complete lifetime analysis. One possible reason follows from
the permanent income hypothesis [Friedman (1957)]. If people make decisions on the basis of permanent
rather than annual income, then any deviations between the two will magnify the perceived regressivity
of a consumption tax. Lifetime income approaches are less likely to suffer from this measurement
problem.

69 Qther results from this model are presented in Fullerton and Rogers (1991, 1995, 1996, 1997).
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productivity (and hence wage rate). Lifetime utility is a nested-CES function with the
top-level allocating consumption and labor across time:

T E]/(E]—l)
U= Za}“‘xfﬂ‘”/“] , (5.1)

=1

where T is length of life (known with certainty), x, is the amount of the composite
commodity consumed at time ¢, € is the intertemporal elasticity of substitution, and 4,
is a weighting parameter that reflects the consumer’s underlying rate of time preference.
Economic life is 60 years, from ages 20 to 79. Lifetime utility is maximized subject
to the lifetime budget constraint

T
q: _
> x <—(1 +r),_1> 14, (5.2)

t=1

where g, is the composite price of x;, # is the net-of-tax rate of return, and /; is the
present value of lifetime discretionary income ’°. The composite price, g, is implicitly
defined by Equation (5.2) and will turn out to be a weighted average of the prices
of the components of x;. A benefit of the nested-CES utility structure is that the
demand functions can be solved sequentially beginning at the top nest of the utility
function. Defining §, = q,/(1 + ) ~!, then the maximization of Equation (5.1) subject
to Equation (5.2) yields standard CES demands in terms of prices §;. In an important
simplification, Fullerton and Rogers assume that these prices can be calculated from the
current interest rate. These “myopic expectations™ mean that each equilibrium period
can be calculated before proceeding to the next period, sequentially, whereas perfect
foresight would require endogenous calculation of all periods’ prices and interest rates
simultaneously.

Lifetime income includes bequests received. Rather than model endogenous bequest
behavior, Fullerton and Rogers assume that each individual must bequeath the same
level bequest at death as received at birth, after adjusting for economic and population
growth. Bequests received (and left) as a fraction of income are calibrated to data from
Menchik and David (1982).

At the next level of the nest, consumers choose between purchased consumption
goods and leisure according to the sub-utility function:

5= |a/5E® 5 (1) g e : (53)

] £5/(82-1)
where z,is a composite commodity consumed at time ¢, ¢, is leisure at time ¢, & is
the elasticity of substitution between consumption and leisure, and ¢; is a weighting

70 They use a Stone—Geary sub-utility function with minimum required expenditures, so I, is net of
the cost of required expenditures. Only discretionary consumption (in excess of required consumption)
is available for lifetime smoothing, so x is defined as discretionary consumption.
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parameter. The time endowment is fixed at 4000 hours per year, and the wage rate
per effective labor unit is constant, but wage rates can vary across individuals based
on individual labor productivity. The individual chooses leisure and labor (L,) based
on maximization of the sub-utility function in Equation (5.3) subject to the budget
constraint

piC + wil, = qrXe, (5.4)

This maximization yields demands for ¢, and ¢,. Then composite consumption is
modeled as a Stone—Geary function of individual consumption goods (c;;):

hd

& = [ cu— )i (5.5)

i=1

The model includes 17 consumer goods (N = 17), minimum required consump-
tion (b;), and marginal share parameters (f3;). The Stone-Geary function is a
parsimonious specification that allows consumption shares to vary across income, and
across age groups, as is observed in the data. It also dampens consumption fluctuations,
thereby making savings less sensitive to changes in the interest rate !

Using the Consumer Expenditure Survey, Fullerton and Rogers estimate 408 pa-
rameters: b;, and f; for 17 goods for each of 12 different 5-year age brackets. Thus,
taxes will affect income groups differentially on the sources side because of different
relative factor incomes and on the uses side because of different observed spending
shares. And yet the modelers need not assume that the rich are fundamentally different
from the poor, in terms of preferences. Here, the fundamental difference between rich
and poor is simply their income levels. All 12 groups in the model have the same
utility function, with the same 408 parameters, but low-income groups spend much
of their money on the minimum required purchases while other groups spend more in
proportions given by the marginal expenditure shares.

Next, Fullerton and Rogers convert the vector of 17 consumer goods (C) to a vector
of 19 producer goods (Q) using the Leontief transformation C = ZQ, where Z is
a 17 by 19 transformation matrix. Finally, they distinguish corporate (Q°) and non-
corporate (Q"°) output using another sub-utility function

Q [Y,UEJ (Q >(13 1)/ & + (1 _ Yi)l/uj ( ‘;,c>(e3~1)/53]&'3./(53-1), (5.6)

where &3 is the elasticity of substitution, and v; is a weighting parameter for industry ;.
This function explains the co-existence of corporate and non-corporate production
within a single industry, and it explains differences in production patterns across

7! See Starrett (1988) for a discussion of the sensitivity of savings to changes in the interest rate in
Stone—Geary and isoelastic utility functions.
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industries. Maximization subject to the budget constraint (pfQf + pj°Q/° = pJQQj)
yields demands for QF and Q7 that depend on relative prices — which, in turn, depend
on differential taxation of the corporate sector.

Whereas the corporate and non-corporate prices are observable, the various price
indices are not. Fullerton and Rogers take the Lagrangian multiplier from this last
maximization and invert it, to obtain

—& 1/7(1 —€3)
PP = (n)+ (1-9) () 7°) 67

Knowing these prices, they use the transition matrix Z to recover consumer prices
(pi = ijQZj[). Then, the reciprocal of the Lagrangian multiplier from the
maximization of the Stone-Geary utility fanction is the price of the composite
commodity:

N N\ B
P-11(5) (58)
inl

it

and finally,

e e\ U
q,=(a,p, t(1-a) w ) . (5.9)

With an explicit utility function, Fullerton and Rogers can measure the equivalent
variation (EV) associated with any change in the tax system. They carry out differential
tax incidence experiments where they replace a particular tax with a proportional tax
on lifetime labor endowments. If U° is lifetime utility under the old tax regime, and
U! is lifetime utility under the new tax regime, then

EV=(U'-U" P, (5.10)

where PV is a price index on the lifetime bundle {x,} calculated at old prices.

Production in each of the 19 industries is based on a similar nested structure. At
the top level, value added is combined with intermediate goods from other industries
in a Leontief production function. Value added is a CES function of labor (L) and a
capital aggregate (K), where 0, is the elasticity of substitution. Aggregate capital is
then a CES combination of five capital types, where 0, is the elasticity of substitution,
to capture differential tax treatment of equipment, structures, land, inventories and
intangibles.

Note that production is constant returns to scale, so firms earn zero profits in a
competitive environment. This is a common assumption in many CGE models used
to measure tax incidence. Firms solve a simple one-period optimization problem, in
contrast to consumers who solve an intertemporal maximization problem. Dynamics
are not ignored, however, in that interest rates affect capital accumulation.
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The government engages in three activities in this model. First, it makes transfer
payments that vary according to age and income. Second, it produces goods and
services sold in the market place. In this regard, the government is simply one more
producer using capital, labor and intermediate goods for production. Third, government
buys goods and services for a public good that enters utility in a separable fashion.

The treatment of taxes in the Fullerton and Rogers model is similar to that of Ballard,
Fullerton, Shoven and Whalley (1985). Personal income taxes are specified as a linear
function of consumer income, with a constant slope and an intercept that varies across
lifetime income categories and age. The slope measures the marginal tax rate, while
the intercept captures various deductions and exemptions that vary across consumers.
Payroll taxes are treated as ad valorem taxes on the use of labor services by industry 7
Retail sales taxes are treated as ad valorem taxes on consumer goods, while excise taxes
are ad valorem taxes on producer goods. Business tax provisions are incorporated using
the cost-of-capital approach of Hall and Jorgenson (1967). This includes corporate
taxes at both the federal and state level, property taxes, investment incentives, and
depreciation deductions. These tax provisions affect the demand for capital by firms,
which affects the interest rate used both in the consumer’s problem and in the firm’s
cost of capital.

Finally, Fullerton and Rogers group households into lifetime income categories
through a two-step procedure. Using data from the PSID, they estimate lifetime profiles
for wages, taxes and transfers. They estimate wage rate rather than wage income
regressions, since labor supply is endogenous in their model. These wage rates vary
on the basis of age, education, race and sex. Using the estimated coefficients, they
forecast and backcast wages of each individual to create a lifetime wage profile. An
initial measure of lifetime income (LI) is then given by the equation

4000 - w,
LI—Z(1+ s (5.11)

where r is a discount rate, and w;, is the actual wage for any year in the sample, or an
estimated wage for any other year >. In the second step of the procedure, individuals
are sorted into 12 groups on the basis of this initial measure of lifetime income ™
For each group, the log of the wage rate is again regressed on age, age squared,
and age cubed. This 2-step procedure allows wage profiles to differ across income
groups. Differences in the wage profiles will create differences in savings patterns

72 No distinction is drawn between the employer and employee share of the payroll tax, under the
assumption that statutory incidence does not affect the economic incidence.

3 The lifetime income measure is adjusted for taxes and transfers. For couples, each individual is given
the average income for the two spouses.

" They first divide the sample into ten deciles. They then subdivide the top decile into the top 2% and
next 8%, and the bottom decile into the bottom 2% and next 8%.
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Fig. 5.4. Wage profiles.

across groups, which will play an important role in determining the incidence of capital
income taxation.

Figure 5.4 shows estimated wage profiles for different lifetime income groups. Both
the curvature of the wage profiles and the location of the peak varies across groups.
More sharply curved wage profiles mean individuals must engage in more saving to
smooth consumption. An earlier peak also means more savings — for consumption in
later years.

Table 5.1 shows the burden of all U.S. taxes in 1984, as measured by the lifetime EV
benefit as a percentage of lifetime income of a switch from the existing tax system to
a proportional lump-sum labor-endowment tax. Except for the first group (the bottom
2% of the distribution), every income group gains. These benefits are roughly flat
from the second through tenth income groups and then rise sharply in the highest
two income groups (top ten percent of the population). This pattern of proportionality
across the middle of the income distribution with progressivity at the top end matches
the findings of Pechman and Okner (1974) and Pechman (1985) in their annual income
incidence analyses. Fullerton and Rogers’s results differ from Pechman’s at the bottom
of the income distribution. The former find progressivity at the lowest end, while the
latter finds regressivity.

The table shows distributional results in the new steady state. The sum of the
12 groups’ gains from shifting to the lump-sum tax is large, measuring 3.5% of their
aggregate lifetime income. This large gain comes about, in part, through a substantial
tax on endowments of older generations during the transition. In present value terms,
the gains are less than half, reflecting the fact that losses accrue to living generations
while gains primarily accrue to future generations.

While the degree of progressivity in the U.S. tax system appears similar in either
annual or a lifetime incidence analyses, important differences remain for particular
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Table 5.1
Lifetime incidence of US tax system in 19842

Lifetime income category EV as a percentage of lifetime income
1 -0.06
2 3.13
3 1.41
4 237
5 3.58
6 1.39
7 3.46
8 2.51
9 2.95
10 3.01
11 5.55
12 11.10
All, in steady state 3.52
PV(EV)/LI 1.29

4 Source: Fullerton and Rogers (1993, Table 7-15).

taxes. Perhaps the most important difference is that Pechman finds that corporate taxes
are progressive because of the sources side of income. Since high-income people
disproportionately earn capital income, they are most impacted by a capital income
tax. In contrast, Fullerton and Rogers find that the corporate tax does not appreciably
affect factor prices (because the statutory corporate rate is largely offset in 1984 by the
investment tax credit and accelerated depreciation allowances). Instead, the corporate
tax affects relative output prices (because some industries have larger corporate sectors
and get more credits and allowances). Thus, it primarily affects individuals on the
uses side of income. For the lower part of the distribution, the tax is regressive
because the poor tend to spend greater fractions of incomes on goods produced in
the corporate sector. At the top end of the distribution, the tax is progressive because
of the nature of the replacement tax. The proportional tax on labor endowments does
not tax inheritances, and the rich receive larger inheritances, so they benefit from the
tax on labor endowment.

Another important finding of the model is that sales and excise taxes continue
to be regressive when measured on a lifetime basis ~ whereas previous work by
Poterba (1989) and others hypothesized that consumption taxes would look roughly
proportional on a lifetime basis. Fullerton and Rogers note two reasons. First, the utility
structure that they employ does not specify a minimum required leisure expenditure.
The lifetime poor must spend a greater share of their income on required goods, so
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they pay more sales tax as a fraction of lifetime income. Thus, some regressivity is
built into the model structure. Second, goods with high tax rates tend to be goods with
high estimated minimum required purchases (alcohol, tobacco, and gasoline).

Another advantage of lifetime models is the ability to capture intergenerational
transfers. Consider sales and excise taxes, for example. Figure 5.5 groups individuals
by age of birth, rather than by lifetime income, and it shows the equivalent variation
as a percent of lifetime income (for the replacement of sales and excise taxes by a
proportional tax on labor endowment). The EV as a fraction of income for the entire
population is 0.44%. The figure shows how the EV varies across cohorts. For those
born after the tax reform goes into effect (individuals to the right of the vertical line in
the middle of the graph), EV is roughly 1% of lifetime income. For those born prior to
the reform, EV is substantially lower and approaches zero for the oldest groups. This
picture tells a complicated incidence story. Older generations get less of a benefit from
the tax shift because the replacement tax is a tax on their time endowment — which
translates, for the elderly, into a tax on their leisure time.

Lifetime incidence models can be constructed to focus on both intergenerational
and intragenerational redistribution. The Fullerton and Rogers model focuses on
both types of redistributions, but assumes myopic expectations about future prices
as well as ad hoc bequest behavior. Auerbach and Kotlikoff (1987) construct a
dynamic model with a perfect foresight equilibrium’®, but they have a representative
agent in each cohort and thus focus only on intergenerational redistribution arising
from fiscal policy 7. Altig, Auerbach, Kotlikoff, Smetters and Walliser (2001) build

75 An early published version of the model was in Auerbach, Kotlikoff and Skinner (1983). For a brief
history of the model’s development, see Kotlikoff (2000).

6 The Auerbach—Kotlikoff model also has only one type of good and makes no distinction between
corporate and non-corporate production, thus limiting its ability to provide meaningful incidence results
for the existing tax system.
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on the Auerbach—Kotlikoff model, but follow Fullerton and Rogers in adding
intragenerational heterogeneity. They use the new model to measure the utility
gains and losses from different types of fundamental tax reforms. But because their
replacement tax is different from the one in Fullerton and Rogers, results from the two
models cannot easily be compared.

5.2. Generational accounts

As noted earlier, a complete picture of the incidence of government fiscal policy
would take into account transfers as well as taxes [Browning (1985, 1993)]. Auerbach,
Gokhale and Kotlikoff (1991) develop “generational accounts” to measure the fiscal
impact of government taxes and transfers over each cohort’s lifetime. A generational
account is simply a measure of a cohort’s net tax payments (taxes less transfers) from
today until all members of the cohort die. For a cohort born in year k, its account in
year ¢t is defined as

k+D

\P\
N,k—Z(l T (5.12)

+r)s-6)’

where T, is the net tax for cohort &£ in year s, P;; is the population weight for
cohort k in year s (accounting for mortality and immigration), r is the discount rate,
v =max(t, k), and D is maximum length of life. For generations already born (k < t),
the account N, is the present value of all future net tax payments discounted back
to year z. For future generations (k > t), N,; discounts net tax payments back to
year k. For generations alive at time ¢, net tax payments into the future are based on
current law and government projections of changes in tax and transfer programs. For
years beyond government projections, taxes and transfers are assumed to grow at the
growth rate assumed for the whole economy, thereby keeping net tax payments fixed
relative to income. To assess net tax payments for future cohorts, we begin with the
government intergenerational budget constraint;

ZA— ( Nk = g
Z N+ lf)A_’ —Z(1+r)5 ’_VV’. (5.13)

k=t-D s=t

Equation (5.13) states that the government budget constraint must be balanced over
time. Future net tax payments (left-hand side of Equation 5.13) must equal the present
value of future government consumption (G,) less net government wealth in year ¢
(W¥). The first term on the left-hand side is the stream of remaining net tax to be
paid by cohorts alive at year {. The second term is the net tax paid by future cohorts.
Assuming some path for future government purchases, as well as knowledge of the
current net wealth stock, the right-hand side of Equation (5.13) is fixed. The first term
on the left-hand side is also known, leaving the second term as a residual. Finally,
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Table 5.2
Net tax payments (present value in thousands of § 1995)?
Generation’s age in 1995 Male Female

0 77.4 51.9

20 182.2 115.0

40 171.2 99.0

60 -25.5 -52.0

80 -77.2 -90.2

Future generations 134.6 90.2

9 Source: Gokhale, Page and Sturrock (1999, Tables 21.1, 21.2).

for these residual net tax payments to be divided across different future cohorts, it is
assumed that average per capita tax payments grow at the same rate as productivity
growth, Thus, for future generations, net tax liability relative to lifetime income is
constant’’. Table 5.2 gives an example of the calculation of net tax payments, from
Gokhale, Page and Sturrock (1999).

Ignoring the newborn for the moment, net tax payments are highest for the young
and decline with age. This reflects the fact that the current elderly will pay little in
taxes relative to the benefits they receive in future years. Of course, the elderly in
1995 had paid taxes prior to 1995, but the table does not take account of those past
taxes. Following Equation (5.12), it focuses only on future net tax liabilities. Women
have lower net tax liabilities, reflecting both their smaller tax payments and higher
benefit receipts (largely due to social security and mortality differences between men
and women). The newborn have a lower net tax liability since their taxes and transfers,
for the most part, will not begin for some time into the future and so in present value
terms are smaller ’®. For future generations, we see the current fiscal imbalance: taxes
will have to be raised on future generations in order to bring the government’s budget
into balance.

Net tax payments in the tables above cannot be compared for any cohorts other
than newborns and future generations, since net tax payments are only computed over
a portion of the lives of generations currently alive in 1995. To compare all cohorts both
living and not yet born, net tax liabilities can be computed for each cohort over their
entire lifetime and discounted back to time zero for each cohort. Similarly, lifetime
income can be calculated and discounted back to time zero. Then an average tax
liability can be calculated as the ratio of lifetime taxes to lifetime income”°. Table 5.3

77 Other assumptions can be made, depending on the experiment under consideration.

8 Gokhale, Page and Sturrock (1999) use a discount rate of 6%. Adjusting for the fact that newborns
enter the work force roughly 20 years in the future, the corresponding net tax payment would be 248.2,
which is 36% higher than that of people born in 1975.

79 This calculation is similar to the methodology of Fullerton and Rogers.
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Table 5.3
Lifetime net tax rates®

Year of birth Net tax rate Gross tax rate Gross transfer rate
1900 239 28.0 4.0

1920 29.6 36.4 6.7

1940 325 40.3 7.8

1960 333 441 10.8

1980 30.8 43.0 12.2

1995 28.6 41.7 13.1
Future generations 49.2 - -

¢ Source: Gokhale, Page and Sturrock (1999, Table 21.3).

shows lifetime net tax rates for living and future generations, from Gokhale, Page and
Sturrock (1999).

For generations born from 1900 to 1960, the increase in net tax rates reflects the
growth of government over the first half of the century (see gross tax rates in the middle
column). The decline in net tax rates since 1960 reflects longer life expectancies and
the rapid increase in medical transfers (see transfers in the last column). The bottom
row indicates that the current policy cannot persist. Net tax rates will have to increase
from 28.6% (for people born in 1995) to 49.2%, an increase of 72%.

The calculation of these generational accounts is in the spirit of the Pechman and
Okner analysis rather than the CGE models of Fullerton and Rogers or Auerbach
and Kotlikoff. It takes fiscal policy as given, and it allows neither for behavioral
responses nor for changes in factor prices in response to government policies. Fehr
and Kotlikoff (1999) compare net tax burdens using both generational accounting and
the Auerbach-Kotlikoff CGE model described above. They find that the generational
accounts methodology works well for closed economies and for economies with
minimal capital adjustment costs.

Generational accounting has been used to look at Social Security and Medicare
policy [Auerbach, Gokhale and Kotlikoff (1992)] as well as to compare tax and transfer
systems in various countries around the world [Auerbach, Kotlikoff and Leibfritz
(1999)].

6. Policy analysis

Applied incidence analysis plays an important role in tax policy making, as the results
of government studies help determine the course of actual reform. Most such studies
use recent incidence theory, as described above, to allocate the burden of each tax
among income groups using much data about the sources and uses of income in each
group [as in Pechman and Okner (1974) or Gale, Houser and Scholz (1996}]. This
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Table 6.1
Distributional effects of repeal of federal communications excise tax: calendar year 2003 *

Income category Change in federal taxes Effective tax rate
Millions (§) Percent Present law Proposal
Less than $10000 -324 —4.3 9.3% 8.9%
10000 to 20000 —621 -2.3 7.4% 7.2%
20000 to 30000 —-608 -09 12.4% 12.3%
30000 to 40000 -572 -0.6 16.0% 16.0%
40000 to 50000 —490 0.4 17.4% 17.3%
50000 to 75000 -920 -0.3 19.9% 19.9%
75000 to 100000 —531 -0.2 22.4% 22.3%
100000 to 200000 —421 -0.1 25.1% 25.1%
200000 and over -371 -0.1 28.6% 28.6%
Total: all taxpayers —4858 -0.3 21.5% 21.5%

2 Source: U.S. Joint Committee on Taxation (2000).

approach forms the foundation for analyses undertaken by the U.S. Congressional
Budget Office (CBO), the Office of Tax Analysis (OTA) of the U.S. Department of
the Treasury, and the UK. Office for National Statistics 8. We focus here primarily on
the incidence analysis by the staff of the Joint Committee on Taxation (JCT) of the
U.S. Congress®!.

6.1. The distributional table

A key tool used by policy makers in their consideration of changes to the tax system
is the distributional table. Table 6.1 presents a distributional table for the repeal of
the federal communications excise tax for the calendar year 2003. The first column
indicates the income catcgories over which the tax is distributed. This column has
a number of features. First, the unit of observation is the tax-filing unit, so a data
point in any of the income categories may be a single taxpayer or a couple filing
jointly. Thus, if a married couple each earn $17 000 and file separately, they show up

80 See Bradford (1995) for a discussion and critique of this type of analysis in the United States. For
the United Kingdom, Lakin (2001, p. 35) reports figures that are very similar in nature to those for the
USA: “The proportion of gross income paid in direct tax by the top fifth of households is almost double
that paid by those in the bottom fifth: 24% compared with 13%. Indirect taxes have the opposite effect
to direct taxes taking a higher proportion of income from those with lower incomes”. We cannot know
whether the similarity of results is because of similar methodology or because of similar policies.

81 See U.S. Joint Committee on Taxation (1993). Cronin (1999) describes the OTA methodology, while
Kasten, Sammartino and Toder (1994) describe work at CBO.
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in this table as two data points in the second row of the table. If they file jointly,
however, they appear in the fourth row3?. Second, the annual time frame is used
for measuring income. Third, the JCT uses a measure of income called “expanded
income”. This measure is defined as adjusted gross income (AGI) plus tax-exempt
interest, employer contributions for health plans and life insurance, the employer
share of payroll taxes, worker’s compensation, nontaxable Social Security benefits, the
insurance value of Medicare benefits, alternative minimum tax preference items, and
excluded income of U.S. citizens living abroad. This measure is an effort to conform
more closely to a Haig-Simons definition of income?®®. It is by no means a close
proxy for economic income, however, nor is it a close proxy for lifetime income. One
advantage of expanded income is its explicit recognition that factor income by itself is
inadequate for measuring income, and another advantage is its easy calculation from
readily-available data, primarily tax returns. These features help make the measure
more readily understandable to policy makers, many of whom have limited economics
education ®, Fourth, the number of tax filing units differs across the income categories.
In 1995, for example, the number of tax returns filed in the $10000 to $20000
AGI category was roughly 20 times the number in the over-$200 000 AGI category *3.
Fifth, taxpayers are grouped into income categories on the basis of year 2000 income,
the first year of analysis in this report. Any changes in income due to either transitory
fluctuations or trends do not shift taxpayers across brackets.

The second column of Table 6.1 shows the aggregate change in federal taxes for
each income category, while the third column shows the change as a percentage of
expanded income. The essential point to understand about this measure is that it is
an estimate of the change in tax payments, not the change in tax burden. Figure 6.1
illustrates the distinction for a simple case where supply is perfectly elastic. Consider
an existing tax that shifts the supply curve from Sy to Sy, and an increase that shifts
the supply curve from S; to S;. The tax increase will raise revenue by an amount
equal to A-F, but the increased tax burden is area A+ B. These are quite different
sizes, and they may even differ in sign. Depending on the price elasticity of demand,
the higher tax rate may increase or decrease tax revenue (area A may be less than
area F). However, the increased tax burden given by the area A + B is unambiguously
positive ®. Thus, the use of tax revenue as a proxy for burden can lead to the incorrect

82 OTA uses the family as the unit of observation, combining tax returns of all members of the family.
83 OTA uses a measure called Family Economic Income (FEI) that is more comprehensive and therefore
closer in spirit to Haig-Simons income. In addition to data from tax returns, FEI requires imputations
of certain income sources. See Cronin (1999) for details.

84 The need for a simple income measure may help explain why imputed rental income for owner-
occupied housing is excluded.

85 U.S. Bureau of the Census (1999, Table 559). Note that these AGI categories do not correspond
exactly to the expanded income categories in Table 6.1.

86 Here we ignore distinctions between the change in consumer surplus and equivalent or compensating
variation.
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conclusion that a higher tax rate could reduce tax burden. As discussed below, the Joint
Committee on Taxation reported distribution tables based on tax burdens rather than
tax revenues for a brief while. OTA reports burden estimates, but only reports area A
as the increased burden, ignoring the deadweight loss (area B)®'.

Finally, for each income category, the table reports effective tax rates (the ratio of
tax payments to expanded income) under current law and under the proposed policy
change. The proposal portrayed in Table 6.1 would be characterized as progressive,
since average tax rates fall the most for lower income groups.

This approach is subject to a number of criticisms®. In addition to the issues
highlighted above, another problem is the failure to take account of asset price changes
and implicit taxation. In Section 4.3 above, we made the point that tax capitalization
complicates the task of identifying who bears the burden of a tax. Subsequent owners
are observed to pay a tax, in distributional tables, but they may not bear any burden if
they bought the asset for a reduced amount. Distributional analyses also ignore implicit
taxation, which occurs when a tax-favored asset pays a lower rate of return than a
comparable non-favored asset. Consider, for example, state and local municipal debt
that is exempt from federal tax ®°. If the taxable rate is 8% and the tax-exempt rate is
6%, then the implicit tax on municipal debt is 25%. Distributional tables ignore this
implicit tax, despite its equivalence to an explicit 25% tax that is used to pay those
who now benefit from the reduced rate on municipal debt .

87 See Cronin (1999) for a discussion of other issues associated with measuring burden.

8% See, for example, Graetz (1995) and Browning (1995).

8 State and local debt is often exempt from state taxation also.

% Gordon and Slemrod (1983) find that the rich benefit from tax-exempt municipal debt through lowered
taxes payments, while the poor benefit from increased expenditures made possible by the lower borrowing
rate paid by communities.
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6.2. Suggested changes

In 1993, the Joint Committee on Taxation made significant changes in their
methodology for distributing the burden of taxes, as described in U.S. Joint Committee
on Taxation (1993) as well as Barthold and Jack (1995)°', Despite the fact that many
of the changes were short-lived, they are worth discussing because they illustrate a
creative effort to apply economic theory to the policy process. In making the changes,
the JCT attempted to adhere to three broad principles: 1) to make calculations on the
basis of the economic incidence rather than the statutory burden of a tax, 2) to be
consistent in the treatment of taxes expected to have the same economic incidence
(regardless of the statutory incidence), and 3) to use a methodology that allows
comparisons of unrelated tax proposals.

In addition to the choice of the “expanded income” measure described above, the
JCT made two other significant conceptual changes. First, they measured burden from
tax changes rather than just distributing tax payments across groups. Above, we noted
that using changes in tax revenue as a proxy for changes in burden can lead to the
anomalous result that a tax increase is beneficial to the taxpayer (ignoring the use of
proceeds from the tax). Like OTA, the JCT did not propose to measure the change in
consumer surplus, but rather to use a proxy that could easily be estimated from existing
data. Unlike OTA, however, the JCT measured burden by the change in tax revenue
that would occur if behavior were fixed. Thus, in Figure 6.1, the JCT’s measure of the
burden from a tax increase would be the area A+B+C.

Second, the JCT chose to measure the burden of a tax proposal over a five-year
window 2. Prior to that time, the JCT measured burdens within a single year. The
second principle noted above was violated in cases where some or all of the burden
of a tax fell outside of the one-year window. Shifting to a five-year window does not
solve this problem but reduces its impact since less of a tax is likely to fall outside
a five-year window (and because the present value of tax changes five years out is
lower than the present value one year out). The JCT chose not to go to an infinite
window for a number of reasons. Results are sensitive to the choice of discount rate
in an infinite-horizon model, and economic forecasting of key variables required for
revenue estimation become increasingly unreliable for years further into the future.
Furthermore, it is simply not credible to assume that tax policy will remain unchanged
into the distant future. Thus, a shorter time horizon was chosen.

The JCT then reports an annuitized measure that accounts for economic growth.
To illustrate the idea, we take an example from U.S. Joint Committee on Taxation
(1993). Assume a discount rate of 10%, and economic growth of 5%, and consider
three proposals. First, consider a permanent tax reduction of $100 per year beginning
immediately. The JCT assumes that the value of the tax reduction will grow at the

91" Also, see Barthold, Nunns and Toder (1995) for a comparison of the new JCT methodology and the
OTA and CBO methodologies.
92 The five-year window is similar to the “time-exposure” measure of Slemrod (1992).
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Table 6.2
Annuitization of taxes in Joint Committee on Taxation (JCT) methodology

Proposal Year Total
1 2 3 4 5

Immediate permanent tax reduction 100 105 110 116 122 553
of $100/year

Immediate temporary tax reduction 22 23 24 25 26 120
of $100

Postponed permanent tax reduction 18 19 20 21 22 100
of $100/year

overall rate of economic growth and so will be worth $105 next year and $110, $116,
and $122 in subsequent years. The JCT calculates an annuity equivalent for year one
that is also assumed to grow at the overall rate of economic growth. In this case, the
annuity equivalent is $100 for year one (followed by 105, 110, 116, and 122). Second,
consider an immediate tax cut of $100 that lasts only one year, with a present value of
simply $100. The five-year annuity equivalent would be $22 in year one (an amount
that could grow at five percent per year over the five-year window and be discounted
at 10% to yield a present value of $100). For a final example, take a permanent $100
per year tax cut that is postponed for four years, so that the first year of benefits occurs
in the last year of the five-year window. The value in the last year is $122, which in
present value terms equals $83. The annuity equivalent would be $18 in the first year.
Table 6.2 shows the tax reductions that the JCT would report in a five-year window.

The third proposal (with a permanent $100/year tax cut) looks very much like the
second proposal (with a $100 tax cut in only one year), because only the first year of the
delayed permanent tax cut is counted. A one-time tax reduction in year five would give
the same annuity equivalent as is recorded in this third row of Table 6.2. Comparing
rows 2 and 3, it is clear that an immediate tax reduction of $100 is worth more than
a postponed reduction of $122, a result that follows because the 10% discount rate
exceeds the 5% growth rate.

Two other issues described in the 1993 JCT publication relate to the treatment of
a broad-based consumption tax such as a national retail sales tax. The first issue is
whether the general price level rises (to accommodate forward shifting of the tax) or
remains unchanged (in which case taxes are shifted backward in the form of lower
factor incomes). Real factor prices are the same in either case, and the status of the
general price level would appear to have no impact on the measured distribution of
the tax burden, but government transfer programs complicate the analysis [Browning
and Johnson (1979)]. Some transfers to the poor are stated in nominal dollars, so a
consumption tax shifted forward into higher prices will reduce the real purchasing
power of these transfers. If the consumption tax is shifted backwards into lower factor
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prices, however, recipients of these government transfers are not affected 3. Whether
the general price level rises or not depends importantly on monetary policy and cannot
be predicted beforehand. But the price level response may have an important impact
on the outcome of the analysis, especially as it relates to households with the lowest
incomes *.

The second issue about the consumption tax is when to allocate the tax. We can
allocate a consumption tax when consumption occurs, or when the income that finances
that consumption is earned. The advantage of the latter approach is that the analysis
then conforms to the third principle above, namely, to use techniques that allow analysts
to combine proposals. In particular, the JCT says that it facilitates the comparison of
consumption taxes to income taxes (the predominant type of tax analyzed by the JCT).

The distinction between allocating consumption taxes when consumption occurs or
when the income is earned is only relevant with any saving or dissaving. This, in
fact, is the main reason for using lifetime measures of income for consumption tax
analysis, as discussed above. Since life-cycle changes in net wealth can be quite large,
over periods of more than five years, the JCT measure of the burden of a consumption
tax can still be quite different from the burden measured in a lifetime analysis.

Rather than allocating the consumption tax, the JCT converts a broad-based
consumption tax into a combined tax on wage income and old capital. To see the
equivalence, consider the budget constraint of an individual with & years remaining in
life at the time a consumption tax is imposed:

k

w, L, (1+1)C,
Wo + , 6.1
0 §(l+r)’ Z d+r) .1
where W, is the person’s net wealth at time 0, w,L, is wage income in year ¢, (; is
consumption, 7 is the consumption tax rate, and r is the rate of return available to the

individual. The JCT approach works by defining a tax at rate 7 on old capital (W)
and wage income such that 1 - T = 1/(1 + 7). Then Equation (6.1) becomes

(1-Hwl <~ G
(1‘T)W0+ZW—;(l+r)l. (62)

From the individual’s point of view, the consumption tax is equivalent to a tax on wage
income plus a capital levy

93 They would be affected if policy makers reduced transfers in nominal terms, which seems unlikely.
94 Many transfers in the USA are indexed, including social security, food stamps, and in-kind health
care, but other non-indexed transfers are received by the lowest income bracket, as discussed below.
Also, the price-level problem and the response of the Federal Reserve to the imposition of a tax is not,
in principle, limited to general consumption taxes. Consider an income tax that is assumed to be shifted
backwards to labor and capital. The Federal Reserve could increase the monetary supply and allow
nominal prices to rise, to keep nominal factor prices from changing (even though real factor prices still
fall).

95 The lump-sum component of a consumption tax with no transition rules is a major source of efficiency
gain from a consumption tax relative to a wage tax. See Auerbach and Kotlikoff (1987) for more on
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Table 6.3
Distributional impact of a 5% comprehensive consumption tax (as a percentage of pre-tax income)
p pl p p

Income class (p.C) (p.Y) w,Y) w,C)
$0-$10000 3.70 3.69 2.84 2.85
10000-20000 2.66 2.68 2.86 2.83
20000-30000 2.90 3.00 3.10 2.99
3000040000 2.92 3.04 3.20 3.07
40000-50000 2.94 3.10 3.26 3.10
50000-75000 2.77 2.97 3.21 2.99
75000—-100000 2.63 2.88 3.01 2.74
100000-200000 2.50 2.84 2.92 2.57
200000 and over 1.76 2.78 2.86 1.76

? Source: U.S. Joint Committee on Taxation (1993, Table 3, p. 55).

These two issues give rise to four possible ways of distributing a consumption tax.

Following the JCT’s notation, we can distinguish:

(p, C) prices allowed to rise and burden assigned as consumption occurs;

(p, Y) prices allowed to rise and burden assigned as income occurs;

(w, C) factor prices fall and burden assigned as consumption occurs;

(w, Y) factor prices fall and burden assigned as income occurs.

Our Table 6.3, taken from JCT (1993), shows the impact of the four different
approaches on the distribution of a comprehensive 5% tax on consumption.

As noted above, whether prices are allowed to rise primarily affects the burden of
the tax at the very low end of the income distribution (because some transfers are not
indexed). On the other hand, the timing of the tax burden affects the very top of the
income distribution (because they undertake most savings). The measured burden of a
consumption tax in the highest-income group is roughly one percent of pre-tax income
higher when allocated on the basis of income rather than consumption *¢.

The first column of Table 6.3 (labeled (p,C)) is the traditional method for dis-
tributing consumption taxes, and it makes consumption taxes look sharply regressive.
If the (w,Y) method were used to distribute consumption taxes, they would look
nearly proportional. Instead, the JCT favors the (p, Y) approach, on the basis of some
empirical evidence that the introduction of value added taxes in Europe led to at-least-

this point. As an aside, individuals who have negative net wealth at the time of the imposition of a
consumnption tax receive a lump-sum subsidy equal to TW;. Thus, the consumption tax redistributes
from lenders to those in debt (relative to a tax just on wages).

% A dollar of saving receives relief from a full dollar of a consumption tax when the tax is allocated
as consumption occurs, but it only receives relief equal in value to the annuity that a dollar buys when
the consumption tax is allocated as income is earned.
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partial forward shifting into higher consumer prices, combined with the JCT’s wish to
adhere to their third principle of tax comparability.

The JCT used the approach outlined in U.S. Joint Committee on Taxation (1993) for
a brief while, but it then reverted to an approach that distributes tax payments rather
than burdens, on a year-by-year basis instead of using five-year windows. In particular,
the analysis in Table 6.1 accords with current JCT policy.

Both U.S. Joint Committee on Taxation (1993) and Cronin (1999) illustrate creative
efforts to bridge the gap between economic theory and real-world policy analysis. In
addition to theoretical rigor, policy analysts need measures that are easily constructed
from readily-available data and easily understood both by the public and by policy
makers. The retreat at the JCT from the innovations described in U.S. Joint Committee
on Taxation (1993) is perhaps discouraging, particularly in light of the tentative nature
of the steps towards a more-comprehensive lifetime measure of economic burden
arising from changes in tax policy. But it should be recognized that much of the
policy process occurs in an informal give-and-take between policy makers and staff
economists; it may be in this latter environment that incidence theory can be most

effective®’.

7. Conclusion

The field of incidence analysis has progressed dramatically in the past twenty years,
as new research has yielded fresh insights into the burden of taxes in imperfectly
competitive models and in intertemporal models. The increase in computing power
and the availability of large-scale data sets have also enriched our understanding of
tax incidence. Moreover, the power of recent analytical models and of new data sets is
evident in recent attempts by government economists to bring state-of-the-art incidence
analysis to policymakers.

Yet, the basic tools of log-linearization in simple two-sector models are just as
useful today as they were in Harberger’s classic 1962 paper. These techniques are
still frequently used in studies of new taxes, externalities, imperfect competition, and
other non-tax distortions. Such analytical models can yield important insights that do
not follow directly from complicated computable general equilibrium models. In fact,
many researchers now combine both approaches within a single paper, as they find it
useful to push the analytical results as far as is possible, for intuition, before turning
to numerical methods to determine likely magnitudes. Using all of these techniques,
the topic of tax incidence will continue to be an area of productive research yielding
further insights in the years to come.

T But see Graetz (1995) for a more pessimistic viewpoint.
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Abstract

Generational policy is a fundamental aspect of a nation’s fiscal affairs. The policy
involves redistributing resources across generations and allocating to particular
generations the burden of paying the government’s bills. This chapter in Volume 4
of the Handbook of Public Economics shows how generational policy works, how it
is measured, and how much it matters to virtual as well as real economies.

The chapter shows the zero-sum nature of generational policy. It then illustrates the
difference between statutory and true fiscal incidence. It also illuminates the arbitrary
nature of fiscal labels as well as their associated fiscal aggregates, including the budget
deficit, aggregate tax revenues, and aggregate transfer payments. Finally, it illustrates
the various guises of generational policy, including structural tax changes, running
budget deficits, altering investment incentives, and expanding pay-as-you-go-financed
social security.

Once this example has been milked, the chapter shows that its lessons about the
arbitrary nature of fiscal labels are general. They apply to any neoclassical model
with rational economic agents and rational economic institutions. This demonstration
sets the stage for the description, illustration, and critique of generational accounting.
The chapter’s final sections use a simulation model to illustrate generational policy,
consider the theoretical and empirical case for and against Ricardian Equivalence,
discuss government risk sharing and risk making, and summarize lessons learned.

Keywords
generational policy, generational accounting, tax incidence, deficit, debt, efficiency,
Ricardian Equivalence, time consistency, the government’s intertemporal budget

constraint, generational balance, deficit accounting

JEL classification: H2, H5, H6
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1. Introduction

Generational policy — the government’s treatment of current and future generations —
is a fundamental aspect of a nation’s fiscal affairs. The policy involves two actions —
redistributing resources across generations and allocating to particular generations the
burden of paying the government’s bills. Taking from one generation to help another
or forcing one generation to pay for another’s public goods raises a host of ethical
as well as economic questions. How much of the government’s bills should future
generations be forced to pay? How should the government treat today’s elderly versus
today’s young? Should those born in the future pay more because they will benefit from
improved technology? Can the government redistribute across generations? 1f so, how
does this work? Does relieving current generations of fiscal burdens let them consume
more and, thereby, reduce or crowd out national saving and domestic investment?
Should the government try to pool risks across generations?

Generational morality is the province of philosophers. But the positive questions
surrounding the treatment of the old, the young, and unborn have captivated economists
since the birth of the discipline. Their work has firmly embedded the analysis of
generational policy within the broader theory of fiscal incidence !. This theory has three
central messages. First, those to whom the government assigns its bills or designates
its assistance are not necessarily those who bear its burdens or enjoy its help. Second,
the incidence of policies ultimately depends on the economic responses they invoke.
Third, apart from changes in economic distortions, generational policy is a zero-sum
game in which the economic gains to winners (including the government) equal the
economic losses to losers 2.

Because the gulf between policy goals and policy outcomes can be so large,
incidence analysis is both important and intriguing. This is particularly true for
generational policy where a range of private responses can frustrate the government’s
initiatives. These include intra-family intergenerational redistribution, private changes
in saving and labor supply, and the market revaluation of capital assets.

The admonishment of incidence theory that policy descriptions bear no necessary
relationship to policy outcomes is particularly apt in considering the traditional
measure of generational policy, namely official government debt. Notwithstanding its
common use, official government debt is, as a matter of neoclassical economic theory,
an artifice of fiscal taxonomy that bears no fundamental relationship to generational
policy.

In contrast to deficit accounting, which has no precise objective, a relatively new
accounting method, Generational accounting, attempts to directly assess generational

! For surveys of tax incidence see Kotlikoff and Summers (1987) and Fullerton and Metcalf, Chapter 26,
this volume.

> Changes (including reductions) in economic distortions include policy-induced changes in the
economy’s degree of risk sharing to the extent that marginal rates of substitution and production are not
equated across states of nature.
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policy. Specifically, it tries to measure the intergenerational incidence of fiscal policy
changes as well as understand the fiscal burdens confronting current and future
generations under existing policy.

Generational accounting represents but one way of trying to quantify the economic
impacts of generational policy. Another is computer simulation. Each passing year sees
the development of ever more sophisticated and carefully calibrated dynamic computer
simulation models. These virtual environments are simplifications of economic reality.
But they allow economists to conduct stylized controlled experiments in studying the
dynamic impacts of generational policies.

This chapter shows how generational policy works, how it is measured, and how
much it matters to virtual as well as real economies. To make its points as quickly and
simply as possible, the chapter employs a two-period, overlapping generations model.
This model is highly versatile. It illustrates the central controversies surrounding
generational policy, including its potential impact on national saving and its potential
impotency due to Ricardian Equivalence. It exposes the vacuity of deficit accounting.
And it elucidates the government’s intertemporal budget constraint that provides the
framework for generational accounting.

Section 2 begins the analysis by presenting the two-period life-cycle model, defining
generational incidence, and showing the zero-sum nature of generational policy.
Section 3 illustrates generational policy with a simple example, namely a policy of
redistributing, in a non-distortionary manner, to the contemporaneous elderly from the
contemporaneous young as well as all future generations. This example clarifies the
difference between statutory and true fiscal incidence. It also illuminates, as described
in Section 4, the arbitrary nature of fiscal labels as well as their resultant fiscal
aggregates, including the budget deficit, aggregate tax revenues, and aggregate transfer
payments. Finally, it illustrates the various guises of generational policy, including
structural tax changes, running deficits, altering investment incentives, and expanding
pay-as-you-go-financed social security.

Once this example has been fully milked, the chapter shows that its lessons
about fiscal labels are general. They apply when fiscal policy, in general, and
generational policy, in particular, is distortionary, when it is uncertain, when it is
time inconsistent, and when segments of the economy are credit constrained. Indeed,
they apply to any neoclassical model with rational economic agents and rational
economic institutions (including the government). This demonstration sets the stage
for Section 5’ description, illustration, and critique of generational accounting. This
section also lays out the implications of generational policy for monetary policy.

Because generational policies play out over decades rather than years and can have
major macroeconomic effects, understanding their impacts is best understood through
computer simulation analysis. Section 6 presents results from simulating two major
generational policies — changing the tax structure and privatizing social security. The
messages of this section are that generational policies can have significant effects on
the economy and the well-being of different generations, but that such policies take a
long time to alter the economic landscape.
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Having illustrated generational policy, its measurement, and the potential magnitude
of its effects, the Chapter turns, in Section 7, to Ricardian Equivalence — the contention
that generational policy, despite the government’s best efforts, just does not work. The
alleged reason is that parents and children are altruistic toward one another and will
use private transfers to offset any government attempts to redistribute among them.
Ricardian Equivalence has been assailed by theorists and empiricists. These attacks
have paid off. As Section 7 discusses, there are very good theoretical and empirical
reasons to doubt the validity of Ricardian Equivalence, at least for the United States.
Section 8 considers the government’s role in improving or worsening intergenerational
risk sharing. The final Section 9 summarizes and concludes the chapter.

To conserve space, the chapter makes no attempt to survey the voluminous literature
on generational policy. But any discussion of the modern analysis of generational
policy would be remiss if it failed to identify the four major postwar contributions
to the field, namely Samuelson’s (1958) consumption-loan model, Diamond’s (1965)
analysis of debt policies, Feldstein’s {1974) analysis of unfunded social security,
and Robert Barro’s (1974) formalization of Ricardian equivalence. These papers
and their hundreds, if not thousands, of offspring collectively transformed the field
from a collection of intriguing, but poorly posed questions to an extremely rich and
remarkably clear set of answers.

2. The incidence of generational policy

2.1. The life-cycle model

Consider a two-period, life-cycle model in which agents born in year s have utility U,
defined over consumption when young, ¢,;, consumption when old, ¢, 1, leisure when
young, /y, and leisure when old, /o . 1.

Us=u (Cys: Cos+1s lys, los+ 1) . )

For this dynamic economy, consumption and leisure from a point in time, say the
beginning of time ¢, onward is constrained by a constant returns production function
satisfying

F(Col+c):l +8Cor 1t Cys L+ Eraty e b +ly = 2T, Lot 1 Flyy 1 =27, .., kl): 0,
(2)
where g, is government consumption in year s, k, is the capital stock at the beginning of
time ¢ (before time-? production or consumption occurs), and T is the time endowment
available to each generation in each period?®. Since there are two generations alive at

3 To keep the notation simple, this presentation abstracts from uncertainty in leaving out subscripts that
denote state of nature. Indexing commodities by the state of nature is straightforward.
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each point in time, the aggregate time endowment in each period is 27". The arguments
of Equation (2) are the net (of endowments) demands for consumption and leisure at
time ¢ and in all future periods plus the beginning of time ¢ endowment of capital.

Output is non-depreciable and can be either consumed or used as capital. Since
there are no future endowments of capital, only the time-/ endowment of capital enters
Equation (2). The fact that all of the leisure being demanded in a given period enters as
a single argument independent of who enjoys this leisure implies that the amounts of
labor supplied by different agents are perfect substitutes in production. Finally, the fact
that the aggregate time endowment (7’) is constant through time reflects the simplifying
assumption that each cohort is of equal size — the value of which is normalized to
unity.

Using the constant returns-to-scale property, the production function can be written
as:

(Col +Cyl+g1) +Rl+l (C0I+l +Cyl+l +gl+l) + W (101+[_v1)

€)

k,
+ R w1 (lo/+1 +lyt+l) + .- = ’R%+W12T+RI+IWI+12T+ R
!

where R, is the marginal rate of transformation of output in period s into output in
period s + 1 (the cost of an extra unit of output in period s + 1 measured in units of
output in period s); i.e.,

Fc:+l

R = ,
+1 Fc:

4)

and w; is the marginal rate of transformation of output in period s into leisure in
period s (the cost of an extra unit of leisure in period s measured in units of output in
period s), i.e.,

_ Fls
Wy = FCS. (5)

The terms R; ; ; and w;, — the respective time-s marginal products of capital at time s + 1
and labor at time s — are referenced below as pre-tax factor prices.

Equation (3) is the economy’s intertemporal budget constraint. It requires that the
value of current and future consumption and leisure, all measured in units of current
consumption, not exceed the value of the economy’s current and future endowments,
also measured in units of current consumption.

In choosing their consumption and leisure demands, agents born in year s > ¢
maximize Equation (1) subject to:

C_vs+Rs+lcos+l+WslyS+Rs+le+llos+I :W:T+Rs+IWs+IT_h_vs_Rs+1hos+l,

(6)

where A, is the net payment of the old at time s.
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Those agents born in ¢ — 1 maximize their time-¢ remaining lifetime utility subject
to:

a,
Cor + Wiy = F[+W,T—hu,. (7
H

In Equations (6) and (7), A, is the net payment to the government by the young at
time s, and a,, represents the net worth of the initial elderly at the beginning of time ¢.

2.2. The government's intertemporal budget constraint

Substitution of Equations (6) and (7) into the economy-wide budget constraint (3)
yields the government’s intertemporal budget constraint:

hos + Py + Ry 4y (hnHl +h_w+l) +R 1R 2 (hm+2+hyt+2) + o

a, —k (8)
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The right-hand side of Equation (8) is the government’s bills — the present value
of its current and future projected consumption plus its net debt, which equals the
difference between total private-sector net worth and the economy’s aggregate capital
stock, (@, — k:)/ R,. The government’s intertemporal budget constraint requires that
either current or future generations pay for the government’s bills, where its bills
represent the sum of its projected future consumption plus its initial net debt. As
discussed below, different ways of labeling government receipts and payments will
alter 4, (the remaining lifetime net payment, or generational account, of the time-t
elderly) and (a,, — &;)/ R, by equal amounts. In contrast, the lifetime net payments (the
generational accounts) facing initial young (A, + R,, 1A, +1) and future generations
(hys + Rs 1hos + 1, for s > £) are invariant to the government’s vocabulary; i.e., the fiscal
burden on current and future newborns is well defined, whereas the government’s net
debt is not.

2.3. The incidence of generational policy

Suppose that at time ¢ the government changes policy. The policy change will affect
the generation born at time ¢ ~ | (the initial elderly), the generation born at time ¢
(the initial young), and all generations born after time ¢ (the future generations).
The incidence of the policy for an affected generation born in year s is found by
differentiating Equation (1):

dU.v = uq'xdc_v.\' + Ucos + ldcos +1t ul_\-‘.s'dl_v.s + Uigs + ldlr)_v + 1. (9)

For the initial elderly, s = ¢— 1, and dc,, -, = 0 and d/,,_, = 0, since consumption and
leisure that occurred before the policy changed is immutable.
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The incidence experienced by each generation born at s » f can be expressed in
units of consumption when young by dividing Equation (9) by the marginal utility of
consumption when young.

dUS Vs os +
—dept Bt gy Mgy Moy (10)

Ueys Ucys Ucys CyS

Equation (10) traces generational incidence to changes in each generation’s consump-
tion and leisure when young and old valued in terms of their consumption when young.
In the case of the initial elderly, the change in utility can be normalized by the marginal
utility of consumption when old.

2.4. The zero-sum nature of generational policy

Policy-induced changes in consumption and leisure experienced by the various
generations alive at time ¢ and thereafter must satisfy Equation (11), which results
from differentiating Equation (2).

(dcor + deyr +dgy) + Ryt (deort +dey s +dgrar) +
R R 2 (dCol+2 +dcyl+2 + dg/+2) +os W, (dlal + dl_w) + an
Riiwe ) (dlo/+1 +d1_y1+ ]) +R 1R oW 1a (dla, .2 +dl_w+2) 4+ ... =0.
Let E, stand for the sum over all generations alive from time ¢ onward (including

the initial elderly born in ¢ — 1) of policy incidence measured in units of time-t
consumption.

dU,_ dy, dy du; .
E=—1 4~ R — LR R (12)
Ucor Ucyr Uepr +1 Ucyr +2
Using Equations (10) and (11), rewrite Equation (12) as
E = ( 7+l _RI+I) deori1 + R (R7+2 ‘RHZ) deorya+ - - (Wg, _W/) dl,
+ (W;, _W/) dl, + (WZI+IR7+I —W/+1R/+1) dlors1 + R4y (W(,, _W/fl) dl, 1
+ R, (WZ,+2R7+2 *WHZRHZ) dlor 42 +Ri 1R 42 (W_CHz _WHZ) dlsz
+ -+ —dg — R 1dgri — R 1Ry 2dgr 0 — -,
(13)
where
R = Ucos ,W::I_;- = Ups . and ng = ulm'. (14)
Ucos -1~ Ucps Ucos

There are two sets of terms on the right-hand-side of Equation (13). The first set
involves differences between marginal rates of substitution (MRS) and marginal rates
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of transformation (MRT) multiplied by a) the change in the economic choice being
distorted, and b) a discount factor. These MRS-MRT wedges arise from distortionary
fiscal policies and are often referred to as marginal tax wedges. This first set of terms
is related, but not strictly identical to, the present value of the marginal change in
economic efficiency (the change in excess burden) arising from the policy. The second
set of terms measures the present value of the policy-induced change in the time-path
of government consumption.

Thus, Equation (13) shows that fiscal-policy incidence summed over across all
current and future generations equals a) the present value of the time-path of terms
related to policy-induced changes in excess burden, and b) the increase in the present
value of government consumption. Thus, apart from efficiency effects, any change
in government consumption must be fully paid for in terms of reduced welfare
experienced by current or future generations. If the policy entails no efficiency change
and no change in government consumption, E, equals zero, and the policy simply
redistributes fiscal burdens across generations. Hence, ignoring efficiency effects,
policy changes are, generationally speaking, zero-sum in nature, Either current or
future generations must pay for the government’s spending and holding government
spending fixed, any improvement in the well-being of one generation comes at the
cost of reduced well-being of another generation.

It is important to note that Equation (13) takes into account policy-induced changes
in the time-path of factor prices. Apart from efficiency considerations, Equation (13)
tells us that al/l intergenerational redistribution, be it direct government intergener-
ational redistribution, arising from changes in the constellation of net payments it
extracts from various generations, or indirect intergenerational redistribution, arising
from policy-induced changes in the time-path of factor prices, is zero-sum in nature.
Stated differently, the benefits to particular generations arising from policy-induced
changes in wage and interest rates are exactly offset by losses to other generations
from such factor-price changes.

Although the first set of terms in Equation (13) involving MRS-MRT wedges arise
only in the presence of economic distortions, their sum represents a precise measure
of the change in excess burden only if the policy being conducted compensates all
generations for the income effects they experience. To show how this compensation
could be effected, take the case of a policy change that a) does not alter the time-
path of government consumption, b) compensates members of each generation by
keeping them on their pre-policy-change budget constraints, and c) does not require
resources from outside the economy (i.e., leaves the economy on its intertemporal
budget constraint)*.

Since each generation remains on its initial budget constraint (defined in terms of
its slope and intercept) the policy serves only to alter the choice of the position on
that constraint. This change in the consumption/leisure bundle arises because of the

* This is a Slutsky compensation in an intertemporal setting.
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policy’s alteration in relative prices (i.e., because of changes in incentives). Hence,
each generation’s change in utility arises due to a change in how it allocates its budget,
rather than a change in the size of its budget. The resulting change in utility is a pure
change in economic distortion. Because these utility changes are measured in units of
time-¢ output, adding them up, as Equation (13) does, across all current and future
generations indicates the amount (positive or negative) of time-¢ output that could be
extracted from the economy by engaging in the policy, but using generation-specific
non-distortionary net payments that keep each generation at its pre-policy change level
of utility.

To keep each generation on its initial budget constraint, the government must alter
the net amounts it takes from each generation when young and old to offset all policy-
induced income effects, including those arising from changes in relative prices of
consumption and leisure when young and old. Assuming, without loss of generality,
that the amount of distortionary net payments made by each generation are offset by
non-distortionary net payments of equal magnitude, the only income effects to be offset
are those arising from changes in relative prices. This means setting dA,; such that

dh, = dw, T —dw,l,,, (15)
and setting dh,, and da,., | for s > ¢ such that

dhys +R 1dhgs 1 =dw T +d(Rs 1w 1) T —dRs Ao 1 — AR 4 1Cos.
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Does this compensation policy satisfy the government’s intertemporal budget
constraint? The answer is yes. To see why, take the differentials of Equations (3),
(6) and (7). These equations plus (15) and (16) generate the differential of the
government’s budget constraint. Intuitively, the constant-returns property of the
production function implies that factor-price changes are zero-sum in nature. Hence,
the government can redistribute resources from generations experiencing beneficial
factor-price changes to those experiencing adverse factor-price changes. This leaves
each generation on its initial budget frontier, although, potentially, at a different point
on that frontier.

When one applies Equations (15) and (16) in conjunction with a policy change
that leaves government spending unchanged, the resulting consumption and leisure
differentials in Equation (13) are compensated ones. For discrete, as opposed to
infinitesimal, policy changes, one can integrate £, over the range of the policy change.
The resulting expression will be the present value sum of each period’s Harberger
excess burden triangle, if there are no initial distortions in the economy>.

3 Were one to expand the above analysis to incorporate uncertainty about future states of nature, all
commodities at a particular point in time would be indexed by their state of nature and the discrepancies
between marginal rates of substitution and marginal rates of transformation would capture the absence
of risk-sharing arrangements associated with incomplete insurance markets.
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3. Illustrating generational policy

3.1. A Cobb-Douglas example

A very simple Cobb—Douglas two period life-cycle model suffices to illustrate how
generational policy works and why it cannot be uniquely described with conventional
fiscal taxonomy. Let the utility of the young born at time s, Uy, be given by:

Us=aloge, + (1 —a) logc, 1. (17)

In Equation (17), we make the assumption that labor supply is exogenous. Specifically,
the young work full time and the elderly are retired. Also let the production function
for output per worker satisfy:

= Ak]. (18)

Each cohort has N members, so there is no population growth. Finally, assume that
the government takes an amount / from each member of each young generation and
hands the same amount to each member of the contemporaneous old generation.

At any time ¢ + 1, capital per old person equals capital per worker, ;. |, because
the number of old and young are equal. The amount of capital held at ¢ + 1 by each
old person is what she accumnulated when young; i.e.,

L :Wz—}_l_c_w- (19)

Given that consumption when young equals a share, a, of lifetime resources, we can
write Equation (19) as:

k,YI:w,—iza<w,—iii). (20)

1+I‘,+1

Finally, using the fact that factor prices equal marginal products, we can express
Equation (20) as:

- BA, (k"R
ko =(1=-B)1-) Ak’ ~h+a e 21)
t+ | ( ) ) thy 1+ﬁA,+1k N

1+ l

Equation (21) represents the transition equation for the capital labor ratio. Knowing
the value of &, one can solve (by nonlinear methods) for the value of & ..

3.2. The crowding out of capital

Consider introducing the policy at time 0. Because a is between zero and one, the
derivative of k., for + = O with respect to A is negative evaluated at 4 equals zero.
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Hence, if we assume the policy is introduced at time 0, it reduces the economy’s capital
stock at each future date. What is the explanation for this crowding out of capital? The
answer is the increased consumption of those who are old at the time of the reform —
time 0. This cohort receives & for free; i.e., without being forced to hand over # when
young. And the cohort immediately increases its consumption by 4 per person. This
present value gain to the initial old is offset by a present value loss to the initial young
and future generations of interest on ; i.e., if one discounts, at the time path of the
marginal product of capital, the sum of all the losses of interest on 4 by the initial
young and future generations, the total equals —A.

If the losses to the current young and future generations are equal in present value to
the gains to the initial old, why is there an initial (time 0) net increase in consumption
and a decline in national saving? The answer is that the increased consumption by
the elderly at time 0 is only partially offset by the reduced consumption of the
contemporaneous young. As just indicated, the contemporaneous young pay for only
a small portion of the transfer to the initial elderly. Moreover, their propensity to
consume, «, is less than one — the propensity to consume of the initial elderly. So
the positive income effect experienced by the initial elderly exceeds in absolute value
the negative income effect experienced by the initial young, who, in any case, have
a smaller propensity to consume. Hence, consumption of the initial elderly rises by
more than the consumption of the initial young falls, thereby reducing national saving
and investment.

Although all future generations will be forced to reduce their consumption once they
are born, that does not matter to the time-0 level of national consumption and saving.
Moreover, the reason this policy has a permanent impact on the economy’s capital
stock is that there are always generations coming in the future whose consumption
has not yet been depressed because of the policy; i.e., at any point in time, say ¢, the
cumulated policy-induced net increase in the economy’s aggregate consumption from
time O through time ¢ is positive. Another way to think about the policy is to note that
as of time O the old are the big spenders, whereas the young and future generations
are the big savers. Indeed, future generations have a propensity to consume at time 0
of zero. So the policy redistributes resources at time 0 from young and future savers
to old spenders.

3.3. The policys incidence

The incidence of the policy can be described as follows. The elderly at time 0 receive
h, and since factor prices at time 0 are unchanged, they experience no reduction in the
return they earn from their capital. Hence, the policy unambiguously makes the initial
elderly better off. Next consider the young at time 0. They give up # when young,
but receive the same amount when old. On balance, they lose interest on the A. This
reduction in lifetime income is somewhat counterbalanced by the fact the policy drives
up the return they receive on their savings. The reason is that the policy reduces k;
relative to what it would otherwise have been. (Note that while the policy alters k;
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and subsequent levels of capital per workers, it does not change 4;, which means it
does not change the wage earned by the initial young.) Finally, consider those born
at time 2 and thereafter. Each of these generations loses interest on 4. In addition,
each earns a lower wage on its labor supply and a higher rate of return on its saving
than in the absence of the policy. On balance, these factor price changes make these
generations worse off.

Since there is neither government consumption nor economic distortions in this
example, the policy, according to Equation (13), is zero-sum across generations with
respect to welfare changes. Now the derivative of each generation’s utility has two
components — the change due to raising 4 (above zero) and the change due to policy-
induced factor price changes. 1f we measure these two components in present value (in
units of time-0 consumption) and add them up across all generations, Equation (13)
tells us that their sum is zero. However, as indicated above, the sum across all initial
and future generations of the first component — the utility changes from raising £ is, by
itself, zero®. Hence, the present value sum of the utility changes experienced by initial
and future generations from factor-price changes must also sum to zero. In concrete
terms, this means that the gain to the initial young from receiving a higher rate of
return in old age, measured in units of time-0 consumption, equals the sum of the
net losses, measured in time-0 consumption, incurred by subsequent generations from
receiving a lower real wage when young plus a higher return when old.

4. Deficit delusion and the arbitrary nature of fiscal labels

In presenting generational policy in the Cobb—Douglas model, no use was made of
the terms “taxes”, “transfer payments”, “interest payments” or “deficits”. This section
points out that there are an infinite number of equally uninformative ways to label the
above policy using these words. Each of these alternative sets of labels use the words
“taxes”, “transfers”, “spending”, and “deficits” in conventional ways. Consequently, no
set of labels has a higher claim to relevance than any other.

The choice of a particular set of fiscal labels to use in discussing the model (the
choice of fiscal language) is fundamentally no different than the choice of whether
to discuss the model in English or French. The message of the model lies in its
mathematical structure. And no one would presume that that message would differ
if the model were discussed in English rather than French.

Showing that fiscal labeling is, from the perspective of economic theory, arbitrary,
establishes that the “deficit” is not a well defined measured of generational or, indeed,
any other aspect of fiscal policy. It establishes the same point with respect to “taxes”,

“transfer payments” and “spending”, where spending consists of “transfer payments”

6 Recall that the present value sum of the loss of interest on A by the initial young and future generations
equals A — the gain to the initial elderly.
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and “interest payments on government borrowing”. Since the “deficit”, “taxes”,
“transfer payments” and “spending” are, from the perspective of economic theory,
content free, so too are ancillary fiscal and national income accounting constructs
like ‘““debt”, “national income”, “disposable income”, “personal saving” and “social
security”. Given the ubiquitous use by governments and economists of these verbal
constructs to discuss, formulate, and evaluate economic policy, the import of this point

cannot be overstated.

4.1. Alternative fiscal labels

Consider first labeling the payment of 4 by members of the initial young and future
generations as a “tax” and the labeling of the receipt of 4 by the initial and subsequent
elderly as a “transfer payment”. With these words, the government reports a balanced
budget each period since “taxes” equal “spending”. This is true despite the fact that
the government is running a loose fiscal policy in the sense that it redistributes toward
the initial old from the initial young and future generations. Furthermore, the budget
remains in balance regardless of whether the policy is extremely loose (% is very large)
or extremely tight (% is negative and very large in absolute value).

As a second example, let the government (1) label its payment of 4 to the elderly
at time 0 as “transfer payments”, (2) label its receipt of 4 from the initial young and
subsequent generations as “borrowing”, and (3) label its net payment of 4 to each
elderly generation from time s = | onward as “repayment of principal plus interest in
the amount of (1 +r;) & less an old age tax of r;&”. While each old person starting at
time 0 still receives & and each young person still hands over k, with this alternative
set of words the government announces that its running a deficit of % at time 0 since
time-0 spending on transfer payments equals 4 and time-0 taxes equal zero. At time 1
and thereafter, the deficit is zero since the old age tax equals the government’s interest
payments (the only government spending). Hence, the stock of debt increases from 0
to 4 at the beginning of time 1 and stays at that value forever.

The above two examples are special cases of the following general labeling rule:
1) label the receipt from the young of % as net borrowing from the young of mh less
a net transfer to the young of (m — 1)k, 2) label the payment of 4 to the initial old
as a transfer payment, and 3) label the payment of 4 to the old in periods s > 1 as
return of principal plus interest of m(1 +r,) & less a net old age tax of (m — 1) A+ mr,h.
Note that in the first example, m equals 0. In the second, m equals 1. Also note that
regardless of the value of m, the government, on balance, extracts 4 from the young
each period and hands % over to the old each period.

The government’s reported deficit at time 0 is mh. At time 5 > 1, the reported deficit
equals government spending on interest payments of mr:k plus net transfer payments
of (m ~ 1) h minus government net taxes of (m — 1) & + mrh; i.e., the reported deficit
in s > 1 is zero. Hence, from time 1 onward, the stock of government debt is mh.
Since m can be any positive or negative integer, the government can choose language
to make its reported debt for s > 1 any size and sign it wants.
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For example, if the government makes m equal to —30 000, it will announce each
period that it is “taxing the young 30001 4 and lending the young 300004 and, in
each period s > 1, that it is “receiving from the old principal and interest payments of
30000 (1 + #,) & and making a transfer payment to the old of 30001 4 +30 000 /. In
this case, the government reports a surplus at time 0 of 30000 A.

Thus, each choice of m corresponds to a different choice of fiscal language. And
since the government and private sector are always fully repaying those payments
and receipts that are described as “government borrowing™ and “government loans”,
one choice of m is no more natural than any other from the perspective of everyday
parlance. From the perspective of economic theory, the choice of m is completely
arbitrary as well; i.e., the equations of the model presented above do not contain m.

In addition to not pinning down the choice of m at a point in time, the model’s
equations provide no restrictions on changes in the choice of m through time. Let m,
stand for the choice of m applied to the receipt of 4 from the young at time s as well as
the receipt of by the old at time s+ 1. So m; references the language used to describe
the fiscal treatment of generation s. In this case, the deficit at time s will equal the
quantity (m; —m, ) A.

To summarize, regardless of the true size and nature of generational policy as
determined by the size and sign of 4, the government can announce any time-path of
deficits or surpluses it chooses. For example, the government can choose a sequence
of m; that makes its reported debt grow forever at a faster rate than the economy. This
means, of course, that the debt to GDP ratio tends to infinitely. It also means that the
invocation in economic models of a transversality condition, which limits the ratio
of debt to GDP, is a restriction about permissible language, not a restriction on the
economy’s underlying economic behavior.

At this point, an irritated reader might suggest that the above is simply an exercise
in sophistry because as long as the government chooses its fiscal language (its m)
and sticks with it through time, we’ll have a meaningful and consistent language with
which to discuss fiscal policy.

This is not the case. Even if the government were to choose an m and stick
with it through time, the resulting time path of government deficits would have no
necessary connection to actual fiscal policy. As we’ve seen in the above example, if
the government chooses a large (in absolute value) negative value of m to label the
h policy, it will announce over time that it has a huge level of assets, despite the fact
that it is conducting loose policy. Moreover, the government’s choice of fiscal labels
is not sacrosanct. The fact that the government has chosen a particular time-path for
the value of m does not preclude each individual in society from choosing her or his
own time-path of m;, in describing the country’s past and projected future fiscal affairs.
Each of these alternative time paths has the same claim (namely zero) to explaining
the government’s actual past, present, and future fiscal position. Indeed, those who
wish to show that deficits crowd out capital formation need only define a time path of
m; that produces a negative correlation between investment and the deficit. And those
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who wish to show the opposite can choose a time path of m; that produces a positive
correlation.

Finally, unless the government’s fiscal policy is described in label-free terms, there
is no way for the public to know what m the government has chosen or whether it is
maintaining that choice through time. In our simple model, the reported deficit depends
on the current period’s choice of m, the previous period’s choice of m, as well as the
size of h. Without independent knowledge of &, the public cannot tell if the deficit is
changing because of changes in fiscal fundamentals or simply because of changes in
fiscal labels. Nor can the public tell if the same labels are being used through time.

4.2. Other guises of generational policy

In the above discussion, we’ve indicated that the our A intergenerational redistribution
policy can be conducted under the heading “pay-as-you-go” social security”, “deficit-
financed transfer payments” or “surplus-financed transfer payments”, where the deficits
or surpluses can be of any size. This is not the limit of the language that could be
used to describe the policy. The policy could also be introduced under the heading of
“structural tax reform”. To see this, suppose the government initially has in place a
consumption tax that it uses to make transfers to the young and old which precisely
equal their tax payments. Now suppose the government switches from consumption
to wage taxation as its means of collecting the same amount of revenue to finance
the transfer payments. Since the initial elderly are retired and pay no wage taxes,
they will be relieved of paying any net taxes over the rest of their lives. Hence, this
reform redistributes to them from the initial young and future generations. These latter
generations find that the present value (calculated when young) of their lifetime net
tax payments has been increased.

Our final example of fiscal linguistic license is particularly artful. As discussed in
Auerbach and Kotlikoff (1987), it involves the government engineering a stock market
boom and, thereby, raising the price at which the elderly sell their capital assets to the
young. In so doing, the government can claim that market revaluation, rather than
government policy, is responsible for improving the well-being of the initial elderly at
the cost of lower welfare for the initial young and future generations. Since we want
to describe this outcome as a particular labeling of our / policy, we need to clarify the
difference between capital assets and consumption goods. The difference arises not in
the physical property of the two, since our model has only one good, but rather in the
date the good is produced. The economy’s capital stock at time ¢ consists of output that
was produced prior to time t. And the government can tax or subsidize the purchase
of output produced in the past differently from the way it taxes or subsidizes output
produced in the present.

In terms of the equations of our model, 4 stands for the higher price of capital
(measured in units of consumption) that the young must pay to invest in capital. It also
stands for the higher price (measured in units of consumption) that the old receive on
the sale of their capital to the young.



1890 L.J. Kotlikoff

How can the government engineer a stock market boom of this kind? The answer is
by announcing a tax on the purchase of newly produced capital goods by the young.
Since the young can either invest by buying new capital goods or by buying old capital
from the elderly (the capital valued in the stock market), this will drive up the price of
the capital the elderly have to sell to the point that the young are indifferent between the
two options. To avoid the government retaining any resources, we can have it return to
the young the equivalent of their investment tax payments, but in a lump-sum payment
(a payment that is not related to the level of that investment. This, plus a couple of
additional elements that leave the effective tax rate on capital income unchanged, will
make the “investment tax policy” differ in name only from conducting our benchmark
policy under the alternative headings “pay-as-you-go social security”, “deficit-financed
transfer payments to the elderly”, “surplus-financed transfer payments to the elderly”
and “structural tax change”’.

4.3. Generalizing the point that the deficit is not well defined

The above illustration of the arbitrary nature of deficit accounting was based on
a simple framework that excluded distortionary policy, economic as well as policy
uncertainty, and liquidity constraints. Unfortunately, none of these factors provide any
connection between the measured deficit and fiscal fundamentals.

4.3.1. Distortionary policy

To see that distortionary policy has no purchase when it comes to connecting deficits
with fiscal fundamentals, consider again the general model that includes variable first
period and second period leisure and net payments from the young and old in period ¢
to the government of h,, and h,,. To introduce distortionary fiscal policy, we simply
let Ay, and h,, depend on how much generation ¢ decides to consume and work when
young and old, respectively. In maximizing its lifetime utility function subject to (6)

7 To make this policy fully isomorphic to our benchmark policy, we need to include six elements:
(1) a subsidy to capital income received by generation s when old that is levied at the same rate as
the tax generation s pays when young on ncw investment; (2) a lump sum transfer paid to the elderly
equal to the subsidy to capital income; (3) a lump sum transfer to the young equal to the proceeds of
the investment tax; (4) the setting of the investment tax rate each period to ensure that the net cost of
purchasing the capital rises by exactly h; (5) if the elderly consume their own capital, the government
provides them a subsidy at the same rate as the investment tax; and (6) if the young invest their own
capital (the output they receive as wages), they will be forced to pay the investment tax. Element 1
ensures that there is no change in the effective rate of capital income taxation under this description of
the policy. Elements 2 through 4 ensure that the budget constraints of the young and old each period are
precisely those of the benchmark policy. Element 5 guarantees that the elderly are indifferent between
consuming their own capital or selling it to the young, and element 6 guarantees that the young are
indifferent between investing their own wages, purchasing new capital for investment from other young
people, or purchasing the capital owned by the elderly.
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or (7), agents take into account the marginal dependence of 4, and A, on their
consumption and leisure demands and this marginal dependence helps determine the
marginal prices they face in demanding these commodities.

Our model with distortionary policy thus consists of a) government-chosen time-
paths of the A, and A, functions and g, (government consumption demands) that
satisfy the government’s intertemporal budget constraint, household demands for
consumption and supplies of labor, and firms supplies of output and demands for
capital and labor inputs. Market clearing requires that, in each period along the
economy’s dynamic transition path, a) firms’ aggregate output supply cover the
consumption demands of households and the government plus the investment demand
of firms, and b) labor supply equals labor demand.

The fact that we can formulate and discuss our model of distortionary fiscal policy
making no use whatsoever of the words “taxes”, “transfer payments”, or “deficits”
in itself tells us that the deficit has no connection to policy, even if that policy
is distortionary. But to drive home the point, consider labeling 4, as “government
borrowing” of m,h,, from the young at time ¢ less a “net transfer payment” to the young
at time ¢ of (m, — 1) hy,. The corresponding labeling of the payment by the old of A, . |
would be labeled as “repayment of principal and interest” of —m,h,, (1 +r,, 1) (which
is negative, because the government is doing the repaying) plus a “net tax payment” of
hos+1 + mhyu (1 + 1y ). Notice, that regardless of the size of m,, the net payments of
generation ¢ when young and old are &, and A, .|, respectively and its generational
account is Ay + Ry, 1hor4 1. Thus, the choice of the time path of the m,;s makes no
difference to economic outcomes, although it leads to a sequence of “official” deficits,
d;, of

d’ = m,h),, —m;_ Ihy’_ I- (22)

To make this math more concrete, suppose that the government finances its possibly
time-varying consumption each period based on a net payment from the young of A,
which distorts each generation’s first-period labor supply ®. How can observer A report
that the government is taxing only the labor earnings of the young from time 0 onward
and always running a balanced budget? How can observer B report that the government
runs a deficit of 4,; at time 07 And how can observer C report that the same government
runs a surplus of 4, at time 0?

The answer is that observer A sets m, equal to zero for all s; observer B sets mg
equal to zero and m; equal to 1; and observer C sets mg equal to zero and m; equal
to —1. Observer A describes the government as taxing generation 1 when it is young
on the amount it earns when young. Observer B describes the government as taxing
generation 1 when it is old on the accumulated (at interest) amount it earns when
young. Observer C describes the government as taxing generation 1 when it is young

8 In this example, the net payment of the old each period is assumed to equal zero.
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on its labor supply by more than the amount needed to cover government spending.
Observer C also describes the government as subsidizing generation 1 when it is old
based on the accumulated (at interest) amount it earned when young. The key point
here is that, although all three observers report different time-0 deficits, all three report
that the government is imposing the same tax, at the margin, on labor supply when
young.

The labels of observers B and C may, at first, seem a bit strained because they
entail stating that the government is collecting revenue or making subsidies in one
period based on economic choices made in another. There are, however, multiple
and important examples of such elocution. Take 401k, IRA, and other tax-deferred
retirement accounts. The tax treatment of these accounts is expressly described as
taxing in old age the amount earned when young plus accumulated interest on those
earnings. Another example comes from the Social Security System, which provides
social security benefits in old age based on the past earnings of workers in a manner
that connects marginal benefits to marginal past contributions. A third example is the
U.S. federal income tax which taxes social security benefits and thus, indirectly, taxes
in old age the labor supplied by retirees when they were young.

Moreover, such cross-period references are not essential. Take B’s observation that
generation 1 pays zero taxes when young and (1 + r) A, taxes when old. B can describe
the zero taxes that generation 1 pays when young as “revenues from a tax on labor
supply when young less a lump-sum transfer payment made to the young at time 1 of
equal value”. And B can describe the taxes generation 1 pays when old as a “lump
sum tax”?.

Although the model discussed above has only a single type of agent per generation,
the argument about the arbitrary nature of fiscal labels is equally valid if agents are
heterogeneous. In this case, the net payments to the government, 4,, and A,,, will differ
across agents. If the government cannot observe individual characteristics, like innate
talent, these functions will be anonymous. On the other hand, the labeling convention —
the choice of m; can be individual specific; i.c., we are each free to describe our own
and our fellow citizens’ net payments to the government with any words we like.

Ghiglino and Shell (2000) point out that if the government were restricted in its
choice of words to, for example, announcing only anonymous tax schedules, those
restrictions might, in light of limits on reported deficits constrained the government’s
policy choices. This point and their analysis, while very important, is orthogonal to the
one being made here, namely that whatever is the government’s policy and however the
government came to choose that policy, it can reasonably (in the sense of using standard

9 Recall that, according to observer B, this second-period lump-sum tax is offset by the second-period
repayment of principal plus interest on the government’s borrowing, so that the agent makes no net
payment in the second period. Thus, if the agent dies prior to reaching the second period, observer B
can claim that the agent’s estate used the proceeds of the debt repayment to pay the second-period
lump-sum tax.
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economic terminology) be described by men and women, who are not encumbered by
government censors, as generating any time path of deficits or surpluses.

4.3.2. Liquidity constraints

Another objection to the above demonstrations that “deficit” policies are not well
defined is that they ignore the possibility that some agents are liquidity constrained. If
some young agents cannot borrow against future income how can they be indifferent
between a policy that involuntarily “taxes” them and one that voluntarily “borrows”
from them? There are two answers.

First, the government can compel payments with words other than “taxes”. For
example, government’s all around the world are currently “reforming” their social
security pension systems by forcing workers to “save” by making contributions
to pension funds, rather than by making social security “tax” contributions. The
governments are then “borrowing” these “savings” out of the pension funds to finance
current social security benefit payments. When the workers reach retirement, they
will receive “principal plus interest” on their compulsory saving, but, presumably,
also face an additional tax in old age to cover the government’s interest costs on that
“borrowing”. While this shell game alters no liquidity constraints, it certainly raises
the government’s reported deficit.

The point to bear in mind here is not that governments may, from time to time, opt
for different words to do the same thing, but, rather that any independent observer
can, even in a setting of liquidity constraints, reasonably use alternative words to
describe the same fundamental policy and, thereby, generate total different time-paths
of deficits.

The second reason why liquidity-constrained agents may be indifferent between
“paying taxes” and “lending to the government” is due to Hayashi (1987). His
argument is that private-sector lenders are ultimately interested in the consumption
levels achieved by borrowers since the higher those levels, the greater the likelihood
that those who cannot repay will borrow and then default. When the government
reduces its “taxes” on liquidity-constrained borrowers, private lenders reduce their own
loans to those borrowers to limit the increase in their consumption. Instead of lending
as much as it did to its borrowers, the private lenders make loans to the government.
Indeed, in equilibrium, the private lenders voluntarily “lend” to the government exactly
the amounts the liquidity-constrained agents were otherwise sending the government
in “taxes”. Hence, the borrowers find their private loans cut back by precisely their
cut in taxes (i.e., they find their “tax cuts” being used to buy government bonds) and
end up with the same consumption. Thus, changing language will not alter the degree
to which any agent is liquidity constrained since these constraints will themselves be
determined, fundamentally, by the unchanged level and timing of the agents’ resources
net of their net payments to the government.
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4.3.3. Uncertainty

A third objection to the proposition that fiscal labels are economically arbitrary
involves uncertainty. “Surely”, the objection goes, “future transfer payments and taxes
are less certain than repayment of principal plus interest, so one cannot meaningfully
interchange these terms”. In fact, the risk properties of government payments and
receipts provide no basis for their labeling; i.e., the deficit is no better defined in
models with uncertainty than it is in models with certainty. The reason is that any
uncertain payment (receipt) X, where the refers to a variable that is uncertain, can
be relabeled as the combination of a certain payment (receipt) X plus an uncertain
payment (receipt) X — X. So a net payment when young of hy, and an uncertain receipt
when old of A, can be described as a net payment when young of 4,, plus a certain
old age receipt of h,/R; . less an uncertain receipt of Bors1 — h,/R; . Regardless
of what one calls the uncertain component of this receipt, there are, as we’ve seen,
an infinite number of ways to label the certain payment when young and the certain
receipt when old. More generally, whatever are the risk properties of net payments
that are labeled “borrowing” and “interest and principal repayment”, these same net
payments can be labeled as “taxes” and “transfer payments”.

Take, as an example, Barsky, Mankiw, and Zeldes’ (1986) demonstration that “a tax
cut coupled with a future income tax increase (that pays off the associated borrowing)
can stimulate consumer spending” and that “the marginal propensity to consume out of
a tax cut, coupled with future income tax increases, can be substantial under plausible
assumptions”. In their two-period life-cycle model, agents’ second period earnings are
uncertain. According to the way they label their equations, the government cuts taxes
by an amount 7 when workers are young and repays its borrowing by taxing workers
when old in proportion to their earnings. Since agents have no way to insure their risky
earnings, the policy provides an element of intragenerational risk sharing and, thereby,
lowers precautionary saving and raises consumption when young. Barsky, Mankiw and
Zeldes view this increase in consumption in response to the “tax cut” as a Keynesian
reaction to a Ricardian policy.

While the points Barsky, Mankiw, and Zeldes make about consumption under
uncertainty are impeccable, their findings have nothing to do with “tax cuts”, “deficit
finance” or “the timing of taxation”. One can equally well describe their equations as
showing that there is a sizeable and very non-Keynesian consumption response to a
tax hike of size 7. How? By labeling the policy as “raising taxes on the young by
T and making a loan to the young of 7. When the young are old, the government
“receives loan repayments of 7 plus interest” but makes a “transfer payment” of 2T
less an amount that is proportional to earnings at the same rate described by Barsky,
Mankiw and Zeldes (1986) as the tax rate.

4.3.4. Time consistency

Another question about the alleged arbitrary nature of fiscal labels is whether the
timing of “taxes” is better defined in a setting in which government policy is
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subject to time-consistency problems!?. One way to demonstrate that it is not is to
show that time inconsistent policy can be modeled with no reference to “taxes”,
“transfers” or “deficits”. Take, for example, an economy consisting of a generation
that lives for two periods and is under the control of a time inconsistent government
in both periods. Specifically, suppose the government has a social welfare function
Wy(u1,uz, ..., u,) that represents its preferences over the lifetime utilities of agents 1
through n when they are young. Let W, (u;,u;, ..., u,) represent the government’s
preferences when the agents are old. Further, assume that agent i’s utility is a function
of her consumption when young and old, ¢;, and c;,, her leisure when young and old,
Iy, and l;,, and her enjoyment of public goods when young and old, g, and g,. Thus,
u; = ui(Ciy» Cios Liy, lio, 8y» €o). When the cohort is old, the government will maximize W,
taking as given the consumption and leisure and public goods that each agent enjoyed
when young.

If the W,(, , , ) and W,(, , , ) functions differ, the government’s preferences will be
time inconsistent. In this case, the young government (the government when the cohort
is young), will realize that the old government will exercise some control over the
consumption and leisure that agents will experience when old and use that control to
generate undesirable outcomes. Consequently, the young government will use dynamic
programming to determine how the old government will make its decisions and the
ways in which it can indirectly control those decisions.

The government, both when it is old and young, can use non-linear net payment
schedules to redistribute across agents and extract resources from agents. If the gov-
ernment is not able to identify particular agents, these net payment schedules will be
anonymous. If government favors agents with particular unobservable characteristics,
such as low ability, it will condition its net payments schedules on observables,
such as earnings, that are correlated with those characteristics, and face self-selection
constraints as in Mirrlees (1971).

The government’s second-period optimization is also constrained by the amount of
second-period output, which depends on the economy’s second-period capital stock as
well as agents’ second-period labor supplies. The solution to this problem includes the
choice of g, and as well as agent-specific second-period values of consumption and
leisure. These choices are functions of second-period capital, and these functions are
used by the young government in setting policy; i.e., the young government considers
how its net payment schedules will affect the economy’s capital in the second period
and, thereby, the consumption, leisure, and the public goods enjoyed by different agents
when old. In recognizing that the old government will control second-period outcomes,
the young government formulates a time-consistent policy.

10 Note that time consistency problems can be potentially resolved by having successive governments
purchase consistent behavior from their predecessors. See Kotlikoff, Persson and Svensson (1988).
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4.3.5. An example

To make this point concrete, consider a simple model with two agents, a and b,
both of whom would earn w when young and old were they to work full time. The
young government supplies 2g, and the old government 2g, in public goods. The two
governments differ with respect to their preferences over the utilities of the two agents,

u, and u,. Specifically, assume that a > .5 and that

W,=au, + (1 —a)up, (23)
W,=(1-a)u, + au,. (24)

Suppose that utility is separable in public goods, consumption, and leisure and that
the utility of consumption and leisure is given by

u; = logcy, +log ly, + 0 (log ¢;p + log li,)  fori=gand b. (25)

It is easy to show using dynamic programming that the consistent solution entails

Cao _ oR0O

cu_v (1 - a)(l + 6)’ (26)

Wla_v = Cay; (27)

Wlao = Caos (28)
_-awiz-g-%)

cu_v - 1+ 0 ’ (29)

where R stands for 1 plus the rate of return. A symmetric set of equations holds
for the consumption and leisure of agent b with a replaced by (1 — a) and (1 ~ a)
replaced by a. These government choices for consumption and leisure can be compared
with the private choices that would arise in the absence of government policy. Those
private demands are found by setting q, g,, and g, to zero. Compared to the no-policy
setting, the interaction of the two governments distorts the intertemporal allocation of
consumption and leisure of the two agents. Agent a (b) ends up with higher (lower)
ratios of consumption when old to consumption when young and leisure when old to
leisure when young. The reason, of course, is that the old government redistributes
toward agent a, while the young government redistributes toward agent b.

Having worked out the best lifetime allocations that it can achieve given the old
government’s ultimate control of second-period outcomes, the young government needs
to implement this time-consistent solution. Because it can announce non-linear as well
as non-differentiable net payment schedules, the above allocation can be decentralized
in an infinite number of ways. One way is to announce agent-specific lump-sum
payments, h, and h,, plus agent-specific payments per unit of expenditure on old-age
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consumption and leisure, p, and p,. In this case, the agents will perceive the following
lifetime budget constraints:

Da(Cao + W) w
(cay + wloy) + 2000 =y 2, (30)
Pr(Cro +Whyo) w
(coy + wiyy) + EREbe T M00) ) By, G1)
) R R
where
= (Y _ w _ &
he = Qa—1) (w+R)+2(1 a) (gy+ R), (32)
—(1_ w &
hy = (1—20) (W+R)+2(Z (g_,,+R), (33)
l1-a
-1ze 4
Pa a (34)
a
Pr= 1y 3%

Note that the two lump-sum payments add up to the present value of the
government’s purchase of public goods. Also note that since @ > 0.5, agent a faces a
lower marginal payment on second-period expenditures than does agent b. It is easy
to show that the marginal payments generate no net resources to the government.

The fact that one can, as just shown, model time-inconsistent government prefer-
ences without resort to the terms “deficit”, “taxes” or “transfer payments” indicates that
whatever are the policies that arise in the model just described or in similar models,
they can be labeled any way one wants. Indeed, models of time consistency that cannot
be relabeled freely may be predicated on fiscal irrationality. Consider, in this respect,
Fischer’s (1980) classic analysis of time-inconsistent capital-income taxation.

Fischer’s model also features a single generation that consumes and works when
young and old and a government that wants to provide public goods. But unlike the
above model, all generation members are identical. Fischer permits his government
to levy only proportional taxes on labor earnings when young and old and a tax on
capital holdings when old. These restrictions may seem benign, but they are not. Why?
Because Fischer is saying that the old government can levy what, from the perspective
of the second period, is a non-distortionary tax on capital, but that it cannot levy the
same non-distortionary tax as part of a non-linear second-period earnings tax in which
inframarginal earnings are taxed at a different rate than are marginal earnings !!.

' Suppose, for example, that Fischer’s old government levies a tax of 50 units of the model’s good on
capital and a 15% proportional tax on labor earnings. From the perspective of second-period agents, this
is no different from a policy under which the government announces that it will not tax capital at all, but
instead assess a 50 unit tax on the first dollar earned and a 15% tax on each dollar earned thereafter.
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If one drops Fischer’s restriction and allows non-linear net payment schedules, his
model collapses to the above model with @ = .5. In this case, the young and old
governments agree and extract inframarginal net payments to pay for public goods.
Hence, Fischer’s economy ends up in a first-best equilibrium, in which no margins of
choice are distorted. This is a far cry from the third-best equilibrium Fischer proposes —
an equilibrium in which the government can only tax second-period earnings in a
distortionary manner and to avoid doing so, places very high, and possibly confiscatory
taxes on agents’ capital accumulation. Agents naturally respond by saving little or
nothing.

Do Fischer’s restrictions, which he does not justify, reflect economic considerations,
or are they simply a subtle manifestation of fiscal illusion? One economic argument in
their behalf is that the governments he contemplates do not have the ability to observe
individual earnings or capital holdings and are forced to collect net payments on an
anonymous basis. For example, the governments might be able to collect net payments
from firms that are functions of the firms’ aggregate capital holdings and aggregate
wage payments, but not be able to collect net payments from individual agents. This
does not immediately imply the absence of inframarginal labor earnings taxes since the
governments could, in addition to taxing the firms’ total wage bill at a fixed rate, levy
a fixed payment per employee on each firm, assuming the government can observe the
number of employees. But, for argument’s sake, let us assume the government cannot
observe the number of employees.

In this case, can one still re-label fiscal flows in Fischer’s model without changing
anything fundamental? The answer is yes. Take the first of Fischer’s two third-best
equilibria. It entails a first-period proportional labor-earnings tax, a second-period
proportional capital levy, and no second-period labor-earnings tax. Now starting from
this tax structure, suppose the government wants to “run” a smaller surplus. It can
do so by labeling first-period labor-income taxes of T, as “a first-period loan” to the
government of T, plus a “second-period tax” of (1 + ») T, where r is the rate of
interest. Since this second-period tax is calculated as a function of labor earnings when
young, the re-labeling alters no incentives to work when young. Nor does it change
the government’s cash flows, since the government still receives T, in the first period
as a “loan” and uses the (1 + r) 7, second-period “tax” receipt to repay “principal
plus interest” on its first-period “borrowing”. The government has no reason to either
a) renege on repaying this debt, or b) tax these debt holdings because in the second
period it is getting all the receipts it needs from its non-distortionary capital levy '2.

2 If the government wants, instead, to announce a larger first-period surplus, it can raise the first-
period labor-income tax, lend the additional proceeds back to the young, and provide a second-period
subsidy on first-period labor earnings paid for with the proceeds of the loan repayment. Again, the old
government has no reason to renege on this second-period subsidy because it is already collecting all the
resources it needs via the non-distortionary capital levy. Alternatively, it can collect the second-period
capital-income tax in the form of a first-period tax on the acquisition of assets and then lend these
additional first-period receipts back to the young. This leaves the net payment of the young unchanged,
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If the government is effecting its transactions through firms, it can borrow from
firms in the first period, repay the firms in the second period, and assess a tax in the
second period on the firms based on their first-period wage payments. In this case, the
firms will withhold and save enough of the worker’s first-period pre-tax wages so as to
be able to pay these extra second-period taxes. The firms will invest in the government
bonds and use the proceeds of those bonds to pay off the additional taxes.

Fischer’s alternative third-best tax structure entails a confiscatory tax on all physical
capital accumulated for old age and positive first- and second-period labor-earnings
taxes. Can the government, also in this setting, postpone its taxes on first-period labor
earnings and get the young, or the firms on behalf of the young, to lend it what it would
otherwise have collected as first-period taxes? The answer is yes. If the government
reneges on its debt repayment in the second-period, by either repudiating the debt or
levying a tax on holdings of debt, the old, or the firms on their behalf, will not be
able to repay the taxes that are due in the second-period on first-period labor earnings
unless the government violates Fischer’s stricture against taxing second-period earnings
at other than a fixed rate that is independent of the level of earnings. To see this, note
that taxes levied on first-period labor earnings are, from the perspective of the second
period, lump-sum since first-period labor supply decisions have already been made. So
paying off the debt has no efficiency implications because the proceeds of this debt
repayment are immediately handed back to the old government in the form of a lump-
sum tax. If the government were to renege on its debt and also tax first-period labor
earnings in the second period, it would force the old (the firms) to pay additional
taxes from the proceeds of their second-period labor earnings (their second-period
wage payments). This would require a non-linear tax, which, again, is something that
Fischer seems to have ruled out a priori. The non-linear tax in this case would be a
fixed payment, independent of second-period labor earnings, plus a payment based on
the level of second-period labor earnings.

4.3.6. Voluntary vs. involuntary payments

A final issue is whether the voluntary nature of private purchases of government
bonds makes debt labels meaningful. This proposition is indirectly advanced in a
very interesting article by Tabellini (1991) on the sustainability of intergenerational
redistribution. In his model, the government wants to finance uniform transfer
payments to young parents by extracting payments from a subset of them, namely
those that are rich. Unfortunately, Tabellini’s government cannot observe endowments,
and were it to force all young parents to make the same payment, it would defeat its
purpose. Instead, the government “borrows” from young parents, with the result that
only those young parents with large endowments voluntarily “lend” to the government.

and the second-period repayment of principal plus interest on the loan gives the government the same
second-period net receipts it has under its initial wording.
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Tabellini notes that these loans will be repaid when these rich parents are old. Why?
Because their children will join with them in voting for debt repayment since much of
that repayment will come from the children of the poor. In the course of showing
that intragenerational distribution considerations can help enforce intergenerational
redistribution, Tabellini claims that this same policy could not be implemented through
a social security system, because a social security tax would be compulsory.

I disagree for the simple reason that social security tax payments need not be
compulsory. Instead of announcing that it is “borrowing”, Tabellini’s government could
equally well announce a payroll tax that is the same function of the young parents’
endowment as is their debt purchases. The government would also announce social
security benefit payments that are set equal to the tax contributions plus the market
rate of return that would otherwise be paid on government bonds. True, the government
cannot force the parents, when they are young, to pay social security taxes because
the government cannot observe the parent’s initial endowments. But there is no need
to enforce the tax collection; the same parents who would otherwise have purchased
debt will want to pay the tax because it will ensure them an old age social security
benefit in a setting in which they have no other means to save for old age.

Note that in many countries, payroll tax payments are in large part voluntary.
Workers can choose to work in the formal sector and pay those taxes or they can choose
to work in the informal sector and not pay. Another way to think about “enforcing”
the “tax” is for the government to announce a penalty, namely, disqualification from
receipt of the old-age transfer payment, so that formal-sector workers could choose not
to contribute without the fear of being sent to jail. Note also that with this alternative
labeling, the children of the rich will want to enforce the payment of social security
benefits because their parents will otherwise lose out to the benefit of the children of
the poor.

With Tabellini’s fiscal labels (case a), the government reports a deficit when the
parents are young. Under mine (case b), it reports a balanced budget. If it wanted to
report a surplus, it could announce a social security tax schedule that was, say, double
what it would announce in case b, but also announce that it would make loans to all tax
payers equal to one half of their tax contributions. When old, in this case c, the parents
would get twice the social security benefits that they’d get in case b, but they would
have to pay back their loans with interest. If the government in Tabellini’s model wants
to report an even larger deficit (case d), it could borrow twice as much and announce
that it would provide a special transfer payment to its lenders equal to, say, one half
of the loans they provide. When old, these lenders would face an extra tax, equal to
the special transfer plus interest, with the proceeds of this tax subtracted out of the
government’s repayment to the lenders.

In each of these cases, the net flows between each parent and the government in
each period is the same, so the voting choices of the young will not change. The only
change is the government’s reported deficit/surplus.
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4.4. Implications for empirical analyses of deficits, personal saving, and portfolio
choice

The above demonstration that government debt and deficits are not well defined has
serious implications for the vast time-series literature that purports to connect these
aggregates to consumption, interest rates, and other macroeconomic variables. This
literature is reviewed in Elmendorf and Mankiw (1998). The problem with these studies
is that they use wholly arbitrary measures of deficits and debts, which could just as
well be replaced by other equally arbitrary measures that have the opposite correlation
with the dependent variable. Moreover, in the absence of any theoretical ground rules
for measuring the deficit, Eisner and Pieper (1984) and other economists have felt
free to “correct” the U.S. federal deficit in ways that substantiate their priors about the
impact of deficits on the economy.

Empirical analysis of personal saving suffers from the same shortcoming. The
measurement of personal saving is predicated on the measurement of personal
disposable income, which, in turn, depends on the measurement of taxes and transfer
payments. Since taxes and transfer payments can be freely defined, the nation’s personal
saving rate can be anything anyone wants it to be. This fact casts a pall on studies like
those of Bosworth, Burtless and Sabelhaus (1991) and Gale and Sabelhaus (1999) that
purport to “explain” or, at least illuminate, changes over time in the nation’s rate of
personal saving.

Finally, if government debt is not well defined, then the division of private portfolios
between stocks and bonds, including government bonds, is a matter of opinion, not
fact. This calls into question studies that purport to identify risk preferences and
other portfolio determinants based on the shares of portfolios invested in bonds versus
stocks.

5. Generational accounting

Generational accounting was developed by Auerbach, Gokhale and Kotlikoff (1991)
in response to the aforementioned problems of deficit accounting. The objective of
generational accounting is to measure the generational incidence of fiscal policy as
well as its sustainability and to do so in ways that are independent of fiscal taxonomy.
Generational accounting compares the lifetime net tax bills facing future generations
with that facing current newborns. It also calculates the changes in generational
accounts associated with changes in fiscal policies. Both of these comparisons
are label-free in the sense that they generate the same answer regardless of how
government receipts and payments are labeled.

Although academics have spearheaded development of generational accounts, much
of the work has been done at the governmental or multilateral institutional level.
The U.S. Federal Reserve, the U.S. Congressional Budget Office, the U.S. Office of
Management and Budget, H.M. Treasury, the Bank of Japan, the Bundesbank, the
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Norwegian Ministry of Finance, the Bank of Italy, the New Zealand Treasury, the
European Commission !3, the International Monetary Fund, and the World Bank have
all done generational accounting. Much of the interest in generational accounting by
these institutions stems from the projected dramatic aging of OECD countries coupled
with the commitments of OECD governments to pay very high levels of social security
and health care benefits to the elderly.

Generational accounting has also drawn considerable interest from academic and
government economists. Haveman (1994), U.S. Congressional Budget Office (1995),
Cutler (1993), Diamond (1996), Buiter (1997), Shaviro (1997), Auerbach, Gokhale and
Kotlikoff (1994), Kotlikoff (1997), Raffelhiischen (1998), and others have debated its
merits.

Much of the interest in generational accounting is motivated by the extraordinary
aging of industrial societies that will, over the next few decades, make almost all of
the leading countries around the world look like present-day retirement communities.
Population aging per se is not necessarily a cause for economic concern, but population
aging in the presence of high and growing levels of government support for the elderly
makes early attention to the long-term fiscal implications of aging imperative.

While generational accounting is a natural for old and aging countries, developing
countries, like Mexico and Thailand, which do not face aging problems, have their
own reasons for examining generational accounting. In particular, they realize that
their relative youth means they have more current and future young people to help
bear outstanding fiscal burdens and that viewed through the lens of generational
accounting, their fiscal policies might look much more responsible relative to those
of the developed world.

This section lays out generational accounting’s methodology, shows alternative
ways of measuring generational imbalances, stresses the importance of demographics
in generational accounting, discusses practical issues in constructing generational
accounts, shows examples of generational accounts and measures of generational
imbalances, points out the connection between generational accounting and traditional
tax incidence analysis, and mentions, along the way, a variety of concerns that have
been raised about this new form of fiscal appraisal.

5.1. The method of generational accounting

Equation (36) rewrites the government’s intertemporal budget constraint (Equation 8)
in terms of the generational accounts of current and future generations.

oo d o0
> NrisPraes(140) 7+ Ny oPryos =Y Gra(1+7)°+Di. (36)
s=1 s=0 s=0

!3 The European Commission has an ongoing project to do generational accounting for EU member
nations under the direction of Bernd Raffelhueschen, Professor of Economics at Freiburg University.
See Raffelhiischen (1998).
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In Equation (36), N stands for the per capita generational account in year ¢ of the
generation born in year k. For generations currently alive, N, denotes per capita
remaining lifetime net taxes discounted to the current year f. For generations not
yet born, N, refers to per capita lifetime net taxes, discounted to the year of birth.
The term P, stands for the population in year ¢ of the cohort that was born in
year k. This first summation on the left-hand side of Equation (36) adds together the
generational accounts of future generations, discounted at rate r to the current year ¢.
The second summation adds the accounts of existing generations. In actual applications
of generational accounting, separate accounts are calculated for males and females, but
this feature is omitted from Equation (36) to limit notation.

The first term on the right-hand side of Equation (36) expresses the present value of
government purchases. In this summation the values of government purchases in year s,
given by G, are also discounted to year f. The remaining term on the right-hand side,
D#, denotes the government’s explicit net debt — its financial liabilities minus the sum
of its financial assets and the market value of its public enterprises based on whatever
arbitrary language conventions the government has adopted.

5.1.1. The precise formula for generational accounts

The generational account N, ; is defined by:

k+D P
N= 3 Tupe(+n ), (37)

t.k

s=max(t,k)

where x = max(¢, k). The term T, stands for the projected average net tax payment
to the government made in year s by a member of the generation born in year £.

The term P,/ P, indicates the proportion of members of cohort £ alive at time ¢
who will also be alive at time s'4. Thus, it represents the probability that a particular
member of the year-k cohort who is alive in year ¢ will survive to year s to pay the
net taxes levied, on average, in that year on year-k cohort members. Hence, N, is an
actuarial present value. It represents the average value in the present of the amount
of net taxes that members of cohort k& will pay in the future, where the averaging is
over not just net tax payments, but also survivorship.

5.1.2. What do generational accounts exclude?

Note that generational accounts reflect only taxes paid less transfer payments received.
With the exception of government expenditures on health care and education, which

4 The population weights P, incorporate both mortality and immigration, implicitly treating
immigration as if it were a “rebirth” and assigning the taxes paid by immigrants to the representative
members of their respective cohorts. This approach does not, thereforc, separatc the burdens of
natives and immigrants. See Ablett (1999) and Auerbach and Oreopoulos (2000) for applications of
generational accounting that make that separation as well as study a variety of fiscal issues associated
with immigration.
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are treated as transfer payments, the accounts do not impute to particular generations
the value of the government’s purchases of goods and services. Why not? Because it is
difficult to attribute the benefits of such purchases. Therefore, the accounts do not show
the full net benefit or burden that any generation receives from government policy as
a whole, although they can show a generation’s net benefit or burden from a particular
policy change that affects only taxes and transfers. Thus, generational accounting
tells us which generations will pay for the government spending not included in the
accounts, rather than telling us which generations will benefit from that spending. This
implies nothing about the value of government spending; i.e., there is no assumption,
explicit or implicit, in the standard practice of generational accounting concerning the
value to households of government purchases '°.

5.1.3. Assessing the fiscal burden facing future generations

Given the right-hand side of Equation (36) and the second term on the left-hand-side,
generational accountants determine, as a residual, the value of the first term on the
left-hand side — the collective payment, measured as a time-t present value, required
of future generations. Given this amount, one can determine the average present value
lifetime net tax payment of each member of each future cohort under the assumption
that these lifetime net tax payments rise for members of each successive future cohorts
at the economy’s rate of labor productivity growth, g. Now, if labor productivity grows
at g percent per year, so will real wages. Hence, the lifetime labor income of each new
cohort will be g percent larger than that of its immediate predecessor. So, in assuming
that each successive cohort pays lifetime net taxes that are g percent larger than those
of its predecessor, one is assuming that each successive future cohort pays the same
share of its lifetime labor income in net taxes; i.e., one is assuming that each future
cohort faces the same lifetime net tax rate.

Let N stand for the growth-adjusted generational account of future generations. N
is the amount each member of a future cohort would pay in lifetime net taxes if her
lifetime labor income were the same as that of a current newborn. The actual amount
the cohort born in year ¢ + 1 will pay is N(1 + g). The actual amount the cohort born
in year ¢ + 2 will pay is N(1 + g)*. The actual amount the cohort born in year ¢ + 3
will pay is N(1 +g)*, and so on. Equation (38) can be used to solve for V.

D fors} oo
Y NeposPros+ Y N(L+gYPs(1+7Y =Y G(1+7) *+D,. (38)

s=0 s=1 5=t

N is the lifetime net tax payment of future generations adjusted for growth, so it is
directly comparable to that of current newborns, N,,. This comparison is also label-
free because alternative labeling conventions leave unchanged lifetime net payments.

15 Raffelhiischen (1998) departs from this conventional approach to generational accounting of not
allocating the benefits of government purchases. Instead, he allocates these purchases on a per-capita
basis.
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If N equals N,,,generational policy is balanced. If N exceeds (is smaller than) N, ,,
future generations face larger (smaller) growth-adjusted lifetime net tax burdens than
do current newborns.

The assumption that the generational accounts of all future generations are equal,
except for a growth adjustment, is just one of many assumptions one could make about
the distribution across future generations of their collective net tax payments to the
government. One could, for example, assume a phase-in of the additional fiscal burden
(positive or negative) to be imposed on future generations, allocating a greater share
of the burden to later future generations and a smaller share to earlier ones. Clearly,
such a phase-in would mean that generations born after the phase-in period has elapsed
would face larger values of lifetime burdens (the N, x’s) than we are calculating here.

5.1.4. Alternative ways to achieve generational balance

Another way of measuring the imbalance in fiscal policy is to ask what immediate
and permanent change in either a) government purchases, or b) a specific tax (such as
the income tax) or transfer payment (such as old-age social security benefits) would
be necessary to equalize the lifetime growth-adjusted fiscal burden facing current
newborns and future generations. Because such policies satisfy the government’s
intertemporal budget constraint, they are also sustainable.

To be more precise about this type of calculation, suppose one wants to find
the immediate and permanent percentage reduction in government purchases needed
to achieve generational balance. Denote this percentage reduction by z. Next, use
Equation (39) to solve for z under the assumption that N equals N, ,.

X0

D fore
Y NP+ Y N1+l P s(147) 7 =) (142) G(1+7) ~°+D..

s=0 s=1 s=t

(39)
As a second example, consider the immediate and permanent percentage increase in
income taxes needed to achieve generational balance. Call this percentage increase v '6.
To determine the size of v, try different immediate and permanent income tax hikes
until you find the one with the following property: given the new values of generational
accounts (the values inclusive of the tax hike), the calculated value of N equals N,,. In
contrast to the calculation of z, in this calculation of v, &, ,, the generational account of
current newborns, is not held fixed. Like the accounts of all other existing generations,

N, is higher because of the increase in the income tax. Consequently, so is N.

16 To introduce v in Equation (4) we would have to express the generational accounts of current
generations as a) the present value of their future tax payments minus b) the present value of their
future transfer payments and simply multiply the expression for the present value of future tax payments
by (1 +u).
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5.1.5. The role of demographics

As can be seen in Equations (23-26), demographics play a central role in determining
the size of the imbalance in generational policy. Other things being equal, the larger
the population sizes of future generations, the smaller will be the size of N, and,
therefore, the smaller will be the imbalance of generational policy. Ceteris paribus,
larger population sizes of current generations will raise or lower N depending on the
sign of the generational accounts these population totals are multiplying. For example,
if the generational accounts of those over age 65 are negative, larger numbers of
older people will make the calculated value of N larger. A negative account means
that the government will, under current policy, pay more to a generation in transfer
payments than it receives in taxes. Negative generational accounts for older generations
is the norm in industrialized countries because these generations receive more in state
pension, health, and other benefits over the remainder of their lives than they pay in
taxes.

What is the impact of the large number of baby boomers on generational imbalance?
Since these generations typically still have positive generational accounts, they are
contributing, on balance, to lowering the size of N and, thus, the imbalance in
generational policy. On the other hand, since these generations are close to receiving
large net transfers from the government, the current values of their generational
accounts are quite small. Hence, the contribution they are making toward lowering
N is small. This is the channel through which the very sizable benefits that are due to
be paid in retirement to the enormous baby boom generation in industrialized countries
constitute a fiscal burden on young and future generations.

5.1.6. Inputs to generational accounting

Producing generational accounts requires projections of population, taxes, transfers,
and government purchases, an initial value of government net debt, and a discount
rate. Since generational accounting considers all levels of government — local, state,
and federal — the measures of taxes, transfers, and government purchases must be
comprehensive. Government infrastructure purchases are treated like other forms of
purchases in the calculations. Although such purchases provide an ongoing stream,
rather than a one-time amount, of services, they still must be paid for. Generational
accounting clarifies which generation or generations will have to bear the burden
of these and other purchases. Government net debt is calculated net of the current
market value of state enterprises. This value is determined by capitalizing the net
profits of those businesses. In contrast to the treatment of the market value of state
enterprises, government net debt does not net out the value of the government’s existing
infrastructure, such as parks, highways, and tanks. Including such assets would have
no impact on the estimated fiscal burden facing future generations because including
these assets would require adding to the projected flow of government purchases an
exactly offsetting flow of imputed rent on the government’s existing infrastructure.



Ch. 27: Generational Policy 1907

Taxes and transfer payments are each broken down into several categories. The
general rule regarding tax incidence is to assume that taxes are borne by those paying
the taxes, when the taxes are paid: income taxes on income, consumption taxes on
consumers, and property taxes on property owners. There are two exceptions here,
both of which involve capital income taxes. First, as detailed in Auerbach, Gokhale
and Kotlikoff (1991), one should, data permitting, distinguish between marginal and
infra-marginal capital income taxes. Specifically, infra-marginal capital income taxes
should be distributed to existing wealth holders, whereas marginal capital income taxes
should be based on future projected wealth holdings. Second, in the case of small
open economies, marginal corporate income taxes are assumed to be borne by (and
are therefore allocated to) labor. The general rule for allocating transfer payments is
to allocate them to those who directly receive them.

The typical method used to project the average values of particular taxes and transfer
payments by age and sex starts with government forecasts of the aggregate amounts
of each type of tax (e.g., payroll) and transfer payment (e.g., welfare benefits) in
future years. These aggregate amounts are then distributed by age and sex based on
relative age-tax and age-transfer profiles derived from cross-section micro data sets.
For years beyond those for which government forecasts are available, age- and sex-
specific average tax and transfer amounts are generally assumed to equal those for the
latest year for which forecasts are available, with an adjustment for growth.

Equation (40) helps clarify the method of distributing annual tax or transfer
aggregates in a particular year to contemporaneous cohorts. Again, to simplify the
presentation we abstract from the distinction between sexes that we consider in the
actual calculations.

D
H, = Z Tt,Rt,t—:Pl,t—:- (40)
s=0

In Equation (40), H, stands for an aggregate tax or transfer amount in year ¢. Let us
assume it stands for total income tax payments to make the example concrete. The term
T}, is the average amount of income tax paid in year ¢. R,,_; is the relative distribution
profile for income taxes in year ¢. Specifically, it stands for ratio of the average income
tax payment of members of the cohort born in year ¢ — s to the average income tax
payment in year ¢. Finally, P,,_; stands for the number of people in year ¢ who were
born in year ¢ — s, i.e., it is the population size of the age ¢ — s cohort. Given H, and
the values of the R, and P;, -, terms, one can use Equation (41) to solve for 7. To
form 7;,_;, the terms that enter Equation (37) that are used to calculate each current
generation’s account, note that

Tt,t -5 = Tt,th,t —5- (41)

5.1.7. Discount rates and uncertainty

For base-case calculations, generational accountants typically use a real rate of discount
around 5%, a rate that exceeds the real government short-term borrowing rate in most
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developed countries. This rate seems justified given the riskiness of the flows being
discounted. However, the “right” discount rate to use is in sufficient question to merit
presenting results based on a range of alternative discount rates — a practice routinely
followed by those constructing generational accounts.

The appropriate discount rate for calculating the present value of future government
revenues and expenditures depends on their uncertainty. If all such flows were certain
and riskless, it would clearly be appropriate to discount them using the prevailing term-
structure of risk-free interest rates. However, even in this simple and unrealistic case,
such discounting could be problematic since it would require knowing the values of
this term structure. To discern these values, one might examine the real yields paid on
short-term, medium-term, and long-term inflation-indexed government bonds. But this
presupposes the existence of such bonds. Many countries do not issue indexed bonds,
and those that do do not necessarily issue indexed bonds of all maturities.

In the realistic case in which countries’ tax revenues and expenditures are uncertain,
discerning the correct discount rate is even more difficult. In this case, discounting
based on the term structure of risk-free rates (even if it is observable) is no longer
theoretically justified. Instead, the appropriate discount rates would be those that adjust
for the riskiness of the stream in question. Since the riskiness of taxes, spending, and
transfer payments presumably differ, the theoretically appropriate risk-adjusted rates at
which to discount taxes, spending, and transfer payments would also differ. This point
carries over to particular components of taxes, spending, and transfer payments, whose
risk properties may differ from those of their respective aggregates'’. Moreover, if
insurance arrangements are incomplete, the appropriate risk adjustments would likely
be generation-specific. Unfortunately, the size of these risk adjustments remains a topic
for fortune research. In the meantime, generational accountants have simply chosen to
estimate generational accounts for a range of discount rates.

5.2. Hlustrating generational accounts — the case of the USA

In their recent calculation of U.S. generational accounts, Gokhale, Page, Potter and
Sturrock (2000) used the latest long-term projections of The Congressional Budget

17 To see this, consider a government policy in the two-period life-cycle model of borrowing from the
young at time ¢ and using the proceeds to purchase stock from the young. When the young are old the
government repays the principal it borrowed by selling its shares and making up the difference between
its interest obligations and the return (including capital gain) on its stock as a net tax payment. This
entire set of transactions entails no net payments from the government to generation ¢ either when it is
young or old. However, net tax payments will, on average, be negative when generation ¢ is old, since
stocks average a higher return than bonds. If one discounts the safe and risky components of the net
tax payments at their appropriate and different risk-adjusted discount rates, the present value of future
net tax payments will be zero. This is what one would want generational accounting to show, since the
policy simply involves the government borrowing stock from the young and returning it (including its
return) when they are old; i.e., the policy entails no increase in lifetime net payments. But were one to
mistakenly discount the total of expected net taxes in old age at a single discount rate, the value of the
change in the generational account would be non zero.
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Table [A
Composition of male US generational accounts®?

Age in  Net tax Tax payments Transfer receipts©
1998 payment Labor Capital Payroll  Excise OASDI MEDC MEDD Welfare
income income taxes taxes
taxes taxes

0 249.7 128.3 61.8 107.3 93.4 452 24.0 58.1 13.7
256.4 136.3 66.0 114.1 974 48.0 359 589 14.6

10 2723 147.1 71.8 123.1 102.1 51.7 442 60.2 15.8
I8 291.4 158.4 77.9 132.8 105.9 554 50.5 60.6 17.1
20 318.7 171.2 85.4 143.8 107.5 59.0 51.9 59.9 18.3
25 3273 174.5 91.6 145.7 102.4 61.2 52.5 55.2 17.8
30 313.7 167.8 98.2 138.1 95.9 64.6 55.2 499 16.5
35 279.2 153.9 104.5 124.3 89.4 69.4 63.7 450 14.9
40 241.4 137.1 110.0 108.9 83.2 76.4 67.4 404 13.5
45 194.2 116.1 113.0 91.2 75.5 85.5 67.9 35.9 [2.3
50 129.7 93.0 112.4 71.8 65.6 95.6 75.4 31.0 11.1
55 66.2 65.5 108.4 504 56.0 108.1 69.7 26.3 10.0
60 -5.8 38.0 100.5 29.1 46.4 123.1 66.1 21.8 9.0
65 =71.5 16.6 89.5 12.7 37.2 138.5 69.3 17.7 8.0
70 -91.0 6.8 76.3 5.1 28.4 129.7 56.2 14.8 7.0
75 =751 33 61.3 24 20.8 106.5 382 12.5 5.7
80 -56.3 1.4 46.1 1.2 14.6 85.7 20.2 9.7 4.0
85 —42.4 0.5 33.0 0.5 10.1 67.0 9.0 8.0 2.6
90 -25.6 0.4 28.5 04 7.9 51.7 31 6.0 2.0

 Table assumes a 4% real discount rate and 2.2% growth rate. Present values in thousands of 1998
dollars.

b Growth-adjusted net tax payment of future generations: 361.8; Lifetime net tax rate on future
generations: 32.3%,; Lifetime net tax rate on newborns: 22.8%; Generational imbalance: 41.7%.

¢ Abbreviations: OASDI, Old Age Survivior and Disability Insurance; MEDC, MEDICARE; MEDD,
MEDICAID.

Office (CBO) with one modification. They assumed that U.S. federal discretionary
spending would grow with the economy. Table 1 reports generational accounts on this
basis, constructed using a 4.0% real discount rate and assuming a 2.2% rate of growth
of labor productivity. This discount rate is roughly the current prevailing rate on long-
term inflation-indexed U.S. government bonds, and the productivity growth rate is the
one currently being projected by the CBO. The accounts are for 1998, but are based
on the CBO projections available as of January 2000.

Table 1 shows, for males and females separately, the level and composition of the
accounts. Recall that the accounts are present values discounted, in this case, to 1998.



1910 L.J. Kotlikoff

Table 1B
Composition of female US generational accounts®®
Age in  Net tax Tax payments Transfer receipts®
1998 payment "y " Capital Payroll  Excisc OASDI MEDC MEDD Welfare
income income taxes taxes
taxes taxes

0 109.6 67.8 21.6 64.1 89.0 423 24.6 44.0 220

5 104.6 72.1 23.0 68.2 92.7 45.0 383 44.7 234
10 104.6 779 25.1 73.7 97.0 48.7 48.8 46.1 25.6
15 105.4 84.1 27.2 79.6 99.9 52.4 57.9 46.9 28.2
20 113.7 91.0 29.8 86.2 100.9 56.4 61.1 46.9 29.9
25 112.3 91.5 31.8 86.4 96.6 58.9 63.7 45.2 26.2
30 95.6 85.1 339 79.9 91.2 619 68.0 43.2 213
35 65.6 75.6 359 70.8 85.7 65.7 78.6 41.1 17.0
40 379 66.0 379 62.0 79.7 71.4 83.7 393 13.3
45 79 55.4 39.2 52.1 72.7 78.8 84.7 37.6 10.4
50 -37.7 42.2 39.6 39.6 64.4 87.7 94.1 335 82
55 -73.9 28.3 39.1 26.6 55.2 99.0 87.5 29.8 6.8
60 -115.0 15.6 374 14.7 46.0 112.7 84.0 26.2 5.8
65 -157.6 6.6 34.6 6.1 369 124.6 89.3 226 52
70 —-155.9 2.5 30.8 22 287 116.8 78.7 20.0 4.6
75 -131.8 0.9 26.3 09 213 100.0 59.6 17.9 38
80 -99.2 0.3 21.5 0.3 153 82.1 36.9 14.5 3.1
85 -70.5 0.2 16.9 0.1 11.1 63.4 20.6 12.5 2.4
90 -44.4 0.1 14.1 0.1 8.3 47.3 9.0 8.9 1.8

? Table assumes a 4% real discount rate and 2.2% growth rate. Present values in thousands of 1998
dollars.

b Future generations: 158.8.

¢ Abbreviations: OASDI, Old Age Survivior and Disability Insurance; MEDC, MEDICARE; MEDD,
MEDICAID.

As an example, consider the $112300 account of 25 year-old males in 1998. This
amount represents the present value of the net tax payments that 25 year-old males
will pay, on average, over the rest of their lives.

The generational accounts for both males and females peak at age 25 and become
negative for females at age 50 and for males after age 60. The accounts for those
younger than age 25 are smaller because they have a longer time to wait to reach their
peak tax-paying years. The accounts are also smaller for those above age 25 because
they are closer in time to receiving the bulk of their transfer payments. By age 10 for
males and age 30 for females, Medicare and Social Security benefits are the two most
important forms of transfer payments, if one uses the government’s fiscal taxonomy.
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The only figures in this table that are not a function of labeling conventions are the
lifetime net tax rate of future generations and of newborns. The denominators in these
lifetime tax rates are the present value of lifetime earnings. And they are constructed
by pooling the net tax payments and labor earnings of males and females. In the case
of future generations, the present value to 1998 of all future net taxes of all future
generations is divided by the present value to 1998 of the labor earnings of all future
generations.

5.2.1. The imbalance in US generational policy

For newborns the lifetime net tax rate is 22.8%. For future generations it is 32.3%.
So future generations face a lifetime net tax rate that is 41.6% higher than that
facing current newborns '8, Stated differently, future generations, according to current
policy, are being asked to pay almost a dime more per dollar earned than are current
newborns.

In thinking about the magnitude of the U.S. generational imbalance, it is important
to keep in mind that the lifetime net tax rate facing future generations under current
policy assumes that afl future generations pay this same rate. If, instead, one were to
assume that generations born, say, over the next decade are treated the same as current
newborns, the net tax rate for generations born in 2010 and beyond would be higher
than 32.3%.

5.2.2. Policies to achieve generational balance in the USA

Table 2 considers five alternative policies that would achieve generational balance in
the U.S. The first is a 31% immediate and permanent rise in federal personal and

Table 2
Alternative policies to achieve generational balance? in the USA
Policy Immediate and permanent percentage Equalized lifetime
change in policy instrument net tax rate
Raise all taxes 12.0 27.5
Raise Federal income taxes 31.3 273
Cut all transfers 219 26.5
Cut all governmental purchases 21.0 228
Cut federal purchases 66.3 22.8

2 Generational imbalance is the percentage difference in lifetime net tax rates of newborns and future
generations.

18 This is a very sizeable imbalance, but it’s nevertheless smaller than the imbalance estimated in the
early 1990s. The decline in the imbalance reflects policy changes and much more optimistic long-term
fiscal projections.
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corporate income taxes. Had the U.S. adopted this policy in 2000, the federal surplus
reported by the government for that year would have more than doubled. Hence, based
on the government’s fiscal language, the year-2000 surplus was far too small compared
to that needed to achieve generational balance.

Rather than raising just federal income taxes, one could raise all federal, state,
and local taxes. In this case, an across-the-board tax hike of 12% could deliver
generational balance. Cutting all Social Security, Medicare, Medicaid, food stamps,
unemployment insurance benefits, welfare benefits, housing support, and other transfer
payments by 21.9% is another way to eliminate the generational imbalance. Two final
options considered in the table are immediately and permanently cutting all government
purchases by 21% or cutting just federal purchases by 66.3%.

Cutting government purchases to achieve generational balance would leave future
generations paying in net taxes the same 22.8% share of lifetime earnings as current
newborns are expected (under current policy) to pay. In contrast, either raising taxes
or cutting transfer payments would mean higher lifetime net tax rates for those now
alive. As Table 2 indicates, these alternative policies would leave newborns and all
future generations paying roughly 27 cents out of every dollar earned in net taxes.
This net tax rate is over 4 cents more per dollar earned than newborns are now forced
to pay. The payoff from having newborns as well as everyone else who is currently
alive pay more in net taxes, is a reduction in net tax rate facing future generations by
5 to 6 cents per dollar earned.

5.2.3. Achieving generational balance in 22 countries

The United States is certainly not alone in running imbalanced generational policies.
Table 3, abstracted from Kotlikoff and Raffelhiischen (1999), reports alternative
immediate and permanent policy changes that would achieve generational balance in
21 countries. According to the second column in the table, 13 of the 22 countries need
to cut their non-educational government spending by over one fifth if they want to rely
solely on such cuts to achieve generational balance. This group includes the United
States and Japan and the three most important members of the European Monetary
Union: Germany, France and Italy. Four of the 13 countries — Austria, Finland, Spain
and Sweden — need to cut their non-education purchases by more than half, and two
countries — Austria and Finland — need to cut this spending by more than two thirds!
Bear in mind that generational accounting includes regional, state, local, and federal
levels of government. So the cuts being considered here are equal proportionate cuts
in all levels of government spending.

Not all countries suffer from generational imbalances. In Ireland, New Zealand,
and Thailand future generations face a smaller fiscal burden, measured on a growth-
adjusted basis, than do current ones given the povernment’s current spending
projections. Hence, governments in those countries can spend more over time without
unduly burdening future generations. There are also several countries in the list,
including Canada and the United Kingdom, with zero or moderate generational
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Table 3
Alternative ways to achieve generational balance in 22 countries®

Country Cut in Cut in Increase in all Increase in
government government taxes income tax
purchases transfers
Argentina 29.1 11.0 8.4 75.7
Australia 10.2 9.1 4.8 8.1
Austria 76.4 205 18.4 55.6
Belgium 12.4 4.6 3.1 10.0
Brazil 26.2 17.9 11.7 74.0
Canada 0.1 0.1 0.1 0.2
Denmark 29.0 4.5 4.0 6.7
Finland 67.6 212 19.4 50.8
Germany 259 14.1 9.5 29.5
Ireland —4.3 —4.4 -2.1 -4.8
Italy 49.1 13.3 10.5 28.2
Japan 29.5 253 15.5 53.6
Netherlands 28.7 223 8.9 15.6
New Zealand -1.6 -0.6 —04 —0.8
Norway 9.9 8.1 6.3 9.7
Portugal 9.8 7.5 42 13.3
Spain 62.2 17.0 14.5 449
Sweden 50.5 18.9 15.6 419
Thailand -47.7 —-114.2 -25.0 -81.8
France 222 9.8 6.9 64.0
United Kingdom 9.7 9.5 27 9.5
United States 21.0 219 12.0 313

? Sources: Kotlikoff and Leibfritz (1999), Raffelhiischen (1998), Gokhale and Kotlikoff (2001).

imbalances as measured by the spending adjustment needed to achieve perfect
balance. What explains these tremendous cross-country differences? Fiscal policies
and demographics differ dramatically across countries. The U.S., for example, has
experienced and is likely to continue to experience rapid health-care spending. Japan’s
health care spending is growing less rapidly, but it is aging much more quickly. The
United Kingdom has a policy of keeping most transfer payments fixed over time in
real terms. Germany is dealing with the ongoing costs of reunification.

One alternative to cutting spending is cutting transfer payments. In Japan, education,
health care, social security benefits, unemployment benefits, disability benefits, and all
other transfer payments would need to be immediately and permanently slashed by



1914 L.J. Kotikoff

25%. In the U.S,, the figure is 20%. In Brazil, it is 18%. In Germany, it is 14%. And
in Italy it is 13%. These and similar figures for other countries represent dramatic cuts
and would be very unpopular.

So too would tax increases. If Japan were to rely exclusively on across-the-board
tax hikes, tax rates at all levels of government (regional, state, local, and federal) and
of all types (value added, payroll, corporate income, personal income, excise, sales,
property, estate, and gift) would have to rise overnight by over 15%. In Austria and
Finland, they'd have to rise by over 18%. If these three countries relied solely on
income tax hikes, they had to raise their income tax rates by over 50%!' In France
and Argentina, where income tax bases are relatively small, income tax rates would
have to rise by much larger percentages. In contrast, Ireland could cut its income tax
rates by about 5% before it needed to worry about over-burdening future generations.
The longer countries wait to act, the harder will be their ultimate adjustment to fiscal
reality. As an example, the United Kingdom needs to raise income taxes by 9.5% if it
acts immediately. But if it waits 15 years, the requisite income tax hike is 15.2%.

5.2.4. How well does generational accounting measure true fiscal incidence?

One concern about generational accounting is the accuracy of its implicit incidence
assumptions. Fehr and Kotlikoff (1997) use the Auerbach—Kotlikoff (1987) dynamic
general equilibrium life-cycle model, described below, to compare changes in
generation accounts with true fiscal incidence. Tables 4 and 5, taken from their
paper, use the closed-country version of the Auerbach—Kotlikoff model to illustrate
the relationship between changes in generation’s utilities, measured in units of current
consumption, and changes in their generational accounts. The tables consider the effect
of a shift in the tax structure. Specifically, the economy switches from having a 20%

Table 4
Structural tax reform in the Auerbach-Kotlikoff mode!?
Year Capital Labor Output Wage [nterest rate  Consumption tax  Saving rate
rate
1 89.9 19.2 25.7 1.000 0.071 0.000 0.035
2 89.9 19.5 25.9 0.997 0.072 0.064 0.054
3 90.4 19.5 25.9 0.998 0.072 0.064 0.053
4 90.8 19.5 25.9 1.000 0.071 0.064 0.052
5 913 19.4 26.0 1.001 0.071 0.064 0.051
10 91.7 19.4 26.0 1.003 0.071 0.063 0.050
20 95.5 19.3 26.1 1.015 0.068 0.061 0.042
60 97.2 19.2 26.1 1.021 0.067 0.061 0.037
00 97.3 19.2 26.1 1.021 0.067 0.061 0.037

* Source: Fehr and Kotlikoff (1997).
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Table 5
Comparing changes in generation’s utility and their generational accounts?
Generation’s year of birth Change in generational account® Change in utility®

—54 -2.39 -2.41
-50 -2.13 -2.03
—45 —-1.64 -1.60
—40 -1.16 -1.22
-35 -0.72 —0.87
-30 -0.36 —-0.55
=25 —-0.06 -0.26
-20 0.17 —-0.01
-15 0.32 0.21
-10 0.40 0.37
-5 0.41 0.49
0.37 0.55

0.36 0.68

10 0.35 0.80
20 0.34 0.94
50 0.33 1.04
o 0.33 1.05

2 Source: Fehr and Kotlikoff (1997).
b Changes are expressed as percent of remaining lifetime economic resources.

income tax to having a 15% income tax plus a consumption tax where the revenue
loss from lowering the income-tax rate is covered by the consumption tax. Government
spending on goods and services is held fixed per capita in the simulation,

In the first year of the economy’s transition the consumption tax rate is 6.4%. Over
time it drops to 6.1%. In the long run, the economy’s capital stock, wage rate, and
interest rate end up 8.2% higher, 2.1% higher, and 5.6% lower, respectively. This
crowding-in of the capital stock reflects the shift in the tax burden from initial young
and future generations to initial older generations. Table 5 shows how key economic
variables evolve over time in the model.

Table 5 compares changes in generational accounts with the true policy incidence.
As is clear from the table, generational accounts, in this case, do a very good job
in capturing the general pattern of the generation-specific utility changes. They do
less well for certain generations in capturing the precise magnitude of their welfare
changes. The changes in generational accounts match up fairly closely to the changes
in utility for those initially over age 25. For younger and future generations, the
match is much less good. In this simulation, generational accounting provides a lower
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bound estimate of the absolute change in welfare of those born in the long run. The
reason is that policies that raise the economy’s capital stock are generally policies that
redistribute from the initial old to the initial young and future generations. Since a
higher long-run degree of capital intensity means a higher long-run wage, the direct
redistribution from those alive in the long run, captured by generational accounting,
will understate the improvement in welfare of those born in the long run. In addition
to missing this long-run general equilibrium action, Fehr and Kotlikoff show that
generational accounting, as conventionally applied, omits the efficiency gains and
losses arising from fiscal reforms. For particular reforms these efficiency effects can
be important components of the policy’s overall incidence effects. Fehr and Kotlikoff
conclude that the incidence assumptions used in generational accounting needs to be
augmented to incorporate both efficiency and general equilibrium feedback effects.

5.2.5. Generational accounting and monetary policy

One of the net taxes that are allocated in forming generational accounts is the
seignorage the government collects from the private sector in printing and spending
money. When it prints and spends money, the government acquires real goods and
services, but it also precipitates a rise in the price level that would not otherwise have
occurred. This real gain to the government is a loss to the private sector that comes
in the form of a reduction in the real value of their holdings of money.

The government can also garner resources from the private sector by deflating the
real value of its official nominal liabilities as well as implicit nominal transfer payment
obligations. On the other hand, it can lose resources by deflating away the real value of
tax receipts that are fixed in nominal terms. Finally, governments can use the printing
of money and its associated inflation to reduce the real value of their spending on
goods and services to the extent this spending is fixed in nominal terms. Each of the
ways in which governments use monetary policy as a fiscal instrument can and have
been incorporated in generational accounting. For example, the hidden seignorage tax
is allocated across cohorts by using data on average real money balances by age and
sex.

Generational accounting can also be used to help determine the likely course
of future monetary policy. Countries with very large generational imbalances are
countries that are likely to have to print large quantities of money to help “pay” their
bills. Indeed, generational accounting can be used to determine the amount of money
creation needed to achieve a generationally balanced and sustainable policy. Hence,
generational accounting should be of as much importance and interest to monetary
authorities as it is to fiscal authorities.

6. Simulating generational policy

The advent of high-speed computers has transformed generational policy analysis.
Today researchers around the world are constructing large-scale dynamic simulation
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models to assess how policy changes would affect macroeconomic outcomes as well as
the intra- and intergenerational distributions of welfare!®. This section illustrates the
effects of two generational policies — the wholesale shift from income to consumption
taxation and the wholesale privatization of social security, with the accrued liabilities
of the old system financed via a consumption tax. Both of these policies effect major
redistributions across generations. Indeed, it is hard to contemplate policies with
greater potential to redistribute across generations.

There are three key questions that these and similar simulations address. First, how
large are the macroeconomic effects of policies of this magnitude? Second, how long
does it take for these effects to occur? Third, how large are the welfare changes visited
on different generations as well as on particular members of those generations?

The illustration is based on the Auerbach—Kotlikoff-Smetters—Walliser (AKSM)
model. The AKSM model descended from the Auerbach—Kotlikoff (1987) (AK) model.
The AK model featured 55 overlapping generations with a single representative agent
in each cohort. Unlike the steady-state and myopic transition models developed by
Miller and Upton (1974), Kotlikoff (1979), Summers (1981), Seidman (1983), Hubbard
and Judd (1987), and others, the AK model solved for the economy’s perfect foresight
transition path. The solution is found using an iterative convergence algorithm that
begins by guessing the time-paths of factor demands, endogenous tax rates, and other
key endogenous variables. The algorithm then uses these guesses to generate the time-
path of factor prices and marginal net prices. These variables are fed into the supply
side of the model where households determine how much to save and work. These
micro decisions, when aggregated, deliver a time-path of economy-wide factor supplies
that is compared with the initial guess of the time-path of factor demands. If the supply
of factors equals the demand for factors each period, a dynamic equilibrium has been
determined. Otherwise, the algorithm averages the initial guessed time-path of factor
demands and the associate time-path of factor supplies to form a new guess of the
time-path of factor demands, and the iteration continues.

The AKSM model uses the same solution technique of the original AK model, but
it differs in two important respects . First, it follows the lead of Fullerton and Rogers
(1993) by incorporating intra- as well as intergenerational inequality. Specifically, the
model posits 12 different earnings groups within each cohort. The groups are labeled
1 through 12, with earnings higher for groups referenced with a higher number. Groups
1 and 12 represent the lowest and highest 2% of earners. Groups 2 and 11 are the

19 Hamann (1992), Arrau and Schmidt-Hebbel (1993), Raffelhiischen (1989, 1993), Huang, imrohoroglu
and Sargent (1997), imrohoroglu, Imrohoroglu and Joines (1995, 1998, 2001), Altig and Carlstrom
(1996), Heckman, Lochner and Taber (1997, 1998), Hirte and Weber (1998), Schneider (1997), Fougére
and Merette (1998, 2000), Merette (1998), Lau (2000), Rutherford (2000) and Schmidt-Hebbel (2002)
are examples in this regard.

20 There is also a new demographic version of the AKSM model [Kotlikoff, Smetters and Walliser
(2002)], not used here, that provides a much more realistic modeling of fertility and lifespan than in the
original AK model and that can initiate simulations from non steady-state positions.
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next lowest and next highest sets of earners, but each constitutes 8% of earners. And
groups 3 through 10 each constitute 10% of earners. The new model also approximates
U.S. fiscal institutions much more closely. Second, it includes an array of tax-base
reductions, a progressive Social Security system, and a Medicare system.

6.1. Switching from income to consumption taxation

Tables 6 and 7, extracted from Altig, Auerbach, Kotlikoff, Smetters and Walliser
(2001), show some of the AKSW model’s results from simulating the complete
replacement of the current U.S. personal and corporate federal income taxes with an
equal revenue proportional consumption tax. Given the above discussion of deficit
delusion, it is important to point out that the term “revenue” here is based on the U.S.
federal government’s fiscal language. Under alternative labeling conventions, reported
tax revenue would be dramatically larger or smaller than what the government says
it is collecting and a “revenue-neutral” switch in tax bases, which did not try to
preserve the same changes in generational accounts and economic incentives, would
have different economic effects. That said, the tax reform considered here entails a
major redistribution across generations because it confronts those rich and middle class
retirees alive at the time of the reform with a much greater remaining lifetime net tax
burden than would otherwise be the case. Low-income retirees are, on the other hand,
largely insulated from the policy because their social security benefits are adjusted in
the model to retain their original purchasing power.

Table 6 reports macroeconomic effects, while Table 7 shows welfare effects for
five of the twelve lifetime earnings classes. Note that income class | refers to the
poorest members of each cohort (those with the smallest endowment of human capital),
and income class 12 refers to the richest members of each cohort (those with the
largest endowment of human capital.) The horizontal axis locates cohorts by their
years of birth measured relative to the reform, which occurs in year zero. The welfare
changes are measured as equivalent variations, specifically the percentage change in
full remaining lifetime economic resources that an agent living under the old policy
regime (living in the initial steady state) would need to achieve the same level of
remaining lifetime utility as she/he experiences under the new policy.

The macroeconomic effects of the tax reform are significant. In the long run, the
economy’s capital stock, labor supply, and output are larger by 25.4%, 4.6%, and 9.4%,
respectively. However, getting reasonably close to this new steady state takes a while.
For example, achieving half of the ultimate increase in the capital stock takes about
15 years. The policy’s capital deepening raises pre-tax wages by 4.6% and lowers the
pre-tax return to capital by 100 basis points. The expansion of the economy permits
a decline in the consumption tax rate from an initial rate of 16.6% to a final rate of
14.5%. Measured on a wage-tax equivalent basis, the long-run consumption tax rate
is 12.7%. This is substantially below the initial steady-state’s 21.4% average marginal
tax rate on wage income. It is even further below the 34.0% peak marginal wage tax
faced by those in the top earnings class.
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Table 6
Impact of proportional consumption-tax reform on macro variables

Variable 1996 1997 2010 2145
Aggregates

National income index 1.000 1.044 1.063 1.094
Capital stock index 1.000 1.010 1.108 1.254
Labor supply index 1.000 1.063 1.054 1.046
Net saving rate 0.051 0.073 0.067 0.059

Wage rates, interest rates, and asset values

Before-tax wage index 1.000 0.987 1.013 1.046
After-tax wage 0.775 0.817 0.843 0.881
Interest rate 0.083 0.079 0.076 0.073

Federal consumption and payroll tax rates
Consumption tax rate 0 0.166 0.160 0.145
Payroll tax rate 0.146 0.140 0.140 0.141

* Source: Altig, Auerbach, Kotlikoff, Smetters and Walliser (2001).

Table 7
Welfare effects of proportional consumption-tax reform?
Lifetime earnings class Cohort (year of birth)
—54 -30 0 30 oc

1 1.01 0.97 0.94 0.95 0.96
3 1.00 0.99 0.98 0.99 0.99
6 1.00 1.00 1.00 1.01 1.01
9 0.99 1.0 1.01 1.02 1.02
12 0.99 1.02 1.03 1.04 1.04

2 Source: Altig, Auerbach, Kotlikoff, Smetters and Walliser (2001)

Welfare is measured relative to the no-reform equilibrium. A value, for example, of 0.97 means that the
group in question experiences a welfare change from the reform that is equivalent to their experiencing
a 3% decline in consumption and leisure at each age under the initial fiscal structure.

As Table 7 shows, the tax reform effects a major redistribution across generations,
but one that differs markedly for the lifetime poor and rich. In forcing rich (e.g.,
earnings class 12) initial retirees to pay a high consumption tax rate, the policy, in
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effect, taxes their accumulated wealth. This lowers their remaining lifetime utility>'.
In contrast, members of this earnings class that are born in the new long-run steady
state experience a 4% increase in their lifetime utilities measured relative to their
welfare in the absence of the reform. For the lowest earnings class, the generational
incidence pattern is the opposite. The initial poor retirees experience a small welfare
improvement, but future members of this class are worse off. The reason is that the
consumption-tax structure is much less intragenerationally progressive than the original
income-tax structure. The generational incidence pattern for the other earnings groups
in the top (bottom) half of the earnings distributions is similar, but less pronounced
than that for earnings group 12 (1).

6.2. Social Security § privatization

The U.S. Social Security System faces a grave long-term financial crisis, the full
dimension of which is not well known. Paying out benefits on an ongoing basis requires
an immediate and permanent increase of roughly 50% in the OASDI payroll tax rate 22,
The United States is now embarked in a national debate about how to save Social
Security. Options here include cutting benefits, raising the payroll tax, and privatizing
all or part of the system by allowing people to contribute to individual accounts. The
key issues in this debate are how any policy, including maintaining the status quo,
will affect the macro economy as well as rich and poor members of current and future
generations.

Table 8 extracted from Kotlikoff, Smetters and Walliser (2002), illustrates the
A—K OLG Model’ analysis of the effects of social security’s privatization. The table

Table 8
Privatizing social security with consumption-tax transitional finance®

Macro variable Percentage change relative to initial steady state for year of transition:

5 10 25 150
National income 0.6 1.3 49 13.0
Capital stock 1.8 4.1 12.8 39.0
Labor supply 0.3 04 24 5.5
Before-tax wage 0.4 09 2.4 7.1
Interest rate -1.1 2.7 -6.9 —-18.9

2 Source: Kotlikoff, Smetters and Walliser (2002).

>l The simulated model includes capital adjustment costs, which limit the economic losses to initial
elderly generations. The reason is that they own much of the economy’s existing capital stock and this
capital experiences a rise in its relative price because it is a relatively scarce factor with respect to
installing additional capital.

22 See Gokhale and Kotlikoff (2001).
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Table 9
Privatizing social security: percentage change in remaining lifetime utility for selected income classes
by cohort?
Class Cohort year of birth relative to initial steady state
-54 =25 -10 1 10 25 150
1 0.7 -2.1 0.6 0.5 1.3 32 6.0
3 -0.4 -2.0 0.0 1.2 2.1 42 7.4
6 -0.9 -1.7 0.3 1.6 2.6 4.8 8.0
9 -1.2 -1.6 0.5 1.7 2.7 49 8.1
12 -1.5 -2.5 -1.8 -1.0 0.1 1.7 44

2 Source: Kotlikoff, Smetters and Walliser (2002).

considers privatizing the U.S. system and financing the 45-year transition, during which
social security benefits are gradually phased out, with a consumption tax. The policy
generates sizeable long-run increases of 39% and 13% in the economy’s capital stock
and output, respectively. But the half-life of the policy is 30 years, roughly twice the
half-life of the tax reform just considered. The transition takes longer because the
policy phases in gradually over time.

Table 9 shows that these long-run gains are not free. They come at the price of
lower utility to initial older and middle-aged generations. All those alive in the long
run, including the richest (group 12) and poorest (group 1) agents, are better off. Since
the system being privatized features a highly progressive benefit schedule, but also a
highly regressive tax schedule (due to the ceiling on taxable earnings), the fact that
the long-run poor are better off is particularly interesting. It shows that paying off the
existing system’s benefit liabilities in a more progressive manner (by making initial rich
and middle income elderly contribute to that cause) outweighs the loss the long-run
poor incur from not receiving benefits based on social security’s progressive benefit
schedule.

The long-run poorest earnings group experiences a 6.0% rise in lifetime utility. This
is a substantial welfare change; it means that were social security not to be privatized,
providing this group with the same welfare improvement would require a 6% increase
in their consumption and leisure in each year they are alive. The long-run richest
earnings group enjoys a 4.4% improvement in its lifetime utility. The biggest winners
from the reform are those in the upper middle classes (groups 6 though 9) alive in the
long run. Their welfare gains are roughly 8%. Like their poorer contemporaries, these
groups enjoy the higher real wages delivered by the privatization. But the removal of
social security means more because, compared with their contemporaries, they faced
the highest rate of lifetime net social security taxation. The costs of delivering these
long-run welfare gains are visited on the initial middle-class and high-income elderly
as well as all initial workers. The largest losses amount to about 3% of remaining
lifetime resources.
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The two simulations just presented provide a sense of the maximum potential
macroeconomic and redistributive effects of generational policy. The reasons are a) the
policies are radical, b) they entail major intergenerational redistribuiton, and c) they
significantly improve marginal economic incentives to work and save. But as described
in Altig, Auerbach, Kotlikoff, Smetters and Walliser (2001) and Kotlikoff, Smetters
and Walliser (2002), the benefits available to future generations from tax reform or
social security’s privatization can easily be dissipated by providing transition relief
to early generations. In the case of consumption-tax reform, such relief could come
in the form of exempting the initial elderly from paying taxes when they purchase
consumption with existing assets 23, In the case of privatizing social security, transition
relief could come in the form of the delaying the imposition of a new tax to cover the
loss of revenues arising from having workers make their social security contributions
to private accounts. Such a policy permits workers close to retirement to gain at the
expense of subsequent generations.

7. Ricardian equivalence

Ricardian equivalence refers to the proposition that private intergenerational transfers
will undo government intergenerational transfers making generational policy entirely
ineffectual and generational accounting a waste of time. The proposition is appro-
priately attributed to David Ricardo who, in discussing whether to borrow or tax to
finance a war, wrote that “in point of economy, there is no real difference in either
of the modes . ..”2* More precisely, in comparing a one-time war tax of £1 000 and
a perpetual tax of £50 to pay interest on borrowing of £1 000, Ricardo said that “if
he (the payee) leaves his fortune to his son, and leaves it charged with this perpetual
tax, where is the difference whether he leaves him £20 000, with the tax, or £19 000
without it?”?°

While Ricardo realized that bequests could be raised or lowered to undo government
intergenerational redistribution, he was skeptical that such behavior would arise in
practice. For in his next sentence he says: “The argument of charging postenty with
the interest on our debt, or of relieving them from a portion of such interest, is often
used by otherwise well informed people, but we confess we see no weight in it”2®,

I3 1If consumption taxation was instituted (i.e., labeled) by the government as a tax on income with 100%
expensing of new investment/saving (i.e., as taxing output minus saving, which equals consumption),
transition relief could come in the form of grandfathering the investment incentives provided to existing
capital under the prior tax structure.

24 Ricardo (1951, 4:185-6). Also see O’Driscoll’s (1977) discussion of why Ricardo rejected Ricardian
equivalence as an empirically relevant phenomenon.

25 Rjcardo (1951, 4:187).

26 Tbid.
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7.1. Barro's proof of the irrelevance proposition

Ricardo would presumably have included Robert Barro (1974) in the category of
“otherwise well informed people”, notwithstanding the latter’s elegant and influential
derivation of the former’s irrelevance proposition. Barro’s derivation begins by positing
that the utility of one generation depends not only on the goods (including leisure) it
consumes over its lifetime, but also the utility of its children. In the two-period model,
this function is

ul:u(Cyracot+la[yt,lot+1,ut+l)- (42)

Writing the corresponding expression for %, and substituting into Equation (42)
and then doing the same for u,;,; and all other future utility functions leads to the
following infinite horizon utility function whose arguments consist of all future values
of consumption and leisure:

U; :u(C_VI;CDI+l7l_vh[0!+lycy1+17COI+1’I_)IT+17101+27 ) (43)

Thus, Barro’s simple and seemingly quite natural formulation of intergenerational
altruism has the striking implication that those alive today will care not only about
their own levels of consumption and leisure, but also the consumption and leisure of
their children, grandchildren, and all subsequent descendants. The generation alive at
time ¢ takes its inheritance, b,, as given and chooses consumption when young and old
as well as bequests (or intervivos transfers) when old, 5, , |, to maximize Equation (43)
subject to

Cu+wily + Ry (Coren v Wi thor v 1 + b0 1) = b+ W T+ R (A1 +w, 1 T),
(44)
where R; ; discounts flows at time s + 1 to time s.

To make Barro’s point about the irrelevance of generational policy, Equation (44)
includes a policy, announced at time ¢, of giving an amount 4, at time s > ¢ + 1 to the
contemporaneous old and taking that same sum from the contemporaneous young. The
generation alive at time ¢+ 1 faces the analogous budget constraint, except it includes
the receipt when young of the government’s net payment.

Core1 +Wrothyo1 + Ry 2(Core2 + Wri2lore2 + by i 2) 5)

=bi—h1+waT+R 22 +w,T).
If one solves for b, , ; in Equation (45) and substitutes for that variable in Equation (44),
the terms involving A, ; drop out. The resulting expression now involves b, , 5, which
can be eliminated by solving for b,.; from the time ¢ + 2 version of Equation (45).
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Doing so leads A, ;> to drop out. Proceeding indefinitely in this manner leads to the
extended family’s infinite horizon constraint:

Cors1 +Writlor -1 Cot+ 1+ Wriilors1
C_\'/+W1/_w+ ot + + o +C_w+wtlyl+ ot + +or+
1+r,+1 1+r,+1 (46)
_ w1 T
1+r,T1

The extended family maximizes Equation (43) subject to Equation (46). Since
all the terms involving the government’s generational policy have dropped out
of Equation (46), generational policy has no impact whatsoever on the economy.
Operationally, the extended family nullifies generational policy by raising its bequests
at time s > f+ 1 by h,. Note that A; can be positive or negative. Generations that
Teceive a positive net payment when old bequeath these receipts to their children. The
children, in turn, use this inheritance to make their net payments to the government;
i.e., the children’s payment to the government is given to their parents who hand it
back to the children. Since bequests can be negative as well as positive, we can also
describe the change in bequests as the children reducing their own private transfers to
their parents. If the government’s net payment to the elderly is negative, the elderly
will respond by cutting back on their bequests to their children; alternatively, their
children will hand the positive net payment they receive from the government to their
parents.

7.2. Theoretical objections to the Barro framework

Barro’s model ignores four interrelated 1ssues whose consideration undermines, if not
vitiates, his result. First, the model ignores marriage. Second, it ignores differences in
preferences among extended family members. Third, it assumes symmetric information
across family members about each others’ incomes. Fourth, it ignores uncertainty.

The fact that it takes two to tango means that marriage entails at least two sets of
parents, both of which may be altruistically linked to the married couple, but may
have no particular interest in each other. One way to model intergenerational transfers
in this context is to assume that each set of in-laws takes the other’s transfers to their
children as given. But as shown in Kotlikoff (1983) and Bernheim and Bagwell (1988),
this Nash assumption implies the effective altruistic linkage of the two sets of in-laws.
And if the in-laws have other children, the original in-laws will become altruistically
linked with the all of the other children’s in-laws as well. Hence, if altruism were
as widespread as Barro posits, essentially everyone would be altruistically interlinked
with everyone else around the world as a consequence of marriage within groups and
intermarriage across racial, ethnic, religious, and national lines.

The resource sharing arising from altruistic linkage means that each interlinked
household’s consumption and leisure is determined by the collective resources of
all extended family members. State differently, the distribution of resources across
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extended family members makes no difference to the distribution of consumption and
leisure of those members. Thus, the Barro model implies that the consumption of a
randomly chosen person in Nashville, Tennessee should depend on the income of a
randomly chosen person in Almati, Kazakhstan.

The source of this patently absurd prediction is the assumption that each extended
family takes the transfers of other extended family members as given. The difficulty
with this assumption becomes apparent if one compares two parties who each care so
strongly about each other that each wants to transfer to the other. Taking each other’s
transfers as given may lead to an infinite handing back and forth of funds between the
two parties; i.e., the problem may have no solution. Of course, in the real world, such
situations are handled by would-be recipients simply refusing to receive the funds they
are handed. As Kotlikoff, Razin and Rosenthal (1990) point out, the power to refuse a
transfer if it is too big or, indeed, if it is too small, as well as the power to refuse to make
a transfer if someone else’s transfer is too small or too large, changes the bargaining
game fundamentally. In particular, threat points matter and Ricardian Equivalence no
longer holds because when the government redistributes across generations, it alters
their threat points.

Conflicts over who loves whom and by how much may also lead parties to withhold
information about their economic positions. Kotlikoff and Razin (1988) point out that
altruistic parents trying to transfer to children whose abilities and labor efforts are
unobservable will condition their transfers on their children’s earnings. In this setting,
government redistribution between parents and children can modify the self-selection
constraints under which parents operate in establishing their earnings-related transfer
functions. In this case, the policy will be non-neutral.

Feldstein (1988) raised another important theoretical objection to the Barro model,
namely that, in the context of uncertainty, Ricardian equivalence will only hold if
transfers are operative in all states of nature in which the government’s redistribution
occurs. Take parents who are altruistic, but whose altruism is not strong enough to
lead them to make transfers to their children if their children end up with higher
incomes than their own. Then government redistribution from children to parents will
generate no private offset in the form of higher bequests or intervivos gifts in those
states of nature in which the children would otherwise be better off than the parents.
In developed economies in which per capita incomes grow through time, one would
expect Feldstein’s point to be particularly applicable.

7.3. Testing intergenerational altruism

As mentioned, the Barro Model of intergenerational altruism predicts that the
consumption of altruistically linked individuals is independent of the distribution of
resources across those individuals. This implication has been tested in a variety of
ways with a variety of data. Boskin and Kotlikoff (1985) took the Barro model as
the null hypotheses and used dynamic programming to determine the level of annual
consumption that would be demanded by Barro dynasties given earnings and rate
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of return uncertainty. They estimated their model on postwar U.S. time series data
and tested whether the cross-cohort distribution of resources matters to aggregate
consumption given the level of consumption predicted by the Barro Model. The authors
report a very strong dependence of aggregate consumption on the intergenerational
distribution of resources.

Abel and Kotlikoff (1994) pointed out that altruistically linked households will
automatically share risk and, therefore, experience identical shocks (Euler errors) to
their marginal utilities of consumption. They also showed that changes in the average
Euler error by cohort would share this property if, as Barro believed, the economy
was dominated by intergenerational altruists. Abel and Kotlikoff aggregated by cohort
U.S. consumer expenditure data to test for the commonality of Euler errors. Their
test strongly rejects intergenerational altruism; cohorts that experience positive income
shocks spend, rather than share, their good fortune.

Altonji, Hayashi and Kotlikoff (1992) and Hayashi, Altonji and Kotlikoff (1996)
use Panel Study of Income Dynamics data on the consumption of extended family
members to test whether a) the distribution of consumption of extended family
members depends on the distribution of resources among those members, and
b) whether extended family members share risk — an implication not simply of altruism,
but also selfish risk sharing. The data strongly reject both propositions. Another study
by the three authors [Altonji, Hayashi and Kotlikoff (1997)] considers the subset of
extended PSID families who were actively making transfers among themselves. They
showed that taking a dollar from a child and giving it to a parent who is giving the
child money results in an increase in transfers to the child of only 13 cents —an amount
that is not only small, but also insignificantly different from zero.

Additional compelling evidence against the Barro view is provided by Gokhale,
Kotlikoff and Sabelhaus (1996). This article documents that the dramatic postwar
decline in U.S. saving has been the result of an equally dramatic increase in
intergenerational transfers to the elderly that have led to an enormous increase in their
absolute and relative consumption. Since 1960 the consumption of the elderly, on a
per person basis, has roughly doubled relative to that of young adults. A related finding,
developed in Auerbach, Gokhale, Kotlikoff, Sabelhaus and Weil (2001),is the dramatic
postwar increase in the annuitization of the resources of the elderly. This increased
annuitization has been engineered primarily by the government, which provides the
elderly substantial resources in old age in the form of cash and medical benefits
that continue until they die, but are not bequeathable. If Barro were right, and the
elderly were altruistic, they would have responded to their being forced to acquire
more annuities by purchasing more life insurance. In fact, the life insurance holdings
of the elderly have not increased in the postwar period as a share of their remaining
lifetime resources. They’ve declined.
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8. The government’s role in intergenerational risk sharing

Samuelson’s (1958) classic consumption-loan model pointed out the inherent incom-
pleteness in markets arising from the fact that agents alive at one point in time cannot
contract with those who will be born well after those agents are deceased. This market
failure is manifest primarily in the area of risk sharing. Were they able to contract,
agents alive today and those born in the future could form risk-sharing arrangements
by buying or selling state-contingent contracts of various kinds. The question raised by
these missing markets is whether the government can redistribute across generations
to emulate, if not replicate, the risk-sharing arrangements that members of different
cohorts would privately conclude.

As shown in Kotlikoff (1993), it is an easy matter to extend the two-period model
of Section 3 to include uncertainty both with respect to the economic environment
and government policy. Kotlikoff (1993) considers uncertain technology, specifically
the coefficient of total factor productivity, as well as uncertain (i.e., state-contingent)
government net payments each period from the young to the old. The role for
government intergenerational risk sharing in this model is to transfer resources from
the contemporaneous young to the contemporaneous old at time ¢ if the technology at
time ? is better than at time ¢ — 1. The degree of redistribution would also be conditioned
on the economy’s time-¢ capital stock.

The fact that government’s can pool risks across generations does not mean they
necessarily do so. Indeed, governments may exacerbate the degree of uncertainty
facing generations by randomly distributing among them. As Auerbach and Hassett
(1999) point out, this manufacturing of uncertainty may come in the form of simply
delaying the decision of who will pay the government’s bills. Take, as an example,
the current failure of the U.S. government to determine how it will close the very
sizeable imbalance in U.S. generational policy. The government can either place a
larger fiscal burden on the current elderly, on middle-aged baby boomers, on the
current young, or on future generations. The size of the bill is reasonably clear. But in
failing to specify immediately which generations will pay what, the U.S. government
is generating uncertainty for all generations, where none intrinsically exists.

Can one say whether the government is, on balance, pooling risk across generations?
Yes and no?’. Abel and Kotlikoff (1994) stress that their study tests and strongly
rejects intergenerational risk sharing, no matter whether that risk sharing is arising
from a) altruistic extended family behavior, b) selfish extended family arrangements,
c) the purchase of contracts and securities in private insurance and financial markets,
or d) government policy. But Abel and Kotlikoff’s study does not tell us the precise
role, if any, played by the government in frustrating or improving intergenerational risk
sharing.

27 Note that the government may pool risks within generations at the same time it generates risks across
generations. Hubbard, Skinner and Zeldes (1995) and Eaton and Rosen (1980) are two important studies
of government intragenerational risk sharing.
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9. Conclusion

Generational policy — the question of which generation will pay the government’s
bills — lies at the heart of most fiscal policy debates. The importance of this issue
has stimulated a prodigious amount of theoretical, empirical, and simulation research.
This research has delivered some important findings. First, which generation pays
the government’s bills is, apart from efficiency considerations, a zero-sum game.
Second, generational policy works not just by redistributing resources directly across
generations, but also by redistributing resources indirectly via policy-induced general
equilibrium changes in factor prices. Third, the same generational policy can be
conducted under a variety of headings and operate through surprising channels,
including asset markets. Fourth, notwithstanding its ubiquitous use, the budget deficit is
not a well-defined measure of generational or any other aspect of economic policy. The
same is true of taxes and transfer payments as well as their associated constructs, such
as disposable income and personal saving. Fifth, generational accounting represents
an important, but far from perfect method of assessing generational policy. Sixth,
generational policies in non-altruistic economies can effect major redistribution across
generations and major changes in the long-run values of key macroeconomic variables.
Seventh, generational policies take a fairly long time to effect the economy. Eighth,
intergenerational altruism can nullify the impact of generational policy, but the
theoretical conditions under which it would arise are highly unlikely to prevail.
Ninth, there is a plethora of evidence, at least for the U.S., that intergenerational
redistribution, be it across cohorts or between older and younger members of the
same extended families, materially raises the well-being to those receiving the
transfers and materially harms those making the payments. Tenth, at least in the
U.S., government policy does not achieve intergenerational risk sharing. Indeed, U.S.
government policy may, on balance, be an important, if not the primary source of
generational risk. Finally, and most important, a variety of countries around the world
are running generational policies that will dramatically reduce the economic well-being
of their future generations. Achieving generational balance in those countries requires
immediate, major, and highly painful policy responses.
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Abstract

The integration of world capital markets carries important implications for the design
and impact of tax policies. This paper evaluates research findings on international
taxation, drawing attention to connections and inconsistencies between theoretical and
empirical observations.

Diamond and Mirrlees (1971a,b) note that small open economies incur very high
costs in attempting to tax the returns to local capital investment, since local factors
bear the burden of such taxes in the form of productive inefficiencies. Richman (1963)
argues that countries may simultaneously want to tax the worldwide capital income of
domestic residents, implying that any taxes paid to foreign governments should be
merely deductible from domestic taxable income.

Governments do not adopt policies that are consistent with these forecasts. Corporate
income is taxed at high rates by wealthy countries, and most countries either exempt
foreign-source income of domestic multinationals from tax, or else provide credits
rather than deductions for taxes paid abroad. Furthermore, individual investors can
use various methods to avoid domestic taxes on their foreign-source incomes, in the
process avoiding taxes on their domestic-source incomes.

Individual and firm behavior also differs from that forecast by simple theories.
Observed portfolios are not fully diversified worldwide. Foreign direct investment is
common even when it faces tax penalties relative to other investment in host countries.
While economic activity is highly responsive to tax rates and tax structure, there are
many aspects of behavior that are difficult to reconcile with simple microeconomic
incentives.

There are promising recent efforts to reconcile observations with theory. To the
extent that multinational firms possess intangible capital on which they earn returns
with foreign direct investment, even small countries may have a degree of market
power, leading to fiscal externalities. Tax avoidance is pervasive, generating further
fiscal externalities. These concepts are useful in explaining behavior, and observed
tax policies, and they also suggest that international agreements have the potential to
improve the efficiency of tax systems worldwide.

Keywords

fiscal externalities, foreign direct investment, international taxation, multinationa!
corporations, tax avoidance, transfer pricing, tax havens

JEL classification: H87, H25, F23, H21, F32



Ch. 28: International Taxation 1937
1. Introduction

The design of sensible tax policies for modern economies requires that careful attention
be paid to their international ramifications. This is a potentially daunting prospect,
since the analysis of tax design in open economies entails all of the complications
and intricacies that appear in closed economies, with the addition of many others,
since multiple, possibly interacting, tax systems are involved. These complications
are no less harrowing for a researcher interested in studying the impact of taxation
in open economies. Fortunately, the parallel development of theoretical and empirical
research on taxation in open economies offers straightforward and general guidance for
understanding the determinants and effects of tax policies, as well as their normative
significance. The purpose of this chapter is to review the analysis of international
taxation, drawing connections to research findings that are familiar from the analysis
of taxation in closed economies.

The rapid development of open-economy tax analysis in the last fifteen or so years
differs sharply from previous patterns, when the bulk of the academic research on
taxation posited that the national economy was closed. In this literature the implications
for tax policy of international trade and international factor movements typically
consisted of a short discussion at the conclusion of a long analysis. In studies of
closed economies, real and financial activity cannot cross international borders, so
that prices clear each national market separately. This restriction to a closed economy
characterized not only much of the theoretical work on optimal tax policy but also most
of the general equilibrium models of the effects of taxes, e.g., Fullerton, Shoven and
Whalley (1978) or Auerbach and Kotlikoff (1987), and even most of the econometric
studies of tax policy and behavior.

To be fair, the assumption of a closed economy was widely thought to have been
an adequate approximation of at least the American economy over much of the
postwar period. As seen below, this assumption also succeeded in eliminating many
complications that otherwise must be faced in thinking about tax policy. However,
with the growing importance not only of international trade in goods and services but
also of multinational corporations, together with increasing integration of world capital
markets, it is becoming more and more important to rethink past work on tax policy
in an open economy setting.

As described in Section 2 below, many aspects of tax policy analysis are affected
by the openness of the economy. For example, while in a closed economy it does
not matter whether a proportional tax is imposed on income from saving or income
from investment (since aggregate saving equals aggregate investment), in an open
economy this equivalence no longer holds. Furthermore, taxpayer responses to policy
changes can look very different once the implications of an open economy are taken
into account. In a closed economy, the analysis of the incidence of a tax on saving
or investment depends on its effect on the market clearing interest rate, which in
equilibrium depends on the price elasticities of both individual savings and firms’
factor demand for capital. In contrast, in a small open economy, the interest rate
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is determined by the world capital market, so is unaffected by a tax. Similarly, the
incidence of commodity taxes becomes simpler in a small open economy, since the
relative prices of at least tradable goods are again set on world markets and therefore
do not respond to tax changes . Results on factor price equalization even suggest that
market wage rates should not be affected by tax policy, in spite of the lack of mobility
of people across borders. In all of these cases, the absence of price changes means
that quantity changes will be larger, generally raising the implied efficiency costs of
tax distortions.

A greater complication is that the range of behavioral responses to tax policy
becomes broader in an open economy setting. This paper explores in detail the types
of behavioral responses that theory forecasts, and that appear in practice. Differential
income tax rates on profits earned by different industries can change the pattern of
trade flows, leading to increased exports from industries receiving more favorable tax
treatment. The location decisions of firms earning above normal profits are likely to be
particularly sensitive to tax differentials. Individual investors not only choose among
domestic debt and equity securities but can also invest in equivalent securities abroad.
Similarly, taxes can affect the financial as well as operational behavior of multinational
firms. Not only do tax rates affect choices of where to locate foreign affiliates, but
taxes also influence the optimal scale of foreign operations, the location of borrowing,
research activity, exports, and a host of other decisions. A multinational firm has a
certain degree of discretion in choosing the prices used to conduct transactions between
members of its affiliated group, allowing it to report accounting profits in tax-favored
locations.

All of these aspects of behavior depend on the tax systems of home and foreign
countries. A country’s tax base and even its comparative advantage therefore depend
on differences between tax structures across countries. As a result, in any analysis
of policy setting, the nature of interactions among tax policies in different countries
becomes an important issue. To the extent that international tax competition makes
tax policies in one country a function of those in other countries, the importance of
such interactions is magnified.

Any analysis of tax policy in an open economy setting must reconcile the frequent
inconsistency of observed behavior with the forecasts from simple models. Standard
models of portfolio choice, for example, forecast that risk-averse investors will hold
diversified portfolios of equities issued worldwide, yet observed portfolios tend to be
heavily specialized in domestic equity. The standard assumption of costless mobility
of capital across locations appears to be inconsistent with the evidence that domestic
savings is highly correlated with domestic investment. As seen below, the behavior
of multinational firms is also frequently inconsistent with the forecasts of standard

! World markets greatly dampen the price effects of tax changes from the standpoint of a small open
economy, but since these price changes apply to a very large world economy, their net effect on world
welfare need not be negligible.
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models. Furthermore, observed tax policies often deviate sharply from those predicted
by standard models. As the chapter argues in section five, some of the added
considerations that have been used to explain observed individual and firm behavior
may also help explain observed tax policies.

Section 2 of this chapter reviews the theory of optimal tax-setting in open
economies, starting with the problems faced by governments of small countries.
Section 3 generalizes these implications to a more realistic setting. Section 4 focuses
on taxes and portfolio choice, in an attempt to reconcile the theory with the observed
“home bias”. Section 5 surveys evidence of the impact of taxation on the activities of
multinational firms, while Section 6 offers a reconciliation of the evidence of behavior
of taxpayers and governments in open economies.

2. Optimal income taxation in an open economy

This section considers the implications of optimal tax theory for the design of taxes
in open economies. For additional detail on optimal tax structures, see Auerbach and
Hines (2002) in Volume 3 of this Handbook.

The nature of optimal tax policy often depends critically on whether the economy
is open or closed. The importance of this distinction is evident immediately from the
difference that economic openness makes for tax incidence. In a closed economy, the
incidence of a tax on the return to capital depends not only on the elasticity of saving
with respect to the interest rate but also on the elasticity of factor demands and the
elasticity of consumer substitution between capital-intensive and labor-intensive goods.
The presumption has been that, for plausible elasticities, the burden of a corporate
income tax falls primarily on capital owners.

In a small open economy, in contrast, a tax on the return to domestic capital has no
effect on the rate of return available to domestic savers?, since the domestic interest
rate is determined by the world capital market. Domestic investment falls in response
to higher tax rates. For firms to continue to break even, in spite of the added tax,
either output prices must rise or other costs must fall by enough to offset the tax.
When output prices are fixed by competition with imports, the tax simply causes the
market-clearing wage rate to fall. As a result, the burden of the tax is borne entirely by
labor or other fixed domestic factors. While a labor income tax would also reduce the
net wage rate, it would not in contrast distort the marginal return to capital invested
at home vs. abroad. Following Diamond and Mirrlees (1971a,b), a labor income tax
dominates a corporate income tax, even from the perspective of labor®. As a result,
one immediate and strong conclusion about tax policy in an open economy setting is

2 This follows from the standard assumptions that capital is costlessly mobile internationally and there
is no uncertainty.
3 Dixit (1985) provides a detailed and elegant development of this argument.
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that a “source-based tax” on capital income should not be used since it is dominated
by a labor-income tax.

2.1. Choice of tax instrument

It is useful to illustrate this finding in a simple setting in which the government has
access to various tax instruments, at least including a source-based tax on capital,
a payroll tax, and consumption taxes on any nontraded goods. The country is small
relative to both the international capital market and the international goods markets,
so takes as given the interest rate, r*, on the world capital market, and the vector of
prices, p*, for traded goods.

Resident i receives indirect utility equal to v;(p* + 5,0, + Sp, ¥, w(1 — 1)) + Vi(G),
where p, represents the vector of prices for nontraded goods, s and s* respectively
represent the sales tax rate on tradables and nontradables, r* represents the rate of
return to savings available on the world capital market, w equals the domestic wage
rate, ¢ is the tax rate on labor income, and G is a vector of government expenditures.

Each dollar of capital employed by domestic firms faces a tax at rate 7. Domestic
firms have constant returns to scale, and operate in a competitive environment, so must
just break even in equilibrium. Therefore, the unit costs for firms in each industry must
equal the output price in that industry. Using ¢ and ¢, to denote the costs of producing
traded and nontraded goods, respectively, equilibrium requires that, for traded goods*,
c(r* + 1,w) > p*, while for nontraded goods c,(r* + T,w) = p,. Since the country is
assumed to be a price taker in both the traded goods market and the capital market,
it follows immediately that firms in the traded sector continue to break even when 1
increases only if the wage rate falls by enough to offset the added costs due to the tax.
This implies that

dw K
-7 @2.1)

in which K/L is the equilibrium capital/labor ratio in these firms>. Hence, the effect
of taxation on domestic factor prices is determined by competition in traded goods
industries.

For firms selling nontradables, the market-clearing price of their output must adjust
to ensure that these firms continue to break even. The break-even condition is given
by pagn = Ka(r* + 7) + Low, in which g, is the quantity of nontraded output, and X,

* This equation is satisfied with an equality whenever the good is produced domestically.

3 Note that this implies specialization in one particular industry, since this condition cannot
simultaneously be satisfied for different industries selling tradables that have different capital/labor
ratios. [n equilibrium, a higher tax rate will cause the country to specialize in a less capital-intensive
industry. See Lovely (1989) for further discussion.
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and L, are quantities of capital and labor used in its production. Differentiating this
condition, and imposing Equation (2.1), implies that

dp":lﬂ &_IS 2.2)
dt qs \L, L/’ ’

Prices rise in sectors of the economy that are more capital intensive than the traded
goods sector, and fall in sectors that are more labor intensive.

Consider the government’s choice of 7. By increasing 7, individuals are affected
only indirectly, through the resulting drop in the market-clearing wage rate and
through changes in the market-clearing prices of nontradables®. The same changes in
effective prices faced by individuals could equally well have been achieved by changing
appropriately the payroll tax rate ¢, and the sales tax rates s,. From an individual’s
perspective, an increase in T is equivalent to changes in the payroll tax rate, ¢, and the
sales tax rates s,, that generate the same changes in after-tax wages and prices.

Since these alternative policies are equivalent from the perspective of individual
utility, holding G fixed, it is possible to compare their relative merits by observing what
happens to government revenue as 7 rises, while the payroll tax rate ¢, and the sales
tax rates s, are adjusted as needed to keep all consumer prices unaffected. Given the
overall resource constraint for the economy, the value of domestic output, measured at
world prices, plus net income from capital exports/imports must continue to equal the
value of domestic consumption and saving plus government expenditures. Therefore’,

PG=p" [f S +Kp,Ls) — (C+8)]-r'Kn, 2.3)

in which p, measures the production cost of each type of government expenditure,
f(-) is the economy’s aggregate production function, § measures the net savings of
domestic individuals, C is their consumption, X,, measures capital imports/exports,
and L, is aggregate labor supply.

If T increases, but its effect on consumer prices is offset through suitable
readjustments in the payroll tax and in sales tax rates, then §, C, and L will all remain
unaffected. Welfare is maximized if the tax rates are chosen so that the resulting value
of K,, maximizes the value of resources available for government expenditures. Given
the aggregate resource constraint, this implies that p*fx = r*. Firms would choose this
allocation, however, only if T = 0. Under optimal policies, therefore, there should be
no source-based tax on capital. Any capital tax prevents the country from taking full
advantage of the gains from trade.

6 Note that individual returns to saving are unaffected by 7, since this is a tax on investment in the
domestic economy, while returns to saving are fixed by the world capital market.

7 The discussion is simplified here by ignoring government purchases of nontradables. Tax changes
do affect the prices of nontradables, but they imply equal changes in both government revenue and
expenditures, so that these price changes have no net effect on the government budget.
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The choice of tax instrument carries implications for optimal levels of government
expenditure. Since the use of source-based capital taxes entails a higher welfare cost
than does the alternative of raising revenue with wage and sales taxes, it follows that
welfare-maximizing governments constrained to use capital taxes will generally spend
less on government services than will governments with access to other taxes. Of
course, one might wonder why an otherwise-optimizing government would resort to
capital taxes in a setting in which welfare-superior alternatives are available. A number
of studies put this consideration aside, constraining the government to use capital taxes,
in order to analyze the implications of tax base mobility for government size®.

In cases in which individual utility functions are additively separable in private
and public goods, optimal government spending levels are lower with capital taxes
whenever marginal deadweight losses increase with tax levels. This conclusion follows
directly from the preceding analysis, since at any given individual welfare level
capital taxation generates less tax revenue than does wage and sales taxation. Optimal
government spending requires that the marginal cost of raising additional revenue equal
the marginal benefits of government services. Consequently, if the marginal cost of
raising revenue is an increasing function of tax levels, then moving from wage to
capital taxation entails lower utility levels, higher marginal costs for any given spending
level, and therefore reduced government spending. While there are odd circumstances
in which the marginal cost of raising revenue falls at higher tax rates’, more standard
cases entail rising marginal costs, and therefore smaller government if funded by
capital taxes.

This model can also be used to analyze the optimal tax rate on income from savings.
Analysis of the optimal taxation of capital income in a closed economy [reviewed by
Auerbach and Hines (2002)] is largely unaffected when cast in a small open economy.
Since the before-tax interest rate is unaffected by the tax, the incidence of the tax now
falls entirely on capital owners. As a result, the change in savings due to a tax change
can be larger than in a closed economy, but wage rates will be unaffected. The same
distributional considerations that might lead a government to tax savings in a closed
economy may justify such a tax as well in an open economy.

The results derived by Diamond and Mirrlees (1971a,b) still imply that production
will be efficient under an optimal tax system, as long as there are no relevant
restrictions on the types of commodity taxes or factor taxes available. As a result,
under such a “residence-based tax” on capital, residents should face the same tax rate
on their return to savings regardless of the industries or countries in whose financial
securities they invest'?. These results also imply that foreign investors in the domestic

8 See, for example, Wilson (1986), Zodrow and Mieszkowski (1986) and Hoyt (1991).

9 See, for example, Atkinson and Stern (1974), and the discussion in Auerbach and Hines (2002) in
Volume 3 of this Handbook.

0 Naito (1999) shows, however, that these results no longer necessarily hold once one drops the
assumption that different types of workers are perfect substitutes in production. Without this assumption,
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economy should not be taxed — in a small open economy domestic workers would bear
the burden of the tax.

Another immediate implication of the findings of Diamond and Mirrlees concerning
productive efficiency under an optimal tax system is that a small open economy should
not impose differential taxes on firms based on their location or the product they
produce. This not only rules out tariffs but also differential corporate tax rates by
industry. As shown by Razin and Sadka (1991b), this equilibrium set of tax policies
implies that marginal changes in tax policy in other small countries will have no effects
on domestic welfare. Behavioral changes in some other small economy can induce
marginal changes in trade patterns or capital flows. Such changes in behavior have
no direct effect on individual utility by the envelope condition. They therefore affect
domestic welfare only to the degree to which they affect government revenue. Under
the optimal tax system, however, marginal changes in trade patterns or capital imports
also have no effect on tax revenue. Therefore, there are no fiscal spillovers under the
optimal tax system, and the Nash equilibrium tax structure among a set of small open
economies cannot be improved on through cooperation among countries.

2.2. Taxation of foreign income

The taxation of foreign income under an optimal residence-based tax system has
received particular attention. When host countries impose source taxation on income
earned locally by foreign investors, the use of residence-based taxation in capital
exporting countries raises the possibility that foreign investment income might be
double taxed. From a theoretical standpoint it is tempting to discount this possibility,
since while countries may well choose to tax the income from savings that individuals
receive on their worldwide investments, they should not find it attractive to impose
source-based taxes on the return to capital physically located within their borders. In
practice, however, all large countries impose corporate income taxes on the return to
capital located therein. As a result, cross-border investments are taxed both in host
and home countries. The combined effective tax rate could easily be prohibitive, given
that corporate tax rates hovered near 50% in the recent past. To preserve cross-border
investments, either the home or the host government must act to alleviate this double
taxation. While the theory forecasts that such prohibitive tax rates would not arise
because host governments would not tax this income, what instead happens is that
home governments have offered tax relief of some sort on the foreign income earned
by resident firms and individuals.

The modern analysis of this issue started with the work of Peggy Richman (1963),
who noted that countries have incentives to tax the foreign incomes of their residents
while allowing tax deductions for any foreign taxes paid. This argument reflects

a marginally higher tax rate on capital in industries employing primarily skilled labor, for example, will
be borne primarily by skilled workers, providing a valuable supplement to a nonlinear income tax.



1944 R.H. Gordon and JR. Hines Jr

incentives to allocate capital between foreign and domestic uses, and can be easily
illustrated in a model in which firms produce foreign output with a production
function f=(K™,L*) that is a function of foreign capital and labor, respectively, and
produce domestic output according to f (K, L), a function of domestic capital and labor.
All investments are equity financed, and the foreign government taxes profits accruing
to local investments at rate 7*. From the standpoint of the home country, the total
returns (the sum of private after-tax profits plus any home-country tax revenues'!) to
foreign investment are:

[P &K L) -wL (1-T7), (2.4)
while total returns to domestic investment are:
f(K,L)—wL]. (2.5)

For a fixed stock of total capital (K), the allocation of capital between domestic
and foreign uses that maximizes the sum of Equations (2.4) and (2.5) subject to the
constraint that (K* + K) < K satisfies:

% —(-1%) 26)

If the home country imposes a tax on domestic profits at rate 7, then to preserve
the desired allocation of capital expressed by Equation (2.6), it must also tax foreign
profits net of foreign taxes at the same rate 7. Denoting the residual home country
tax on foreign profits by 7,, a firm receives [/*(K*,L*)—w*L*](l — t* — 1,) from its
investment in the foreign market, and [ f(K, L) — wL](1 — T) from its investment in the
domestic market; profit-maximizing capital allocation therefore implies:

Jo _1-T -0 @.7)
5 -1

Equation (2.7) is consistent with Equation (2.6) only if 7, = 7(1 -~ 7*), which means
that the home government subjects after-tax foreign income to taxation at the same
rate as domestic income. The logic of this outcome is that, from the standpoint of
the home country government, foreign tax obligations represent costs like any other
(such as wages paid to foreign workers), and should therefore receive analogous tax
treatment.

"' This formulation treats private income and government tax revenue as equivalent from a welfare
standpoint, which is sensible only in a first-best setting without other distortions. Horst (1980), Slemrod,
Hansen and Procter (1997), Keen and Piekkola (1997) and Hines (1999b) evaluate the impact of various
tax and nontax distortions on the optimal tax treatment of foreign income.
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In practice, most tax systems do not in fact tax foreign income in this way. Richman
offers the interpretation that governments may adopt policies designed to enhance
world rather than national welfare. She notes that, from the standpoint of home and
foreign governments acting in concert, the appropriate maximand is the sum of pre-tax
incomes:

[/~ (K*,L7) - w*L*] +[f (K, L) — wL]. (2.8)

Maximizing the sum in Equation (2.8) subject to the capital constraint yields the
familiar condition that /;* = f;, which, from Equation (2.7), is satisfied by decentralized
decision makers if 7, = (T — 7). As will be described shortly, this condition is
characteristic of the taxation of foreign income with full provision for foreign tax
credits, a policy that broadly describes the practices of a number of large capital
exporting countries, including the United States.

3. Tax complications in open economies

This section considers extensions of the simple model of optimal taxation in open
economies. These extensions incorporate the difficulty of enforcing residence-based
taxation, the optimal policies of countries that are large enough to affect world prices or
the behavior of other governments, the time inconsistency of certain optimal policies,
and the effects of fiscal externalities.

3.1. Increased enforcement problems in open economies

The analysis in Section 2 assumes that tax rules can be costlessly enforced. While
this assumption can of course be questioned even in a closed economy, the potential
enforcement problems in an open economy are much more severe. Consider, for
example, the enforcement of a tax on an individual’s return to savings. This return takes
the form primarily of dividends, interest, and accruing capital gains. Enforcement of
taxes on capital gains is particularly difficult, but even taxes on dividends and interest
face severe enforcement problems in an open economy.

In a closed economy, taxes on dividend and interest income can be effectively
enforced by having firms and financial intermediaries report directly to the government
amounts paid in dividends and interest to each domestic resident'?. Without this
alternative source of information to the government, individuals face little incentive to
report their financial earnings accurately and enforcement would be very difficult.

12 With a flat tax rate on the return to savings, the government can simply withhold taxes on interest
and dividend payments at the firm or financial intermediary level, with rates perhaps varying with the
nationality of the recipient.
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In an open economy, however, individuals can potentially receive dividends and
interest income from any firm or financial intermediary worldwide. Yet governments
can impose reporting requirements only on domestic firms and intermediaries. As a
result, individuals may be able to avoid domestic taxes on dividends and interest they
receive from foreign firms and intermediaries. This is true even if the dividends or
interest originate from domestic firms, if the recipient appears to be foreign according
to available records . Furthermore, states competing for foreign investment accounts
have incentives to help individual investors maintain secrecy and therefore hide their
foreign investment income from the domestic tax authorities. Of course, individuals
would still have incentives to report all interest payments and tax losses, so on net the
attempt to tax capital income should result in a loss of tax revenue '*.

Based on the presumed ease of evasion through this use of foreign financial
intermediaries, Razin and Sadka (1991a) forecast that no taxes on the return to savings
can survive in an open economy. Any taxes would simply induce investors to divert
their funds through a foreign financial intermediary, even if they continue to invest in
domestic assets. Of course, use of foreign financial intermediaries may not be costless.
The main costs, though, are likely to be the relatively fixed costs of judging how
vulnerable the investment might be due to differing regulatory oversight (in practice as
well as in law) in the foreign country. Individuals with large savings would still likely
find it worth the fixed cost to find a reliable foreign intermediary, so that the tax would
fall primarily on small savers. Enforcement problems therefore give the tax unintended
distributional features and higher efficiency costs (by inducing individuals to shift
their savings abroad as well as to reduce their savings). As the costs of using foreign
intermediaries drop over time due to the growing integration of financial markets,
these pressures to reduce tax rates become larger. There is considerable controversy in
interpreting recent European tax developments, but some argue that tax rates within
Europe are falling in response to such international pressures '°.

A uniform tax on the return to savings, consistent with the results in Diamond and
Mirrlees (1971a,b), should tax accruing capital gains at the same rate as dividends and
interest. The taxation of capital gains, however, is an administrative problem even in a
closed economy. In a closed economy, financial intermediaries may have information
on the sales revenue from most assets sales for each domestic resident, but they would
rarely have information about the original purchase price. Therefore, a tax on realized
capital gains is difficult to enforce. Even if it were enforceable, it is not equivalent
to a tax on capital gains at accrual, since investors can defer tax liabilities until they

'3 Note that the optimal tax policies analyzed in Section 2 would exempt foreigners from domestic
taxation.

4 See, for example, Gordon and Slemrod (1988), Kalambokidis (1992}, or Shoven (1991) for evidence
that the U.S. tax system lost revenue from attempting to tax capital income, at least in the years analyzed
(1975-1986).

15 See, for example, the papers collected in Cnossen (2000).
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choose to sell their assets'®. The practice has instead been to tax accruing capital
gains primarily at the firm level by imposing corporate taxes on retained earnings that
generate these capital gains!’. The lower is the effective tax rate on realized capital
gains at the individual level, the higher would be the appropriate tax rate on accruing
gains at the firm level.

Under the equivalent tax system in a small open economy, the government would
need to tax corporate retained earnings to the extent that shares are owned by domestic
residents. Such taxes are inconsistent with current international tax practice. Imposing
instead a higher tax rate at realization on foreign-source capital gains would be difficult,
since the government cannot learn directly about the sale of an asset if the investor uses
a foreign financial intermediary, and again the high rate generates a costly “lock-in”
effect.

One method of addressing these enforcement problems is for countries to establish
bilateral information-sharing agreements that provide for exchange of information to
aid in the enforcement of domestic residence-based taxes. However, these agreements
have been undermined by various tax havens that enable domestic investors to acquire
anonymity when they invest, facilitating avoidance of residence-based taxes on capital
income. As Yang (1996) notes, as long as there is one country that remains completely
outside this network of information-sharing agreements, then evasion activity would in
theory be left unaffected — all savings would simply flow through the sole remaining
tax haven. Recent sharp efforts by the OECD (2000) to encourage all countries to share
information on foreign bank accounts and investment earnings of foreign investors are
intended to prevent their use to avoid home-country taxes.

Gordon (1992) and Slemrod (1988) argue that an international agreement to impose
withholding taxes on any financial income paid to tax haven intermediaries, at a rate
equal to the maximum residence-based income tax rate, would be sufficient to eliminate
the use of tax havens to avoid taxes on income earned elsewhere. Again, however, any
one country on its own would not have an incentive to impose such a withholding tax
on payments made to tax haven financial intermediaries, so an international agreement
among all countries would be necessary to implement such a policy.

Some countries attempt to enforce their tax systems by preventing individuals from
purchasing foreign securities while still allowing domestic multinationals to establish
foreign operations'®. The benefit of imposing such controls is that enforcement

16 In principle, the tax rate paid at realization can be adjusted to make the tax equivalent to a tax at
accrual. See Auerbach (1991) or Bradford (1996) for further discussion. No country has attempted such
a compensating adjustment in tax rate, however. Many countries, though, have imposed a reduced rate
on realized capital gains, to lessen the incentive to postpone realizations, thereby further lowering the
effective tax rate on capital gains compared to that on dividends and interest.

'7 In some countries, most notably the United States, profits rather than retained earnings have been
taxed, subjecting dividend income to double taxation. Many countries, though, have adopted dividend
imputation schemes that rebate corporate taxes collected on profits paid out as dividends.

18 During the 1980%, controls of roughly this form existed in such countries as Australia, France, Italy,
Japan, and Sweden. See Razin and Sadka (1991a) for a theoretical defense of this approach.
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problems are much less severe when taxing domestic firms than when taxing domestic
individuals on their foreign-source incomes. Under existing tax conventions domestic
governments have the right to tax retained earnings accruing abroad to domestic
multinationals, even if they cannot tax these retained earnings when individuals invest
abroad. In addition, multinationals need to submit independently audited accounting
statements in each country in which they operate, providing tax authorities an
independent source of information about the firms’ earnings that is not available
for portfolio investors. If multinational firms can be monitored fully and portfolio
investment abroad successfully banned ', then this approach solves the enforcement
problem. Since multinationals can take advantage of the same investment opportunities
abroad that individual investors can, the models do not immediately point out any
efficiency loss from such a channeling of investments abroad through multinationals.
Capital controls can therefore provide an effective means of making avoidance of
domestic taxes much more difficult, facilitating much higher tax rates on income from
savings. Gordon and Jun (1993) show that countries with temporary capital controls
also had dramatically higher tax rates on income from savings during the years in
which they maintained the capital controls. For example, Australia had capital controls
until 1984. Until then, the top personal tax rate on dividend income was 60%. By
1988, taking into account both the drop in the top tax rate and the introduction of
a dividend tax credit, Australia’s net marginal tax rate had fallen to eight percent.
Similarly, Sweden had capital controls until 1988. At that date, the top marginal tax
rate was 74%, but two years later it had fallen to 30%. Capital controls are difficult
and costly to enforce, however, and can prevent individuals from taking advantage of
sound economic reasons for investing in foreign assets. As a result, many countries
have abandoned capital controls in recent years, reopening the problem of enforcing
a tax on the return to savings.

3.2. Countries that affect market prices

The models described above made strong use of the assumption that a country is a
price taker in world markets. There are several reasons, however, for questioning this
assumption.

The first possibility, discussed at length by Dixit (1985), is that a country may have
a sufficiently dominant position in certain markets that its exports or imports can have
noticeable effects on world prices. Yet unless the domestic industry is monopolized, the
country will not take advantage of this market power without government intervention.
Therefore, tariffs can be used to gain at the expense of foreign producers and

9 Enforcement of taxes discouraging or banning portfolio investment in foreign assets remains difficult,
however. Gros (1990) and Gordon and Jun (1993) both report evidence of substantial ownership of
foreign financial assets by investors in countries with capital controls, held through foreign financial
intermediaries.
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consumers?. As a simple example, assume that the domestic production cost of some
exportable good, X, is p(X), while the revenue received in world markets from the
export of X equals g(X)X. Then the exporting country’s desired value of X satisfies
P = q+Xq'. It follows that g > p’, so price exceeds marginal cost. This allocation
can be achieved by use of an export tariff at rate ¢ satisfying ¢t = —Xg'.

Similarly, if a country is large relative to world capital markets, so that the size
of its capital exports and imports affects world interest rates, then the country has
an incentive to intervene to take advantage of its market power. If it is a net capital
importer, then it would want to restrict imports in order to lower the rate of return
required on the world market. One approach to restricting imports is to impose a
withholding tax on payments of dividends or interest to foreign investors in the
domestic economy. Conversely, a capital exporter would want to restrict exports, e.g.,
by imposing a surtax on financial income received from abroad. These implications are
apparent from differentiating the country’s budget constraint (2.3) with respect to K,
permitting the world interest rate r* to be a function of K,,. The first-order condition
for budget (and thus welfare) maximization becomes:

*

L 3.1)
dK

This condition characterizes private sector economic activity if the government
imposes a tax on interest payments (or a subsidy on interest receipts) at a rate equal
dr* Kn

to the elasticity of the world interest rate with respect to capital imports (mr—,

While net capital flows from the largest countries have the potential to affect world
interest rates 2!, tax policy in these countries has not changed in the ways forecast when
net capital flows changed. For example, the United States did not increase withholding
taxes on financial payments to foreign investors when it became a large capital importer
in the 1980’ — in fact, it eliminated its withholding tax on portfolio interest income
in 1984. Withholding tax rates are also quite similar in capital exporting and capital
importing countries. Apparently, a country’s effects on world interest rates are too small
to generate any noticeable response.

When the return to capital invested in different countries is uncertain, with outcomes
not fully correlated across countries??, then even small countries may have some

P =rt+ Ky,

20 In an intertemporal context, Gordon (1988) argues that countries will also have incentives to reduce
their current account deficits or surpluses in efforts to maintain the optimal quantity of exports period
by period. Summers (1988) provides evidence that countries do in fact attempt to limit their current
account deficits and surpluses.

21 For example, the extra capital demand in the United States following its tax cuts in the early 19807,
and in Germany following reunification, are contemporaneous with higher world interest rates. See, e.g.,
Sinn (1988).

22 Random differences in weather patterns, in demand patterns by domestic residents, or in technology
(assuming incomplete information flows across borders), would all generate such idiosyncratic risk
patterns. Adler and Dumas (1983) in fact document a very low correlation in equity returns across
countries.
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market power in world capital markets. Each country’s securities provide investors a
source of diversification not available elsewhere, and as a result, exhibit downward
sloping demand curves. For example, if returns across countries are independent, then
a CAPM-type model would imply that the expected rate of return, #¢, that investors
require in order to be willing to invest an extra unit of capital in country n equals:

re =p" +pKni0’"’2, (3.2)

in which ¢, is the standard deviation of the return to a unit of capital invested in
country n, K,; is the amount of capital in country n owned by investor i, »* is a risk-
free opportunity cost of funds, and p measures the investor’s risk aversion.

Rather than facing a fixed cost, r*, per unit of capital acquired from abroad,
Equation (3.2) instead implies that the marginal cost of acquiring funds on the world
market is an upward sloping function of the total volume of funds acquired. Each
domestic firm, however, would take the cost of funds, »¢, as given in making its
investment decisions, and therefore ignore the effects of its extra investment on the cost
of funds faced by other domestic firms. Based on standard optimal tariff considerations,
it follows that a country has an incentive to intervene to reduce the amount of domestic
equity acquired by foreign investors?:.

This intervention might take the form of corporate taxes on the return to domestic
capital supplemented by an additional withholding tax on dividends and capital
gains paid to foreign owners?*. Hines and Willard (1992) document that, while
many countries impose significant withholding taxes on dividend payments to foreign
owners, it is much less common to impose large withholding taxes on interest
payments. This is as would be expected if countries have little ability to affect the net-
of-tax interest rate paid on “risk-free” assets?>. With this explanation for withholding
taxes, it is no longer surprising that countries change them very little in response to
changes in net capital flows.

As with other uses of tariffs, the gains to country » from imposing withholding taxes
come at the expense of investors from other countries, who earn lower rates of return
on their investments in country n’s securities. These losses to nonresidents would not
be considered by the government of country » in setting its policies, implying that the
policies chosen in equilibrium by each government will not be Pareto optimal from
the perspective of the governments jointly. As a result, there would potentially be a
mutual gain from agreements to reduce tariffs?. In fact, bilateral treaties to reduce

23 See Gordon and Varian (1989), Werner (1994), Huizinga and Nielsen (1997) and Gordon and Gaspar
(2001) for alternative derivations of the optimal tax policies in this setting.

24 See Gordon and Gaspar (2001) for a formal derivation.

25 Huizinga (1996) offers evidence that higher withholding taxes raise pretax interest rates, but that the
availability of foreign tax credits offered by creditor countries mitigates this effect.

26 As always, if countries are sufficiently asymmetric, then side payments may be needed to assure that
each government gains from these mutual tariff reductions.
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withholding taxes on cross-border financial payments are common, as documented by
Hines and Willard (1992).

3.3. Time inconsistency of the optimal tax system

Another important aspect of simple models of optimal tax policy is that individuals
own no assets initially, thereby removing the possibility of implementing a nondistort-
ing (lump-sum) tax on initial asset holdings. If individuals do own assets at the time tax
policy is being determined, then the model implies that one component of the optimal
tax policy will be to seize any initial assets, since such actions raise revenue without
distorting future decisions. Not only does this seizure have no efficiency cost, but it
may also be attractive on distributional grounds to the extent that the owners are rich
or foreign?’. While such lump-sum taxes are seldom observed, unexpected taxes on
capital investments also raise revenue from the initial owners of assets, so can serve
much the same purpose?®.

These policies would not be time-consistent, however. The optimal policy involves
no such seizure of assets in later periods, yet the government will have an incentive
according to the model to impose such a “lump-sum” tax in the future whenever it
reconsiders its tax policy. Investors might then rationally anticipate these seizures in
the future, thereby discouraging investment and introducing distortions that optimal
tax policies would otherwise avoid.

As a result, governments have incentives ex ante to constrain themselves not
to use such time-inconsistent policies in the future. Laws can be enacted, for
example, providing full compensation in the event of an explicit expropriation.
Existing assets can also be seized indirectly, however, by unexpected tax increases,
assuming investments already in place have become irreversible. Given the inevitable
uncertainties about future revenue needs, a commitment never to raise taxes in the
future would not be credible. At best, governments can attempt to develop reputations
for not imposing windfall losses on existing owners of assets by grandfathering existing
assets from unexpected tax increases.

This problem of time inconsistency is present even in a closed economy. The
incentive to renege on any implicit commitment is much stronger, however, when
foreigners own domestic assets. If foreign investors can impose a large enough penalty
ex post on any government that seizes foreign-owned assets (directly or indirectly), then
a government would not find it attractive to seize these assets and the time consistency

27 As emphasized by Huizinga and Nielsen (1997), the government will be more inclined to seize assets
owned by foreigners, since their welfare is of no consequence to the government. Faced with this threat,
however, firms have incentives to reduce the share of their assets held by foreigners, a point emphasized
in Olsen and Osmundsen (2001).

28 In fact, a commitment to using distorting rather than lump-sum taxes may provide a means for the
government to promise credibly not to impose too high a tax rate ex post, due to the resulting efficiency
costs,
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problem disappears >°. Governments would therefore find it in their interests to make it
easier for foreign investors to impose such penalties. By maintaining financial deposits
abroad that can be seized in retaliation for any domestic expropriations, for example,
governments can implicitly precommit not to expropriate foreign-owned assets, though
at the cost of making these financial deposits vulnerable to seizure by the foreign
government. These approaches are unlikely to be effective against unexpected increases
in tax rates, however.

How can a government induce foreign investment in the country, given this difficulty
of making a credible commitment not to raise taxes on these investments in the
future? If foreign investors expect the government to impose an extra amount 7 in
taxes in the future due to these time consistency problems, then one approach the
government might take initially is to offer investors a subsidy of 7 if they agree to
invest in the country . Alternatively, governments might offer new foreign investors
a tax holiday for a given number of years, yet still provide them government services
during this period. Since firms commonly run tax losses during their first few years
of business, however, given the large deductions they receive initially for their start-
up investments, Mintz (1990) shows that such tax holidays may not in fact be very
effective at overcoming the time consistency problem.

3.4. Fiscal externalities

As tax systems deviate from the pure residence-based structure predicted by the
simple theory, the result that the Nash equilibrium in tax policies generates no
fiscal externalities is lost. In general, changes in tax policy in any one country can
affect welfare in other countries, effects that would be ignored in setting tax policies
independently. In particular, when a single country raises its tax rate, individuals
have incentives to reallocate taxable income into other jurisdictions, providing positive
externalities to these other jurisdictions. Conversely, when countries use taxes to
exploit their power in international markets, or to seize foreign assets irreversibly
invested in the local economy, then they impose negative externalities on investors
in other countries. Given these externalities, there is potential for mutual gains from
coordinating tax policies.

In order to illustrate these effects, assume that the economies in other countries have
the same general structure as the domestic economy analyzed in Section 2. In partic-
ular, the utility of each foreign individual equals v (p™ + 5™, p; + s, r*, w*(1 —1%)) +
Vi;(G*), where the superscript “*” denotes “foreign”. The foreign government’s budget
constraint implies that p; G* = T"K* + 50" + 5,07 + t*w*L*, in which 0" and @y,
respectively, denote consumption of tradables and nontradables by consumers in the

29 See Eaton and Gersovitz (1981) for an exploration of the form such penalties can take.
30 Doyle and van Wijnbergen (1994), for example, note that the government can contribute T towards
the initial costs of the investment.
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foreign country. If the domestic country raises its tax rate 7, then capital leaves and
is invested elsewhere®!. This can affect welfare abroad for a variety of reasons. To
begin with, if the remaining capital invested in the domestic economy is “sunk”, then
existing capital owners now earn lower after-tax returns, at least until the capital stock
depreciates to the new equilibrium level. To the extent this capital was owned by
foreign investors, they suffer windfall losses on their savings.

In addition, the increase in 7 causes K to fall. Since total savings should remain
unaffected, assuming no nonnegligible changes in r*, capital simply shifts abroad,
raising K*. The extra capital raises welfare abroad first due to the extra resulting tax
revenue, T*AK*. In addition, this extra investment will tend to raise the wage rates in
these foreign countries, and slightly lower the world interest rate. These price changes
will be attractive to many governments on distributional grounds, and would normally
induce people to work more, generating an efficiency gain due to the tax revenue on
the extra earnings 2.

Changes in rates of capital income taxation therefore create a variety of externalities
on foreigners, some negative but most positive. If on net these externalities are
positive, then the Nash equilibrium choices for T will be too low from an international
perspective, and conversely. In spite of the potential gains from tax coordination it
does not then follow that tax harmonization measures, even if wisely implemented,
necessarily will be welfare-enhancing for all participating countries. Differences
between country sizes [as analyzed by Bucovetsky (1991) and Wilson (1991)}], to
say nothing of differences in consumer preferences or other endowments, create
heterogeneous welfare effects of tax harmonization when individual countries can
affect world prices. This is evident by comparing the implications of Equation (3.1) for
countries of differing sizes, in a setting in which the world capital market guarantees
that dr*/dK,, is the same for all countries. The direction in which a country prefers the
world interest rate, and therefore capital tax rates, to move then depends critically on
its level of K,,,, which must differ between countries unless none are capital importers.

Of course, taxes other than those on capital income are capable of generating fiscal
externalities. Bucovetsky and Wilson (1991) note that international capital mobility
implies that similar fiscal externalities appear with wage taxation. In their model of
tax competition between symmetric countries with wage and capital tax instruments,
governments set inefficiently low wage tax rates because they ignore their impact on
other countries. Higher wage tax rates generally reduce labor supply (if aggregate labor
supply is an increasing function of after-tax wages), increasing the pretax cost of labor
and causing capital outflow. This process stimulates greater labor demand in capital-
importing countries, thereby enhancing efficiency to the extent that foreign countries
also tax labor income.

3! Note that total savings would remain unchanged, as long as the interest rate is unaffected.
32 See Gordon (1983) for a more complete tabulation of the many forms that these cross-border
externalities can take, and Wilson (1999) for a useful survey of tax competition models.
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A second type of fiscal externality appears with indirect taxation. For example,
when value-added tax (VAT) rates vary by country, and are imposed on an origin
basis, then consumers have incentives to travel in order to buy goods in countries with
low VAT rates. While transportation costs have limited the volume of cross-border
shopping in the past, cross-border shopping is likely to become far more important in
the future with the growth of mail-order houses and more recently of internet sales.
When goods physically cross borders, governments have at least the potential to impose
a VAT at the border, preventing evasion. Monitoring at the border is costly, however,
which is why it has been abandoned within the European Union. When goods do not
physically cross borders, e.g., when information is transferred electronically over the
internet or when financial services create no detectable cross-border transfer of funds,
then consumers can easily take advantage of differences in VAT rates across countries.
A reduced VAT rate in one country then imposes fiscal externalities on other countries.
As a consequence, there is the potential for welfare-improving agreements between
countries to coordinate VAT rates 3.

Differences in the timing of income taxes and value-added taxes can also generate
fiscal externalities through migration. Individuals have incentives to work in countries
with low tax rates on labor income, but to retire to countries with low VAT rates.
Differences in capital gains tax rates also create incentives for individuals to move
before selling assets with large accumulated capital gains. The quality of publicly-
provided schools, hospitals, and safety-net programs can differ substantially across
countries, inviting migration in anticipation of heavy use of these government services.
Use of debt finance invites inmigration when debt issues substitute for taxes, but
outmigration when the debt is repaid.

While multilateral agreements to coordinate tariff policies are common, there have
been few such attempts to coordinate tax policies across countries. Giovannini and
Hines (1991) point out the gains from coordinating income tax policies within the
European Union. They observe that one way to enforce residence-based tax rates
on capital income within Europe is to impose equal source-based taxes on capital
income at the highest European rate, permitting capital owners to claim rebates for
any differences between the European tax rate and those imposed by their home
governments. Enforcement costs fall as a result, since it is far easier to monitor the
return to capital physically located in the country than to monitor the income accruing
internationally to each domestic resident. However, such source-based taxes can be
maintained in equilibrium, according to the models, only if the governments explicitly
coordinate among themselves, since each government in isolation has an incentive to
eliminate its source-based tax *. In spite of much discussion, there have been no such
agreements within the European Union.

33 See, for example, Mintz and Tulkens (1986), Trandel (1992) and Kanbur and Keen (1993).

3 The mechanism described by Giovannini and Hines might require intercountry resource transfers if
there are uneven capital flows within Europe. See Gammie (1992) for a more recent detailed examination
of the options for coordination of corporate tax structures within the European Union.
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Countries do commonly have bilateral tax treaties that set withholding tax rates on
payments of dividends, interest, and capital gains between signatories. The agreements
on withholding tax rates almost always involve reductions in these rates, however,
suggesting that negative externalities, e.g., through exercise of market power, outweigh
any positive externalities generated by tax competition®>. In addition, these treaties
deal only with withholding tax rates, whereas domestic personal and corporate income
taxes can also generate tax spillovers to other countries.

Another source of coordination is the OECD convention that member countries
adopt some mechanism to avoid the double-taxation of foreign-source income, either
through a crediting arrangement or through exempting foreign-source income. Either
arrangement is contrary to the forecast from the initial theory that countries would seek
to impose residence-based taxes, so the OECD requirement does help to explain the
existence of crediting and exemption arrangements for foreign-source income. Under
an exemption system, however, corporate taxes are precisely source-based so that the
Nash equilibrium set of tax rates is zero in small open economies. Therefore, this
convention does not serve to internalize tax spillovers.

Under the crediting system, there is not even a Nash equilibrium set of tax policies
with trade in capital *. Gordon (1992) points out, however, that the crediting system
might make sense if the capital exporters coordinate and act as a Stackelberg leader.
Given this crediting system, capital-importing countries will have incentives to match
the tax rate chosen by the capital exporters. In particular, under such a tax credit
system, the net-of-tax income accruing to a foreign subsidiary in some country ¢
equals 3 7. [1 - 1. — max(z, — 7., 0)] = m.[1 — max(z,, 7;)], where 7. equals the pretax
taxable income of the subsidiary, . is the tax rate in the host country, and 7} is the tax
rate in the home country offering a tax credit. As long as 7. < T, any increase in 1.
leaves firms unaffected yet collects additional revenue for the host country; therefore,
the host country has an incentive to raise 7. up to 7%,

Knowing this response of any host government, capital-exporters can induce tax
rates to rise point for point in host countries when they increase their own domestic
tax rates. As a result, domestic residents would face the same tax increase abroad
that they face at home when the home country raises its tax rate, so can no longer
avoid the tax by shifting operations abroad. From the perspective of the firm, the tax

35 The link between reductions in withholding tax rates and information-sharing agreements also
suggests that countries may reduce their withholding tax rate simply because they no longer need
such a high tax rate to prevent domestic investors from shifting their assets offshore.

36 See, e.g., Bond and Samuelson (1989) or Gordon (1992) for further discussion.

37 Under existing crediting schemes, firms can receive credits for any foreign taxes paid up to the amount
of domestic taxes due on foreign income. When foreign tax payments exceed domestic tax liabilities
on this income, the firm has “excess foreign tax credits”, since it has potential credits it cannot use. If
instead the firm owes residual domestic taxes on foreign income, then it has what is known as “deficit
foreign tax credits”.

38 By prior arguments, it would not want to raise 7, further, since doing so is simply a source-based
tax on capital.
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has become a residence-based tax>°. Gordon (1992) shows that use of this tax credit
may be attractive to the capital-exporting country, even without OECD requirements,
if investors can otherwise avoid a residence-based tax at some cost. Without such a
tax-crediting scheme, equilibrium capital income tax rates instead equal zero.

Under this argument, however, capital exporters are attempting to induce capital-
importing countries to raise their tax rates on capital imports so as to discourage capital
flight. This is contrary to the observation in tax treaties that governments attempt to
reduce the taxes host governments impose on capital imports. In addition, all countries
except New Zealand that offer a credit against their domestic taxes for foreign tax
payments allow multinationals to defer their domestic tax liabilities until profits are
repatriated. With deferral, host countries still have incentives to impose withholding
taxes on dividend repatriations to parent firms. Corporate taxes, however, are now
dominated by withholding taxes“°. Furthermore, many countries allow firms to pool
their repatriations from abroad, so that excess foreign tax credits from one country
can offset domestic taxes otherwise owed on repatriations from other countries. Firms
can then arrange their investments and repatriations so that no taxes are due in the
home country on foreign operations. If no domestic taxes are due, then any taxes paid
abroad become source-based taxes, which remain unattractive.

Given the availability of both worldwide averaging and deferral of tax until
repatriation, it is difficult to argue that tax-crediting arrangements have much effect
on equilibrium corporate tax rates in host countries. Therefore, there is no plausible
theoretical expectation as well as no direct evidence of coordination of tax policies.

4. Taxes and portfolio capital flows

This section considers the effect of taxation on the demand and supply of international
portfolio capital flows. Such capital flows are characterized by the absence of mutual
controlling interest between transacting parties, so that they might take the form of
bank loans to unrelated firms, or individual purchases of shares of stock in foreign
companies. Most international capital movements take the form of portfolio capital
flows, and while there are features of portfolio capital flows that carry standard
implications for international tax policies, there are also sonie observed aspects that
are difficult to reconcile with standard theories.

4.1. Uniform income taxation

The most analytically straightforward type of international capital flow is that involving
debt contracts between unrelated parties, since simple capital market arbitrage

3 From the perspective of the governments, however, the outcome is not equivalent to a residence-based
tax, since the tax payments made by domestic residents on their investments abroad go to the foreign
rather than the domestic government.

40 A corporate tax now discourages investment because the credit is delayed in time, and therefore of
less value.



Ch. 28: International Taxation 1957

implies that investors must face identical nsk-adjusted after-tax real interest rates
for all transactions. International borrowing and lending entail at least two important
complications that distinguish them from purely domestic transactions. The first is that
borrowers and lenders experience gains or losses resulting from movements in the
relative values of foreign and domestic currencies. The tax treatment of these gains
and losses then affects the desirability of borrowing and lending in currencies in which
exchange gains and losses are possible. The second complication is that governments
may impose withholding taxes on cross-border payments of interest. These issues are
considered in turn.

Interest rates in international capital markets adjust in reaction to anticipated
nominal price changes, though the extent of this adjustment is affected by the tax
regime. This point is illustrated most clearly in the case of a small open economy. The
expected after-tax net return to foreign lenders (#,,,) loaning money to a borrower in
the small open economy is:

Faw = =0)r+(1-g"é", 4.1)

in which 6* is the foreign tax rate on interest receipts from abroad (inclusive of any
withholding taxes), 7 is the home (small) country nominal interest rate, g* is the foreign
tax rate on exchange rate-related gains and losses, and &* is the anticipated appreciation
(in foreign currency) of domestic assets held by foreign lenders. We assume exchange
rates to be determined by purchasing power parity (PPP) in the goods market, which
implies €* = m* — & (in which * is the foreign inflation rate, and st is the domestic
inflation rate)*!. A small open economy must offer foreign lenders an after-tax rate of
return equal to returns available elsewhere *2. Consequently, capital market equilibrium

drpw

implies that >* = 0, and differentiating Equation (4.1) with respect to st implies:

ar _(1-g%)
dr  (1-067y 4.2)

in which it is implicit that dfn‘ = 0. If foreign tax systems treat exchange rate-related

gains and losses in the same way as ordinary income, so that g* = 6* 3, then % =1,

41 While this assumption is fairly standard, it is important to note that the literature suggests that PPP
is best understood as a long-run phenomenon. See, for example, Parsley and Wei (1996) and Froot, Kim
and Rogoff (1995).

42 Strictly speaking, capital market equilibrium requires that risk-adjusted after-tax returns must be
equalized. In the certainty framework used here, risk considerations are absent and capital market
equilibrium requires only that after-tax returns be equalized. For an explicit consideration of the
implications of risk for the analysis, see for example Gordon and Varian (1989).

43 In practice, the capital exporting countries whose tax systems arc described by the Commission of
the European Communities (1992, pp. 235-303) generally set g* = 8*. For the issues that arise when
these tax rates differ, see Levi (1977) and Wahl (1989).
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consistent with much of the empirical work on the relationship between interest rates
and inflation*4,

While this change in # in response to an increase in inflation leaves foreign investors
unaffected, the rate of return available to domestic investors falls. In particular,
domestic investors receive real returns of »(1 — 8) + (1 — g)(ot — ) — & on their
investments in bonds from any given country (including their own). An increase in
the domestic inflation rate, 7, then reduces the after-tax return on all bonds, both
domestic and foreign, as viewed from the standpoint of domestic lenders. The reason
is that lenders must pay taxes on the purely nominal component of their investment
returns. If, instead, domestic nominal interest rates were to respond to inflation so that
% = (11_9)’ then (taking g = 0), lenders would experience no change in their after-tax
real returns; this is the basis of Feldstein's (1976) argument that nominal interest rates
should rise more than one-for-one with inflation in closed economies.

What distinguishes foreign and domestic investors is that foreign lenders are able to
deduct against their taxable incomes any foreign exchange losses (or reduced foreign
exchange gains) created by domestic inflation, while domestic savers are unable to
deduct the real losses they incur as a result of domestic inflation. Perfect indexation
of domestic tax systems would of course eliminate this difference, but in practice,
most countries do not provide such indexation. Foreign exchange gains are taxable, and
foreign exchange losses are deductible, simply by virtue of the convention of measuring
taxable income in units of home currencies.

This tax treatment of exchange rate gains and losses then also influences the effect
of inflation on the demand for capital investment in domestic economies. Tax systems
that are not perfectly indexed permit inflation to affect investment incentives through
the use of historic cost depreciation and inventory valuation, the taxation of nominal
capital gains, and the ability to deduct nominal interest payments*’. While all of these
considerations appear in closed economies, what makes the open economy different
is the attenuated reaction of nominal interest rates to changes in inflation. Since
nominal interest rates react only one-for-one to changes in inflation, the real after-
tax interest rate falls as inflation rises. Then to the extent that debt finance is used
at the margin, and more generally that investment is affected by the cost of capital,
domestic investment should rise in reaction to a reduced cost of borrowing*¢, The net

# Unless g = 8 in all countries, however, then r cannot respond to changes in 7 in a way that leaves all
investors indifferent, a point emphasized by Slemrod (1988). In this case, without some addition to the
model, e.g., short-sales constraints as in Gordon (1986) or risk considerations as in Gordon and Varian
(1989), there will no longer be an equilibrium.

45 See Feldstein (1980). Auerbach and Hines (1988) note, however, that over the postwar period, U.S.
depreciation schedules appear to have been informally indexed by regular legislative adjustments to
compensate for inflation.

4 See Hartman (1979) for a development of this argument. For evidence of the responsiveness of saving
and investment to the after-lax cost of capital, see Bernheim (2002) and Hassett and Hubbard (2002) in
Volume 3 of this Handbook.
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effect of inflation on capital demand then depends on the relative importance of this
consideration and others including the nonindexation of depreciation deductions*’.

The preceding analysis ignores the impact of withholding taxes on cross-border
interest payments. In practice, many governments impose such taxes, which might
take the form of requiring domestic borrowers to withhold a tax equal to 5% of any
interest paid to foreign lenders. These withholding taxes are formally the obligation
of those receiving interest payments, so lenders can claim foreign tax credits for
withholding taxes. But since some lenders are ineligible to claim foreign tax credits
(because their home governments do not permit them), and others are unable to take
full advantage of additional foreign tax credits (due to tax losses, excess foreign tax
limits, or a decision not to report the income), it follows that at least some fraction
of withholding tax liabilities are borne by lenders and should therefore be reflected in
higher nominal interest rates. Huizinga (1996) offers evidence that pre-tax borrowing
rates are increasing functions of local withholding tax rates, though there is some
indication that the potential creditability of withholding taxes mitigates this effect.
Papke (2000) reports volumes of loans from foreigners to American borrowers are
negatively affected by withholding tax rates on interest payments from the United
States.

It is possible to broaden this analysis to consider the effect of taxation on individual
portfolios containing differentiated assets. The starting point in thinking about taxes
and portfolio choice is the observation that taxes have no effect on equilibrium
portfolios if all countries impose residence-based taxes on income from savings at
the same rate for all forms of savings, even though these rates are not identical across
countries. To see this, assume there are / possible assets, where any asset i yields a
before-tax real returns of r;. Assume that each country k imposes a uniform residence-
based income tax at rate m;. Then in equilibrium investors are indifferent among all
the different assets if and only if they yield the same risk-adjusted after-tax return:

r,-(l —Mk):rj(l—Mk)Vi,j,k. (43)

In equilibrium, it must be that r; = r; ¥/, , and there are no tax distortions to portfolio
choice.

4.2. Nonuniform income taxation

In practice, tax rates on investment income commonly differ by type of asset, with
rules differing by country. For example, relative tax rates on interest, dividends, and

47 Gordon (1982) attempts to measure the sizes of these terms, finding that the reduced value of
depreciation allowances is likely to be more than offset by the induced decline in the real cost of debt
and equity finance. Desai and Hines (1999b) analyze the magnitude of the welfare costs of inflation-
associated saving and investment distortions, finding that the welfare costs of inflation in open economies
have the potential greatly to exceed the costs of inflation in closed economies.
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capital gains differ by country; and the returns to certain assets are tax-exempt in some
countries but not in others, Denote the tax rate on the return to asset / in country k by
my,. Then investors from that country are indifferent between holding any two assets
i and j if and only if r;(1 — my) = r;(1 —my). As emphasized by Slemrod (1988), this
equality can hold simultaneously for investors from different countries for only a very
restrictive set of relative tax rates, yet actual tax structures are much more variable.
Equilibrium portfolios are therefore distorted, given existing tax structures. In fact,
without some additional factors limiting portfolio choice (such as restrictions on short
sales) there is no equilibrium. It is therefore important to consider the implications of
nonuniform taxation of asset income, and the factors that might reconcile them with
observed portfolios.

The preceding analysis of the effect of inflation takes foreign exchange gains and
losses to be taxed at the same rates as ordinary income. As emphasized by Gordon
(1986), additional portfolio distortions are introduced if capital gains and losses
resulting from changes in exchange rates are not taxed at accrual — as is, for example,
characteristic of equity investments that generate unrealized capital gains, or when tax
systems fail to implement appropriate discount rules for long-term bonds. In particular,
bonds issued in countries with a high inflation rate might need to pay a high nominal
interest rate to compensate for the capital loss that investors experience due to the
inflation. When the required addition to the nominal interest rate is taxed at a higher
rate than applies to the associated capital loss due to inflation, the size of the increase in
the interest rate needed to compensate for inflation will be higher the higher the tax rate
of the investor. As a result, these bonds will be purchased primarily by investors facing
low tax rates. If exchange rates were riskless, then a costless form of tax arbitrage
becomes feasible, with investors in high tax brackets borrowing in countries with a
high inflation rate and investing in bonds from countries with a low inflation rate, and
conversely for investors in low tax brackets.

When different types of assets face different tax rates, their pretax rates of return will
adjust in equilibrium to compensate for the differences in tax treatment, so that heavily
taxed assets offer the highest pretax rates of return. This observation has interesting
implications for tax policy. For a country raising capital from abroad, the pretax rate
of return it has to pay to foreign investors will be higher if the financial asset used will
face higher domestic tax rates in the investors’ home countries. By this argument, bond
finance should be more expensive than equity finance, at Jeast after controlling for risk.
However, when interest but not dividend payments are deductible under the corporate
tax, firms may prefer debt to equity finance - due to the deductibility of interest
payments, debt finance can be cheaper to the firm even when it is more expensive
for the country as a whole. The government absorbs the extra costs through the fall in
tax revenue, and so has a strong incentive to reduce or eliminate the tax advantage to
debt finance*®. Similarly, when domestic investors have a tax incentive to buy equity

* For further discussion, see Gordon (1986).
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or other more lightly taxed assets, the pretax return they earn is reduced, which again
would be reflected in a fall in government tax revenue. This pressure towards equal
tax treatment of different type of assets is an example of the gains from productive
efficiency described in Diamond and Mirrlees (1971a,b).

4.3. Home bias

The standard approach in the finance literature to explain portfolio choice is to assume
that investors are risk averse and that the returns to different assets are risky, with
the return on each asset having at least some idiosyncratic elements. Without taxes,
standard portfolio models forecast full diversification of portfolios worldwide. The
difficulty is that this forecast is clearly counterfactual, since the data show that a large
fraction of the equity and debt issued in any country is held directly by residents of that
country. This phenomenon is known as “home bias”%°, and its source is not entirely
understood. One possibility is that tax systems may be responsible for at least part of
observed “home bias”.

Introducing taxes into a standard portfolio model generates the prediction that
investors will tend to specialize in those securities where they face relatively favorable
tax treatment compared with other investors. For example, if investors in country &
face a tax rate m; on income from bonds and a rate am; on income from equity, with
a < 1, where for simplicity a does not vary across countries, then the fraction of
portfolios held in equity should be an increasing function of m,. This model implies
that the portfolios of American investors should contain smaller fractions of equity
following the U.S. personal tax rate reduction in 19863°. As documented by Scholes,
Wolfson, Erickson, Maydew and Shevlin (2002), foreign investors (primarily foreign
multinational firms) increased their equity investments in American firms after 1986,
which is consistent with the forecast of this model.

Taxes have the potential to affect portfolio choices, and some of the forecasted
effects appear in the data. However, the above forecasts with taxes still do not explain
the observed specialization in portfolios, suggesting important omissions from this
model. One important omission is the possibility of tax evasion on income from
foreign securities through use of foreign financial intermediaries. This potential ease
of evading personal income taxes on portfolio income through use of foreign financial
intermediaries has strongly influenced some of the discussion of equilibrium tax
policy in the theoretical literature. If “capital flight” were an important empirical
phenomenon, then a large fraction of the funds invested in the United States should
appear to be coming from “nonresidents”, as residents try to disguise themselves
as nonresidents in order to avoid domestic taxes. Consistent with this forecast, an

49 See Adler and Dumas (1983) and French and Poterba (1991) for evidence.
0 The tax change in fact raised a by increasing the relative tax rate on capital gains, reinforcing this
forecast.
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unusually large volume of funds enters the United States from Switzerland, the
Netherlands Antilles, and other tax havens. The same process, however, implies that
domestic investors will appear to be foreign in the data, so that observed portfolios
should have a “foreign-bias” rather than a “home-bias”, which is inconsistent with
reported patterns.

There are at least some elements of the tax law that result in higher effective
tax rates on holdings of foreign equity. For example, countries commonly impose
withholding taxes on dividends and capital gains received by foreign investors. While
many investors receive credits for these withholding taxes against their domestic
income tax liabilities, this is not true for all investors®'. Those investors whose tax
liabilities are increased by withholding taxes would in response reduce their equity
investments 52,

In addition, many countries have dividend imputation schemes. Under a dividend
imputation scheme, when a domestic shareholder in country j receives a dividend d
from a domestic firm, he owes personal taxes of d(m; — 1.)}/(1 — 7.) on this income,
where 7. is the domestic corporate income tax rate 53 In contrast, when the investor
receives a dividend & from a foreign firm, he owes personal taxes of dm;, *. Therefore,
the scheme gives domestic investors a powerful incentive to favor domestic equity 3.
Foreign investors, in contrast, normally do not qualify for the rebate of corporate taxes
under the dividend imputation scheme .

Under these dividend imputation schemes, however, individual investors could
simply shift to investing abroad through domestic multinational companies. The
investor would then potentially qualify for the dividend imputation scheme on the
dividends paid by the domestic parent firm regardless of whether the underlying income
was earned at home or abroad’’. As a result, domestic taxes would no longer distort

3! Since the foreign tax credit is limited to domestic tax liabilities, investors in low tax brackets are

unable to take full advantage of them. Foreign tax credits are of least value to tax-exempt investors
such as pension funds, though some tax treaties do exempt foreign pension funds from withholding tax
liabilities.

32 When countries have market power in world equity markets, then the intent of these withholding
taxes may well have been to reduce foreign holdings of domestic equity.

53 The intent of these schemes is to tax the pre-corporate-tax income at the personal tax rate m;. In
particular, a local firm needs to earn d/(1 — 7.) before corporate taxes on its local investments to finance
this dividend. While it pays 7.d/(1 — 1..) in corporate taxes on this income, the shareholder receives this
amount as a rebate, so on net he faces an effective tax rate of m; on the underlying corporate income.

54 This assumes that investors do not evade domestic taxes on the dividends they receive from foreign
firms. If taxes on foreign but not domestic dividends are evaded, then the dividend imputation scheme
provides an incentive to specialize in domestic equity only if m; < 7.

35 See Boadway and Bruce (1992) for further discussion.

56 The UK. is one exception, allowing foreign investors to receive the same rebate of UK. corporate
taxes.

57 In an attempt to restrict the rebate to domestic-source income, dividends are commonly eligible for the
dividend imputation scheme only to the extent that they are less than reported domestic-source income,
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the international composition of portfolios, though in many countries they strongly
favor multinational investments over portfolio investments.

While these tax distortions may explain some part of the observed portfolio
specialization, they are far too small to rationalize the substantial specialization in
portfolios observed in the data®. As a result, a large literature has developed exploring
a variety of possible explanations for the observed “home bias” in portfolios*®. The
question from a tax perspective is the implications of the resulting home bias for both
positive and normative models of taxes on income from capital.

A natural inference from observed home bias is that aggregate demand for domestic
equity is much less elastic than would be implied by standard models of portfolio
choice. As a result, the incidence of a tax on the return to domestic equity falls more
heavily on the owners of this equity (both foreign and domestic) than would be true
in standard portfolio choice models that forecast more balanced portfolios. This less
elastic behavior then may help explain the substantial tax rates that apply to income
from domestic capital, in spite of the forecasts from simpler models that there should
be no “source-based” taxes on capital.

Surprisingly, perhaps, the attempts to date to confirm this intuition by reexamining
optimal tax rates in an explicit model potentially capable of rationalizing specialized
portfolios do not support this intuition. Gordon and Bovenberg (1996), for example,
analyze tax policy in a model in which specialized portfolios result from asymmetric
information across investors from different countries — investors are assumed to be
much better informed about domestic securities than about foreign securities, so may
overpay for foreign securities. In this model, the resulting “lemons” problem leads to
too little trade in equity. Domestic owners of equity gain at the margin from greater
foreign demand, since it consists of more poorly informed customers that potentially
can be overcharged. In a small open economy, however, it is still true that the incidence
of any subsidies or taxes on income from domestic capital falls entirely on domestic
residents. As a result, the government in a small open economy has an incentive to
subsidize foreign purchases of domestic equity until the resulting gains to domestic
owners are just offset by the costs of the marginal subsidy. Rather than leading to

requiring that d(sty + 7r) < 73, where 4 is the dividend payout rate and where 7y (71;) equals domestic-
source (foreign-source) income. This constraint therefore requires that d < 714/ (5t4 + 7r). Given typical
dividend payout rates, this constraint is likely to bind for only a few highly international companies.
[Hines (1996b) notes, though, that payout rates seem to be higher on foreign-source income.]

% See French and Poterba (1991), for example, for an attempt to calculate the size of the relative
advantage to domestic equity needed to rationalize observed behavior.

59 For example, French and Poterba (1991) and Tesar and Werner (1994) both conclude that higher
transactions costs on investments abroad cannot be the explanation. Eldor, Pines and Schwartz (1988)
hypothesize that domestic equity helps hedge against risks in labor income; Hartley (1986) suggests that
it may hedge against risks from nontraded assets; while Gordon and Gaspar (2001) focus on a hedging
role against random consumer prices. Bottazzi, Pesenti and van Wincoop (1996) provide some empirical
support for the first such hedging role, while Pesenti and van Wincoop (2002) provide evidence against
the second such hedging role.
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positive tax rates on domestic capital, this model forecasts subsidies at least to foreign
purchasers of domestic capital.

Gordon and Gaspar (2001) analyze optimal tax policy under the alternative
assumption that investors specialize in domestic equity because it offers a hedge
against uncertainty in the price of domestic consumer goods. Their results suggest
that introducing this hedging role for domestic equity lowers rather than raises the
optimal tax rates on domestic capital. An important reason is that hedging lowers the
fraction of domestic shares owned by foreigners, thereby reducing the extent to which
any tax burden is shifted abroad.

Other possible explanations for observed “home bias” could well have yet different
implications for optimal tax policy. In the absence of a compelling explanation for
observed “home bias”, it is difficult to characterize optimal tax policy even in a small
open economy.

5. Taxes and the behavior of multinational firms

Multinational corporations play a dominant role in international capital flows and
international trade, so it is essential in analyzing the effects of taxation in an
international context to focus on their implications for the behavior of multinationals.
In particular, it is useful to consider empirical evidence of the effect of taxation
on the activities of multinational firms, and the extent to which these responses
are consistent with theoretical forecasts. Important differences between actual and
predicted behavior have the potential to suggest useful modifications to the theory
of multinational firms, which in turn may carry implications for optimal tax design.
This section takes these issues in turn, first reviewing the evidence, then assessing its

theoretical implications ¢°.

5.1. Behavioral evidence

International tax rules and the tax laws of other countries have the potential to influence
a wide range of corporate and individual behavior, including, most directly, the location
and scope of international business activity, but also including domestic operations
that are connected to foreign operations through various international tax provisions®'.
A sizable and growing literature is devoted to measuring behavioral responses to
international tax rules. In so doing, this literature identifies behavioral patterns that are

important to understanding the responses to domestic taxation as well. These patterns

0 The following section relies heavily on Hines (1997, 1999a).

6! There are numerous indirect ways in which international taxation affects domestic economies, such
as by influencing the nature and extent of competition from imports and from foreign multinational
firms. This section follows virtually all of the literature in focusing on the direct effects of international
tax rules, since indirect effects are extremely difficult to identify with available data.
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include investment behavior as well as various financial and organizational practices
used to avoid taxes.

5.1.1. Foreign direct investment

Cross-border investment by controlling entities has acquired a special name, foreign
direct investment, and an associated acronym, FDI. What defines such investment is
not only that owners reside in a different country than the site of investment, but also
that ownership is of a controlling form, typically defined as 10% or more of total
ownership in the local investing entity %2

Tax policies are obviously capable of affecting the volume and location of FDI,
since, all other considerations equal, and in the absence of countervailing effects,
higher tax rates reduce after-tax returns, thereby reducing incentives to commit
investment funds. In practice, FDI is affected by commercial and regulatory policies,
characteristics of labor markets, the nature of competition in product markets, the cost
and local availability of intermediate supplies, proximity to final markets, and a host of
other attributes that influence the desirability of an investment location. The importance
of these other considerations suggests to observers such as Markusen (1995) that any
effect of taxes on FDI will be unnoticeable in practice. The most reliable FDI studies
indicate, however, the existence of statistically significant and quantitatively important
tax effects. These findings are important not only because they demonstrate the ability
of the data to identify tax effects against a background of many other variables affecting
FDI, but also because there are at least two additional reasons why one might anticipate
not finding an important empirical relationship between taxes and FDI. The first is that
firms may be able to use creative financing and other methods so effectively that they
costlessly avoid all taxes on their international income. The second is that governments
imposing high tax rates may indirectly compensate firms with difficult-to-measure
investment incentives such as worker training and infrastructure.

The empirical literature on the effect of taxes on FDI considers almost exclusively
U.S. data, either the distribution of U.S. direct investment abroad, or the FDI patterns
of foreigners who invest in the United States %3. The simple explanation for this focus is
not only that the United States is the world’s largest economy, but also that the United
States collects and distributes much more, and higher-quality, data on FDI activities
than does any other country.

The available evidence of the effect of taxation on FDI comes in two forms. The first
is time-series estimation of the responsiveness of FDI to annual variation in after-tax

62 FDI consists of changes in the ownership claims of controlling foreign investors. For example, an
American parent firm that establishes a wholly-owned foreign affiliate with $100 million of equity and
$50 million of loans from the parent company thereby creates $150 million of FDI. In order for foreign
investment to count as FDI, the American investor must own at least 10% of the foreign affiliate. FDI
is the sum of parent fund transfers and American owners’ shares of their foreign affiliates’ reinvested
earnings, minus any repatriations to American owners. Reported FDI typically represents book values.

63 Devereux and Freeman (1995) and Hines (2001) are recent exceptions.
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rates of return in host countries®*. Studies of this type consistently report a positive
correlation between levels of FDI and after-tax rates of return at industry and country
levels®. The implied elasticity of FDI with respect to after-tax returns is generally
close to unity, which translates into a tax elasticity of investment of roughly —0.6. The
estimated elasticity is similar whether the investment in question is American direct
investment abroad or FDI by foreigners in the United States.

Much of this literature is highly aggregate, evaluating, for example, the correlation
between annual movements in after-tax rates of return earned by FDI in the United
States and annual changes in FDI flows to the United States. Aggregate FDI data
distinguish investment financed by retained earnings of foreign affiliates from FDI
financed by transfers of parent funds (debt plus equity). Studies that estimate separate
(and independent) equations for these two sources of FDI typically find that FDI
financed by retained earnings is more strongly influenced by host country after-tax
rates of return %.

It can be difficult to interpret such evidence. Estimated tax effects in aggregate time-
series studies are identified by yearly variation in taxes or profitability that may be
correlated with important omitted variables. As a result, it is almost impossible to
distinguish the effects of taxation from the effects of other variables that are correlated
with tax rates.

Two of the time-series studies exploit cross-sectional differences that offer the
potential for greater explanatory power. Slemrod (1990) distinguishes FDI in the
United States by the tax regime in the country of origin. Investors from countries
(of which Slemrod analyzes data for Japan and the United Kingdom) with tax systems
similar to that used by the United States receive foreign tax credits for taxes paid to the
United States. Investors from certain other countries (of which Slemrod analyzes data
for Australia, Canada, France, Germany, and the Netherlands) are more or less exempt
from home-country taxation of any profits earned in the United States. Consequently,
investors from France and Germany have stronger incentives to invest in the United
States during low-tax years than do investors from Japan and the United Kingdom,
since Japanese and British investors are eligible to claim tax credits for any U.S.
taxes they pay. In his analysis of data covering 19621987, Slemrod finds no clear
empirical pattern indicating that investors from countries that exempt U.S. profits

64 Implicit in this estimation is a g-style investment model in which contemporaneous average after-tax
rates of return serve as proxies for returns to marginal FDI. In theory, these specifications should also
control for after-tax rates of return available elsewhere, though in practice this is infeasible.

65 See, for example, Hartman (1984), Boskin and Gale (1987), Newlon (1987), Young (1988), Slemrod
(1990) and Swemnson (1994).

% Yor example, Hartrnan (1984) reports elasticities with respect to after-tax returns of 1.4 for FDI1
financed by retained earnings and 0.5 for FDI financed by transfers of parent funds. Similarly, Young
(1988) reports clasticitics with respect to after-tax returns of 1.89 for FDI financed by retained earnings
and close to zero for FDI financed by transfers of parent funds. Boskin and Gale (1987) likewise obtain
results that are very similar to Hartman’s.
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from home-country taxation are more sensitive to tax changes than are investors from
countries granting foreign tax credits. This evidence suggests either that home-country
tax regimes do not influence FDI, or that time series variation in tax rates is inadequate
to identify tax effects that are nonetheless present.

Swenson (1994) considers the tax determinants of industry-level FDI in the United
States over the 1979-1991 period. U.S. tax changes often affect industries to differing
degrees, based largely on the assets in which they invest; this was particularly true of
tax legislation enacted in 1981 and 1986. Swenson finds that industries in which the
(U.S.) after-tax cost of capital rose the most after passage of the U.S. Tax Reform Act
of 1986 were those in which foreign investors concentrated their FDI in the post-1986
period. This is consistent with the tax incentives of foreign investors from countries
granting foreign tax credits, since such investors are the least affected by U.S. tax
provisions — but it is also possible that foreign investors chose to concentrate in such
industries for any of a number of non-tax reasons. Auerbach and Hassett (1993) lend
credence to the latter interpretation with their finding that investors from countries
granting foreign tax credits were no more likely than were other foreign investors to
concentrate their FDI in tax-disadvantaged industries after 1986.

Other studies of investment location are exclusively cross-sectional in nature,
exploiting the very large differences in corporate tax rates around the world to identify
the effects of taxes on FDI. Grubert and Mutti (1991) and Hines and Rice (1994)
estimate the effect of national tax rates on the cross-sectional distribution of aggregate
American-owned property, plant and equipment (PPE) in 1982. PPE differs from FDI
in that PPE represents (the book value of) real productive assets held by American-
owned affiliates, while FDI equals the annual change in the book value of ownership
claims of controlling foreign investors®’. Grubert and Mutti analyze the distribution of
PPE in manufacturing affiliates in 33 countries, reporting a —0.1 elasticity with respect
to local tax rates. That is, controlling for other observable determinants of FDI, ten
percent differences in local tax rates are associated with one percent differences in
amounts of local PPE ownership in 1982. Hines and Rice consider the distribution
of PPE in all affiliates in 73 countries, reporting a much larger —1 elasticity of
PPE ownership with respect to tax rates. Altshuler, Grubert and Newlon (2001)

7 The distinction between FDI and PPE ownership of foreign affiliates is perhaps best illustrated by an
example. Consider two American-controlled foreign affiliates, each with $100 million of assets entirely
invested in PPE. One affiliate is 100% owned by its American parent, while the other is 60% owned by
the parent company and 40% owned by investors in its host country. Both affiliates account for $100
million of PPE. Establishing the first affiliate with $100 million of debt and equity from the parent
company represents $100 million of outbound FDI from the United States, while establishing the second
with parent funds represents $60 million of FDL If half of the affiliate financing represented funds
borrowed from local barks, then establishing the affiliates would represent $50 million and $30 million
of FDI, respectively. To the degree that the affiliates’ assets were not entirely invested in PPE, then the
PPE figures could change without any corresponding change in FDI. Of the two measurement concepts,
PPE more closely corresponds to capital stock notions implicit in most economic models than does the
stock of accumulated FDI.
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compare the tax sensitivity of PPE ownership in 58 countries in 1984 to that in 1992,
reporting estimated tax elasticities that rise (in absolute value) from —1.5 in 1984 to
—2.8 in 1992. Hines (2001) compares the distribution of Japanese and American FDI
around the world, finding Japanese investment to be concentrated in countries with
which Japan has “tax sparing” agreements that reduce home country taxation of foreign
income. The estimated FDI impact of “tax sparing” is consistent with the tax elasticity
of PPE reported by Hines and Rice.

Harris (1993) uses firm-level data to consider the effect of the Tax Reform Act of
1986 on direct investment abroad by American companies. One of the consequences
of the 1986 Act was to remove many of the benefits previously enjoyed by taxpayers
investing in equipment located in the United States. Harris finds that American firms
with higher equipment/structures ratios invested abroad more heavily after 1986,
suggesting that the tax change encouraged them to substitute foreign for domestic
investment. This evidence is no more than suggestive, however, since unobserved firm
characteristics that are correlated with high equipment/structures ratios could also be
responsible for greater outbound FDI after 1986.

A number of cross-sectional studies consider the effects of subnational taxes on
the geographic pattern of FDI within the United States®®. Foreign investors must
pay state corporate income taxes, at rates that vary from zero to close to 15%.
Coughlin, Terza and Arromdee (1991) estimate the determinants of new plant location
by foreign investors during 1981-1983, reporting insignificant effects of local tax
rates after controlling for other variables. Ondrich and Wasylenko (1993) analyze
a larger sample of new plant establishments over a longer time span (1978-1987),
finding significant effects of state tax rates on the location of new plants. Ondrich
and Wasylenko fit a model of the probability of locating plants in each state; their
estimates imply an elasticity of the number of new plants with respect to state tax
rates equal to —0.6. Swenson (2001) estimates separate regressions for differing types
of transactions (such as the establishment of new plants, plant expansions, mergers
and acquisitions, and joint ventures) undertaken by foreign investors in the United
States. The results indicate that tax effects vary with transaction type: high state
tax rates are negatively correlated with the establishment of new plants and with
plant expansions, while they are positively correlated with acquisitions by foreign
investors.

%8 There is also a small literature analyzing the effects of Puerto Rico's special tax status. Prior
to legislative changes enacted in 1993, mainland American firms were effectively exempt from U.S.
corporate tax on profits earned in Puerto Rico, though they were subject to Puerto Rican tax. Bond
(1981) identifies significant effects of expiring Puerto Rican tax holidays on decisions of mainland firms
to exit the garment industry over the 1949-1972 period. Grubert and Slemrod (1998) find that mainland
firms with attributes associated with intangible assets — such as high R&D and advertising intensities —
are the most likely to invest in Puerto Rico. Grubert and Slemrod note that this pattern may reflect the
ability of firms with intangible assets to shift profits into their affiliates in low-tax jurisdictions, thereby
increasing the attractiveness of locating investment in Puerto Rico.
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One of the difficulties facing all cross-sectional studies of FDI location is the
inevitable omission of many important determinants of FDI that may be correlated
with tax rates and therefore bias the estimation of tax elasticities. This consideration
makes it attractive to use empirical specifications that include locational fixed effects,
but then the question becomes how it is possible simultaneously to identify the impact
of tax differences on investment.

Hines (1996a) incorporates state fixed effects in comparing the distributions of
FDI within the United States of investors whose home governments grant foreign tax
credits for federal and state income taxes with those whose home governments do
not tax income earned in the United States. The inclusion of fixed effects implicitly
controls for hard-to-measure state attributes (such as those that make Silicon Valley
or midtown Manhattan “special”), as long as the effect of these attributes does not
vary systematically between investors from countries with differing home-country tax
regimes. Tax effects are identified by comparing, for example, the extent to which
investments from Germany (which exempts from tax foreign-source income earned
in the United States) tend to be located in lower-tax states than are investments
from the United Kingdom (which provides foreign tax credits for state income taxes
paid). The evidence indicates that one percent state tax rate differences in 1987 are
associated with ten percent differences in amounts of manufacturing PPE owned
by investors from countries with differing home-country taxation of foreign-source
income, and three percent differences in numbers of affiliates owned. Taken as a
structural relationship, the estimates imply a tax elasticity of investment equal to
—0.6. It is worth bearing in mind, however, that this estimate reflects the effect
of taxation on the identity of ownership of capital as well as on the volume of
investment.

The econometric work of the last fifteen years provides ample evidence of the
sensitivity of the level and location of FDI to its tax treatment. Indeed, given the
pervasiveness of this finding, this research is perhaps too greatly focused on an earlier
question — do tax policies influence FDI? — and not enough on more subtle variants
such as the role of tax policy in affecting the form that FDI takes, the possible
importance of tax policy credibility and enforcement, and the relationship between
tax and non-tax determinants of FDI.

Hines (1991) and Collins and Shackelford (1995) consider more dramatic reactions
to high tax rates in which firms relocate their corporate homes to countries with more
attractive tax climates. They estimate the tax savings available to firms that move from
countries (such as the United States) with worldwide tax systems to countries that
exempt foreign earnings from taxation. It is striking that, in spite of the appeal of low
tax rates, very few multinational firms actually relocate their corporate homes to tax
havens. In part, this reflects the tax and regulatory costs of doing so, but in part it also
reflects the unwillingness of governments to impose excessively heavy tax burdens that
encourage widespread departures.
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5.1.2. Tax avoidance

International investors often have at their disposal numerous alternative methods of
structuring and financing their investments, arranging transactions between related
parties located in different countries, and returning profits to investors. These
alternatives have important tax implications, and there is considerable evidence that
tax considerations strongly influence the choices that firms make.

Sophisticated international tax avoidance typically entails reallocating taxable
income from countries with high tax rates to countries with low tax rates, and may
also include changing the timing of income recognition for tax purposes. Many of
these methods are quite legal, and closely resemble those used by domestic taxpayers.
Dramatic examples of international tax avoidance that qualify as evasion — such as
knowingly underreporting income to tax authorities, or filing false documents — are
thought to be uncommon among large corporate taxpayers, though possibly more
common among individual taxpayers. Very little is known about the determinants or
magnitude of international tax evasion, since the self-reported data that serve as the
basis of analysis not surprisingly reveal nothing about it.

The financing of foreign affiliates presents straightforward opportunities for inter-
national tax avoidance. If an American parent company finances its investment in a
foreign subsidiary with equity funds, then its foreign profits are taxable in the host
country and no taxes are owed the U.S. government until the profits are repatriated to
the United States. The alternative of financing the foreign subsidiary with debt from
the parent company generates interest deductions for the subsidiary that reduce its
taxable income, and generates taxable interest receipts for the parent company.

Simple tax considerations therefore often make it attractive to use debt to finance
foreign affiliates in high-tax countries and to use equity to finance affiliates in low-
tax countries®. The evidence is broadly consistent with these incentives. Hines and
Hubbard (1990) find that the average foreign tax rate paid by subsidiaries remitting
nonzero interest to their American parent firms in 1984 exceeds the average foreign tax
rate paid by subsidiaries with no interest payments, while the reverse pattern holds for
dividend payments. Grubert (1998) estimates separate equations for dividend, interest,
and royalty payments by 3467 foreign subsidiaries to their parent American companies
(and other members of controlled groups) in 1990, finding that high corporate tax rates
in countries in which American subsidiaries are located are correlated with higher
interest payments and lower dividend payout rates.

Firms face certain tax and regulatory limits on their abilities to select among
alternative methods of financing their foreign and domestic operations. Many host
countries limit the extent to which interest payments to foreign parent companies can

9 Hines (1994) identifies exceptions to this rule that stem from the benefits of limiting equity finance
in affiliates located in countries with very low tax rates in anticipation of reinvesting all of their after-tax
profits over long periods.
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be used to reduce the taxable incomes of local affiliates. Cross-border payments of
interest, dividends and royalties are commonly subject to special withholding taxes
that can be reduced by the terms of bilateral tax treaties. And, in the years since 1986,
American companies with foreign operations have not been permitted to deduct all of
their domestic interest expenses in calculating their U.S. tax liabilities. Instead, firms
may deduct a fraction of their U.S.-incurred interest expenses in determining taxable
U.S. income, with the remainder of their interest expenses used to reduce any U.S. tax
liabilities on foreign-source income. In practical terms, what this means is that, in the
years after 1986, American multinational companies with excess foreign tax credits
(those whose foreign income is taxed at rates exceeding the U.S. tax rate) receive only
partial interest deductions for their domestic borrowing expenses, the fraction being
a function of the ratio of foreign to total assets. American multinational firms with
deficit foreign tax credits (those whose foreign income is taxed at rates less than the
U.S. tax rate) receive the full benefits of interest deductions for domestic borrowing,
since any interest expenses allocated against their foreign-source incomes nevertheless
reduce U.S. tax liabilities that they would otherwise incur.

Collins and Shackelford (1992) examine financial responses to the introduction of
the interest-allocation rules by considering changes in preferred stock issuances by
multinational firms after 1986. Preferred stock is a natural substitute for debt, but
U.S. law does not treat payments to holders of preferred stock as interest, making such
payments nondeductible and also not subject to allocation to foreign source under the
terms of the Tax Reform Act of 1986. Collins and Shackelford find that, among the
Fortune 100, firms with higher ratios of foreign to domestic assets — for whom higher
fractions of interest expense are allocated against foreign income — are more likely
than others to issue preferred stock after 1986. Since these issuances coincide with
changing tax incentives, they are likely to represent reactions to changing tax rules,
but this does not rule out the possibility that at least some of these large multinational
firms may have issued preferred stock for reasons unrelated to tax considerations in
the years after 1986.

Altshuler and Mintz (1995) examine confidential information provided by eight
American multinational firms, finding a high correlation between tax costs imposed
by interest allocation and propensities to borrow abroad after 1986. Since foreign
and domestic borrowing are substitutes, this correlation is consistent with the results
reported by Collins and Shackelford, and suggests that firms respond to higher
domestic borrowing costs by actively pursuing financial substitutes.

Froot and Hines (1995) analyze a sample of 416 large American multinationals,
finding that firms most adversely affected by the 1986 tax change do the least
borrowing (as a fraction of assets) after 1986. They distinguish firms with foreign
operations located in high-tax countries from firms with foreign operations located in
low-tax countries. For all firms, the 1986 change reduces interest deductions allocated
against domestic income and increases interest deductions allocated against foreign
income. This reallocation has no effect on taxes paid to foreign governments, while it
increases domestic tax liabilities if firms have excess foreign tax credits. In the absence



1972 R.H. Gordon and JR. Hines Jr

of changing tax incentives, there is no particular reason to expect firms in these two
groups to exhibit differing borrowing patterns around 1986. The estimates imply that
firms with excess foreign tax credits and half of their assets abroad borrow five percent
less annually after 1986 than do firms without excess foreign tax credits. Affected firms
also exhibit slower rates of accumulation of plant and equipment after 1986, and are
more likely than other firms to lease plant and equipment after 1986.

Contractual arrangements between related parties located in countries with different
tax rates offer numerous possibilities for sophisticated (and unsophisticated) tax
avoidance. It is widely suspected that firms adjust transfer prices used in within-firm
transactions with the goal of reducing their total tax obligations. Multinational firms
typically can benefit by reducing prices charged by affiliates in high-tax countries for
items and services provided to affiliates in low-tax countries. OECD governments
require firms to use transfer prices that would be paid by unrelated parties, but
enforcement is difficult, particularly when pricing issues concern unique items such
as patent rights. Given the looseness of the resulting legal restrictions, it is entirely
possible for firms to adjust transfer prices in a tax-sensitive fashion without even
violating any laws.

The evidence of tax-motivated transfer pricing comes in several forms. Grubert
and Mutti (1991) and Hines and Rice (1994) analyze the aggregate reported
profitabilities of U.S. affiliates in different foreign locations in 1982. Grubert and Mutti
examine profitequity and profit/sales ratios of U.S.-owned manufacturing affiliates
in 29 countries, while Hines and Rice regress the profitability of all U.S.-owned
affiliates in 59 countries against capital and labor inputs and local productivities.
Grubert and Mutti report that high taxes reduce the reported after-tax profitability of
local operations; Hines and Rice find considerably larger effects (one percent tax rate
differences are associated with 2.3% differences in before-tax profitability) in their
data.

The reported low profit rates of foreign-owned firms in the United States over
the last 20 years is a source of concern to observers who suspect foreign investors
of transferring profits earned in the United States to low-tax jurisdictions offshore.
Grubert, Goodspeed and Swenson (1993) use firm-level tax return data to compare
the tax liabilities of foreign-owned firms in the United States with the tax liabilities of
otherwise-similar American-owned firms in 1987. They report that approximately 50%
of the difference in the reported U.S. tax obligations of foreign and domestic firms is
explainable on the basis of observable characteristics such as firm sizes and ages. The
other 50% may reflect the use of aggressive transfer pricing by those foreign investors
with stronger incentives than American firms to shift taxable income out of the United
States, though it may also simply capture the effect of important omitted variables.

Harris, Morck, Slemrod and Yeung (1993) report that the U.S. tax liabilities of
American firms with tax haven affiliates are significantly lower than those of otherwise-
similar American firms over the 19841988 period, which may be indirect evidence of
aggressive transfer-pricing by firms with tax haven affiliates. As Grubert and Slemrod
(1998) observe, it is difficult to attach a structural interpretation to this pattern,
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since firms endogenously select the locations of their foreign affiliates; nevertheless,
this evidence suggests an important role for tax havens in facilitating international
tax avoidance. Collins, Kemsley and Lang (1998) analyze a pooled sample of U.S.
multinationals over 1984-1992, finding a similar pattern of greater reported foreign
profitability (normalized by foreign sales) among firms facing foreign tax rates below
the U.S. rate. The reduction in the U.S. statutory corporate tax rate from 46% in 1986 to
34% in 1988 offers another method of identifying propensities to shift reported profits
internationally. Klassen, Lang and Wolfson (1993) find that American multinationals
report book returns on equity in the United States that rose by 10% over this time
period relative to reported book returns in their foreign operations. The very limited
nature of publicly available data on even the location of foreign operations makes it
difficult, however, to discern the extent to which this change is attributable to changing
economic conditions in the United States and abroad.

Patterns of reported profitability are consistent with other indicators of aggressive
tax-avoidance behavior, such as the use of royalties to remit profits from abroad
and to generate tax deductions in host countries. Hines (1995) finds that royalty
payments from foreign affiliates of American companies in 1989 exhibit a —0.4
elasticity with respect to the tax cost of paying royalties, and Grubert (1998) also
reports significant effects of tax rates on royalty payments by American affiliates in
1990. Clausing (2001) finds that reported trade patterns between American parent
companies and their foreign affiliates, and those between foreign affiliates located
in different countries, are consistent with transfer-pricing incentives. Controlling
for various affiliate characteristics, including their trade balances with unaffiliated
foreigners, Clausing finds that ten percent higher local tax rates are associated with
4.4% lower trade surpluses with parent companies. This pattern is suggestive of pricing
practices that move taxable profits out of high-tax jurisdictions.

Multinational firms can adjust the timing of their dividend repatriations from foreign
subsidiaries to reduce the associated tax liabilities, and there is considerable evidence
that they do. Many countries, including the United States, tax the income of foreign
subsidiaries only when repatriated as dividends, so multinational firms are able to defer
home country taxation by reinvesting their profits abroad. Hines and Hubbard (1990)
examine tax return information for the foreign subsidiaries of American firms in 1984,
finding that only 16% paid positive dividends to their parent companies in that year.
Foreign subsidiaries were more likely to pay dividends to parent companies if the
associated tax costs were low and if parent companies also paid sizable dividends to
their common shareholders. Altshuler and Newlon (1993) report similar findings in
their analysis of tax return data for 1986. Desai, Foley and Hines (2001) compare the
behavior of American-owned foreign subsidiaries, whose dividend repatriations may
trigger U.S. tax liabilities, with the behavior of American-owned foreign branches,
whose income is taxable by the United States whether or not it is repatriated as
dividends. Foreign subsidiaries in low-tax locations are significantly less likely to
repatriate dividends than are either branches in the same countries or subsidiaries in
high-tax locations; the results indicate that one percent higher repatriation taxes are
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associated with one percent lower dividend payments. Altshuler, Newlon and Randolph
(1995) find transitory tax costs to have much larger effects on dividend payments than
do permanent tax costs in their panel of American-owned foreign subsidiaries in 1980,
1982, 1984, and 1986. This estimated difference between the effects of transitory and
permanent tax costs is consistent with Hartman’s (1985) insight that, while transitory
tax costs should affect the timing of dividend repatriations, permanent costs should
not, since permanent costs must be paid ultimately and are not reduced by deferral.
It remains an open question, however, to what extent permanent tax costs can be
accurately identified in a panel covering four years.

The form of a business organization can affect its tax obligation, thereby creating
incentives for tax avoidance through the endogenous selection of organizational forms.
The U.S. Tax Reform Act of 1986 introduced an important distinction between the
tax treatment of income received from majority-owned foreign affiliates of American
companies and income received from foreign joint ventures owned 50% or less by
Americans. After 1986, Americans were required to calculate separate foreign-tax-
credit limits for dividends received from each minority-owned joint venture. This
change greatly reduces the attractiveness of joint ventures, particularly those in low-
tax foreign countries. Desai and Hines (1999a) report that American participation in
international joint ventures fell sharply after 1986, in spite of rising joint venture
activity by non-American multinational firms. The drop in American joint venture
activity is most pronounced in low-tax countries, which is consistent with changing
tax incentives, and for which there is no obvious non-tax explanation. Moreover, joint
ventures in low-tax countries use more debt and pay greater royalties to their American
parents after 1986, reflecting their incentives to economize on dividend payments.

The location and intensity of R&D activity also appears to reflect tax avoidance
incentives. Hines (1993) compares changes in the growth rate of R&D spending from
1984-1989 by firms with and without excess foreign tax credits in a sample of 116
multinational companies. The U.S. R&D expense allocation rules are similar to those
for interest: multinational firms with excess foreign tax credits faced higher tax costs
of performing R&D in the United States after 1986, while firms without excess foreign
tax credits were unaffected. What distinguish firms in these two groups are their
average foreign tax rates, which are more or less randomly distributed (in the sense of
being uncorrelated with R&D spending in the years before 1986). R&D spending levels
of firms in the first group grew more slowly than those of firms in the second group,
the implied elasticity of demand for R&D lying between —0.8 and —1.8 in alternative
specifications of the R&D demand equation.

International differences in royalty withholding taxes offer evidence of the substi-
tutability of R&D in different locations, Higher royalty taxes raise the cost of imported
technology, which in turn stimulates local R&D if imported technology and local R&D
are substitutes, and discourages local R&D if they are complements. Hines (1995) finds
that American-owned foreign affiliates are more R&D-intensive if located in countries
that impose high withholding taxes on royalty payments, and similarly, that foreign
firms investing in the United States are more R&D-intensive if they are subject to
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higher royalty withholding tax rates. These results suggest that imported technology
and locally produced technology are substitutes, and that multinational firms respond to
tax rate differences by undertaking such substitution. Hines and Jaffe (2001), however,
find that American multinational firms for which the tax cost of performing R&D in
the United States became most expensive after 1986 exhibited the slowest subsequent
growth in foreign patenting, which suggests a complementary relationship between
domestic and foreign research.

International tax avoidance is evidently a successful activity. The reported profitabil-
ity of multinational firms is inversely related to local tax rates, a relationship that is
at least partly the consequence of tax-motivated use of debt financing, the pricing of
intrafirm transfers, royalty payments, and other methods. It is important not to lose
sight of the fact that, in spite of the demonstrated ability of multinational firms to
arrange their affairs to avoid taxes, these large corporations nevertheless pay enormous
sums in taxes each year. Tax avoidance appears to be limited by available opportunities
and the enforcement activities of governments.

5.2. Reconciling theory and evidence

This section considers the degree to which the behavior of multinational firms is
consistent with the implications of theoretical models, an exercise that serves to
identify useful and promising directions in which to extend existing theory.

5.2.1. Multinationals as financial intermediaries

Consider first a model in which multinationals are simply vehicles through which
domestic residents can invest abroad. In particular, assume that multinationals possess
the same technology as other firms, operate in a competitive environment, cannot avoid
reporting to the tax authorities their true incomes from investments in each location,
and face no uncertainty.

If multinationals serve simply as financial intermediaries, then individuals will
invest abroad through multinationals rather than through portfolio investment if
the transactions costs of doing so are cheaper, there are tax savings from use
of multinationals, or multinationals are better able to locate the most profitable
investments. For example, when countries have dividend imputation schemes, then
investors face strong tax incentives to invest abroad through multinationals. Rather
than exploring the relative advantages of portfolio investments vs. direct investments,
however, we take as given here the total amount invested abroad through multinationals
and focus instead on the location of this investment. By assumption, multinationals
have access to the same constant-returns-to-scale technology as other firms, so that
their investments are equivalent to the purchase of equity in local firms. It is useful to
consider whether this model’s implied pattern of multinational behavior is consistent
with the observations summarized in the previous section.
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If the corporate tax in all countries simply taxed the return to capital physically
located in that country, then in equilibrium the rate of return on capital net of local
corporate tax rates should be equilibrated across countries °. More formally, fi(1 - ;)
should be the same for all i, where f is the marginal product of capital in country i
and 7; is the corporate tax rate in that country. This condition reflects the impact of
international mobility of portfolio capital. Based on tax considerations alone, therefore,
all multinationals would be indifferent to where they locate, regardless of their home
countries.

Many capital exporting countries include any income from foreign subsidiaries in
the parent firm’ taxable corporate income, and in compensation offer credits for
income and withholding taxes paid to foreign governments’!. It is worth considering
whether this complication explains observed investment patterns. In order to simplify
the setting, and at the expense of some realism, suppose that the home country taxes
foreign income at accrual rather than at repatriation, and also that foreign tax credits
are applied only against tax liabilities created by the income stream associated with
the credits. Then if the marginal product of capital net of local corporate tax is equated
across countries, so that f(1 — 1;) is the same for all 7 (and therefore can be denoted r),
the availability of the foreign tax credit implies that the net-of-corporate-tax return to
a multinationa] investor from country j equals f/(1 — max(1;, 7;)) = r — max(; — 7;, 0).
This condition implies that 2 multinational firm will earn a return r in all countries with
corporate tax rates above the firm’s home country tax rate, but will face domestic tax
surcharges and therefore earn a lower rate of return when investing in countries with
lower corporate tax rates. With a sufficient number of available investments earning #,
multinationals should be indifferent among countries with higher tax rates than the
domestic rate, and avoid investing in countries with a corporate tax rate below the
domestic rate. This forecast is clearly counterfactual, given the evidence that FDI is a
declining function of tax rates in host countries.

With a sufficient volume of investment abroad by multinationals from countries
with high corporate tax rates, it is possible that some FDI will be located in lower
tax rate countries despite the tax penalty. Specifically, the equilibrium might include
multinationals from country k investing in countries with tax rates above some 7;, with
7; < T;. For all host countries with 7 < 17, the pretax return to capital in equilibrium
will be the same as that available in country k, despite their lower tax rates, in order
to be able to attract FDI from these multinationals. Portfolio investors from country £,
however, then have a tax advantage over multinationals when investing in these

™ In particular, the local wage rate must drop by enough to compensate for a higher corporate tax rate,
so that firms can still pay investors the same after-corporate-tax rate of return available elsewhere.

"1 This foreign tax credit can be used to offset taxes due on foreign-source income but cannot be used
to offset any taxes due on domestic-source income. Home-country taxation of the income of separately-
incorporated foreign subsidiaries is typically deferred until the income is repatriated in the form of
dividends.
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countries with T < T, since they do not face the corporate surtax at repatriation 2.
Also, local investors in these host countries would earn a higher after-tax return at
home than in countries with higher corporate tax rates. Only under extreme conditions,
however, would this theory be able to explain why FDI is located in tax havens.

With worldwide averaging of repatriated profits, these forecasts need to be modified.
If a multinational now invests K; in a country with a low corporate tax rate, say 1;,
it simply needs to invest enough in some country with high corporate rate, say 1,
so that the excess credits received from taxes paid in the high-tax country at least
offset any domestic taxes due on the investments in the low-tax country. This occurs
if K+ Tk fl > TKnf{! + Kif!] where 7; is the home country tax rate. If all
investments earn r net of local taxes, then this investment strategy earns r net of all
taxes. Now FDI can occur in tax havens, but only if matched by enough FDI in high-tax
countries.

The evidence indicates, however, that multinational investments are concentrated in
countries with low corporate tax rates, and that the rate of investment is a declining
function of the local corporate tax rate. This evidence is therefore inconsistent with
forecasts of models in which multinational firms are simply financial intermediaries.

One possible explanation for the existence of FDI in low-tax countries was proposed
by Hartman (1985). He notes that standard models focus on foreign investments
financed by funds provided by parent firms, even though most FDI is financed by
retained earnings of existing subsidiaries. When an existing subsidiary considers
whether to repatriate a dollar of profits now or reinvest this dollar and repatriate
profits later, it will choose whichever option generates the highest present value of
repatriations. If the new investment earns the going rate of return, and the repatriation
tax rate is constant over time, then Hartman shows that the firm will be indifferent
between the two 3. The key insight, drawn from the model of dividend behavior of
Auerbach (1979) and Bradford (1981), is that the opportunity cost of the investment
to the parent firm and the future profits earned on the investment are both equally
reduced by the repatriation tax, so that the required rate of return on the investment is
unaffected by the size of the repatriation tax. As a result, once a subsidiary is located
in a low-tax-rate country, it has no incentive to move.

It is useful to examine the properties of this model of the firm, since they illustrate
several aspects of the behavior of profit-maximizing multinational firms *. Consider
the incentives of a firm that produces output with a concave production function
Q = f(K;'), in which K is the capital stock employed by the subsidiary in year ¢,
and the f(-) function subsumes profit-maximizing choices of labor and other inputs. Q
is output net of capital depreciation, and home and host countries’ tax systems apply

"2 For evidence that portfolio investment does to some degree crowd out multinational investments in
such countries, see Gordon and Jun (1993).

3 If the repatriation tax rate varies over time, then the model forecasts that the incentive to invest is
high when the repatriation tax rate is high, while repatriations will be high when the tax rate is low.

" The following analysis relies on Hines (1994).
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true economic depreciation for tax purposes. Qutput is sold locally at an unchanging
price taken to be unity and parametric to the firm,

The parent firm chooses the real and financial policies of its subsidiary to maximize
the present value of the parent’s after-tax cash flow. Let 3 represent the (annual) factor
used to discount future after-tax cash flows (in the hand of the parent corporation).
Denote by D, the dividend payment from the subsidiary to the parent in period ¢;
by definition, D, » 0. Home-country taxation of foreign-source income, together with
provision of foreign tax credits, reduces the after-tax value of a dividend payment of D,
to Dy(1 — 1)/ (1 — 7*). For firms with mature foreign investments that use accumulated
foreign profits to finance dividends paid to the parent company and any future foreign
investments, the value (¥,) of their interest in the foreign affiliate is given by:

- 1__[ n ,
Va—<1_r*>§/3D,. (5.1)

From Equation (5.1), it is clear that the policies that maximize ¥V, are identical to
those that would maximize the present value of dividends in the absence of home-
country taxation. Specifically, firms have incentives to reinvest foreign profits in their
foreign operations up to the point that the after-foreign tax rate of return equals the
opportunity cost of funds, or £ (1 - 77) = l/;,ﬁ Since the repatriation tax is unavoidable
to a firm financing investments out of foreign retained earnings, then its presence does
not affect repatriation policies. This argument is identical to that in the corporate tax
literature on “trapped equity” models of corporate dividends [see Auerbach (2002),
Chapter 19 in Volume 3 of this Handbook]. As in the corporate tax literature, firms
would incur unnecessary tax costs if they were simultaneously to inject equity funds
from the parent company while remitting from subsidiaries dividends on which net
home country tax liabilities are due.

Of course, repatriation taxes reduce the after-tax value of foreign investments, and
thereby tend to reduce ex ante investment levels, since firms demand higher pre-
tax rates of return in settings with significant repatriation taxes. In selecting initial
foreign investment levels, forward-looking firms that anticipate future repatriation
taxes have incentives to keep the capitalization of foreign affiliates at modest levels,
since doing so prolongs the period before dividends are paid and home country
taxation incurred. Sinn (1993) and Hines (1994) generalize the Hartman model to
include this consideration, and Hines (1994) notes that this initial underinvestment
makes it profitable for multinational firms to use significant levels of debt finance,
even in low-tax countries. Of course, this consideration applies only to the extent
that multinational firms actually incur repatriation taxes, since, as Hines and Rice
(1994), Weichenrieder (1996) and Altshuler and Grubert (2002) note, there may be
a large supply of attractive foreign investment opportunities to which foreign retained
earnings might be devoted. Hines (1988, 1994) and Leechor and Mintz (1993) further
generalize the Hartman model to situations in which home-country taxation uses a
different tax base definition than does taxation by foreign governments. In this setting,
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marginal foreign investments have the potential to affect home-country taxation of
inframarginal dividends received from abroad, and therefore repatriation taxes may
influence repatriation patterns. Illustrative calculations presented by Hines (1988)
suggest that this effect may be sizable enough to remove much of the value of popular
foreign investment incentives such as accelerated depreciation.

There are a number of other clear inconsistencies between this initial theory and data
on multinationals. If investments in equilibrium all yield the same rate of return r,
net of source-based taxes, then the pre-tax rate of return in a country should be
higher when the local corporate tax rate is higher. Yet, as described above, reported
pretax rates of returns of subsidiaries appear to be a decreasing function of the local
corporate tax rate, with particularly high rates of return reported in tax havens. Another
important inconsistency is that the simple model cannot easily explain why countries
have adopted such tax systems. Worldwide averaging produces outcomes in which
the allocation of capital might be the same as would have arisen with source-based
corporate taxes in each country, in spite of home-country attempts to tax income at
repatriation. Yet such source-based taxes remain inconsistent with the forecasts from
the Diamond-Mirrlees (1971a,b) framework.

5.2.2. Multinationals as corporate tax avoiders

The most striking inconsistency between this initial theory and observation is the very
high reported rates of return in “tax havens”. As noted above, the evidence suggests
that multinationals actively make use of their abilities to reallocate taxable income
from subsidiaries in countries with high corporate tax rates to those in countries
with very low corporate tax rates. There are several possible methods of reallocating
income, including judicious choices of prices, interest rates, and royalty rates used
for transactions between related parties, substitution between debt and equity finance,
and careful consideration of where to locate investments that might become unusually
profitable.

The following framework is useful in understanding the empirical work on tax-
motivated profit shifting, since much of this work relies on the premise that the
stringency of government enforcement of international tax rules is a function of the
extent to which reported profits differ from those actually earned in each jurisdiction.
Consider the case in which a multinational firm earns true profits p; > 0 in location 7,
but arranges transfer prices in order to report an additional profit of 1); in the same
location (in which 1); might be negative). The firm incurs compliance costs equal to
y%,_i, with y > 0. Consequently, reported profits in jurisdiction i equal:

_ w7
=Pt Y-y (5.2)
Pi
The firm chooses v; to maximize worldwide profits:

n n 2
Z(l—n)mZ(l—m[mwf—y%}, (53)

i=1 i=1
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subject to the constraint that

> w-o. (54)

i=1

The first-order conditions for y; imply

l-7,-u
2y(1-w)]’

where u is the Lagrange multiplier corresponding to the constraint (5.4)7>. We find,
as expected that y; > 0 in low-tax countries, where 17; < 1 — u, and conversely.

If firms invest facing an opportunity cost of funds of r, then the true marginal
product of capital (denoted f) will satisfy:

Y =p; [ (5.5)

r

SCEICE))

Without evasion, we instead would have found that fy = r/(l — 1;). This is also
the investment condition that would be faced by local firms, who cannot make use
of foreign operations to reduce taxes. A multinational firm's avoidance opportunities
therefore give it a competitive advantage over local firms to the extent that y; = 0.
Equation (5.5) implies that the size of this competitive advantage is larger in countries
with more extreme tax rates, both small and large. The investment pattern of
multinationals should therefore be a U-shaped function of the local tax rate 7.

Reallocating income into a tax haven avoids current tax liability. However, home
country taxes are deferred but not altogether avoided as long as profits must ultimately
be repatriated. Some investors may nevertheless be able to avoid repatriation taxes as
well. One approach is to locate the parent firm itself in a tax haven. Another approach
is to remove profits from the tax haven subsidiary in a way that does not generate
tax liabilities for the parent firm. For example, the subsidiary can finance directly the
expenditures (either at home or elsewhere abroad) that the parent firm would otherwise
finance itself. Alternatively, the firm can simply continue investing abroad in other
financial or real assets, earning the going rate of return pretax, thereby postponing
any domestic taxes due at repatriation indefinitely. A number of countries have adopted
rules trying to restrict deferral to real investments only’’.

7S The value of & adjusts to ensure that Equation (5.4) holds with equality.

76 In countries with high tax rates, multinationals have advantages over local firms, because they are
able to reallocate taxable profits to reduce the impact of the high local taxes. Their advantage over local
firms in tax havens stems from the desirability of tax haven operations as recipients of taxable income
reallocated from elsewhere.

77 For example, the U.S. Subpart F rules impose tax at accrual on any income earned on financial
investments abroad. As noted by Weichenrieder (1996), these provisions make real investments abroad
more attractive, distorting allocation decisions.
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Many but not all aspects of the behavior of multinationals are consistent with this
focus on the role of multinationals as tax avoiders. Certainly, income reallocation
efforts can explain the low observed pretax profit rates in high-tax countries, and the
high profit rates in low-tax countries. However, income reallocation also implies that
multinationals will invest more heavily in countries with extreme tax rates, both low
and high. While the evidence does indicate substantial investment in tax havens, it is
not consistent with the forecast of substantial investment as well in high-tax countries.

The theory also does not easily rationalize observed tax policies. Standard models
indicate that the optimal source-based tax rate on capital income is zero. If firms
can easily reallocate profits in response to tax rate differences, this only reinforces
a country’s incentive to reduce its source-based tax rate — and these incentives were
sufficient, even without income shifting, to drive tax rates to zero. Given the evidence
reported by Gordon and Slemrod (1988) and Kalambokidis (1992) that capital taxes
in the United States (between the mid-1970’s and the mid-19807) collected no net
revenue, perhaps tax policy in practice is not all that distant from the forecasts of the
theory. Actual policy, however, generates a wide range of more detailed distortions,
however, that are also inconsistent with the theory.

One further complication is that multinational firms can avoid taxes not only on
their capital income but also on the income generated by the ideas and efforts of
the entrepreneurs responsible for the firm. In particular, rather than receiving wage
payments in return for their efforts, which are then taxable under the personal income
tax, entrepreneurs can instead leave their earnings within the firm, so that they are taxed
as corporate income 8. Through adept income reallocation, the earnings might then
even be taxed at as low a rate as that available in a tax haven, rather than the domestic
corporate tax rate. Under an optimal labor income tax, this return to entrepreneurial
effort would be taxed at the same rate as applies to the return to efforts expended
elsewhere .

Gordon and MacKie-Mason (1995) explore ways in which tax policy can be
designed to deal with this threat of tax avoidance on the earnings of entrepreneurs.
In a closed economy, the solution would be simply to impose a corporate tax at a rate
equal to the top personal tax rate. In an open economy, in which firms can reallocate
taxable profits between countries, enforcement is more difficult. If any foreign profits
must ultimately be repatriated, then Gordon and MacKie-Mason argue that the same
outcome is achieved by including the cash-flow between the parent and the subsidiary
in the corporate tax base, e.g., tax all repatriations in full but allow a deduction for
all funds sent abroad. If foreign profits cannot be fully taxed at repatriation, however,
perhaps due to detection problems, then the corporate tax rate should be set below

78 When earnings are retained, entrepreneurs may then owe taxes on realized capital gains at some point
in the future when they sell their shares in the firm.

7 If entrepreneurial effort generates positive externalities, however, then a reduced tax rate on this form
of effort could be justified. See Gordon (1998) for further discussion.
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the labor income tax rate but above the corporate tax rates in tax havens, trading off
domestic and international income shifting.

5.2.3. Multinationals as owners of intangible capital

Another theoretical modification suggested by the data is that multinational firms
possess intangible capital, in the form of unique technologies or products, which they
can profitably exploit in foreign countries®0. As a result, multinationals earn returns on
their intangible capital as well as on any physical capital they own. This modification
is commonly used outside the tax literature in order to explain the economic role of
multinationals®'.

When multinational firms possess such intangible capital, competition need not
eliminate all pure profits. Multinationals therefore face even greater pressure to locate
any pure profits in countries with low corporate tax rates. For example, if the fixed
factor responsible for diminishing returns to scale is a limited number of skilled
and trusted managers, these managers along with their subsidiary can in principle be
relocated between countries. Consider the case in which the costs of relocating are
zero, e.g., all other employees are perfect substitutes across locations. In particular,
let the subsidiary earn the same pure profits, 7, regardless of the country in which
it is located. Due to the scarcity of managers available to oversee the technology, the
multinational will invest in only those few countries that yield the highest net-of-tax
return. Ignoring the repatriation tax, a subsidiary would earn a net-of-tax income of
[f(K,) + 7](1 — 1,) in country n, leaving it a net profit of 7(1 — 7,) after compensating
investors at the going rate of return®. Without a repatriation tax, the firm would then
want to locate all of its subsidiaries in tax havens.

In contrast, if profits are repatriated every year and subject to tax at repatriation,
then the firm’s net-of-tax income from its foreign subsidiary becomes

( ad +:r) [1 — max (%, )], (5.7)
-1,

in which 7, is the corporate tax rate in the home country. Now the firm strictly prefers
to establish subsidiaries in countries with corporate tax rates just equal to 7, — net of
tax profits are lower in countries with both lower and higher corporate tax rates. As a
result, FDI should be greatest in countries with “average” corporate tax rates.

80 | easing technology is an alternative to FDI, but encounters many difficulties. The lessee cannot
easily be assured that they will gain access to all the information that is valuable in operating the unique
technology effectively, while the lessor will fear competition from the lessee both in the product market
and in the market for access to the technology.

81 See, e.g., Dunning (1985).

82 This is based on the assumption that, in equilibrium, f(K,)(1 - 1,,) = r.
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If instead repatriation is postponed until date 7', then the net return to investing in
the subsidiary equals

M+r+m(- r,,)]T—{[l trem(-g) - 1} max (Tl” _;",0> . (5.8)
n
In the limit as 7 becomes large, this expression will again be largest for subsidiaries
located in tax havens, and the shift occurs at a lower 7 for firms earning greater
fractions of their returns in the form of pure profits. The observed FDI in tax havens
could then represent investments by multinationals that earn high pure profits and that
can postpone repatriating these profits for a considerable period of time.

If subsidiaries earning the highest pure profits are pushed into tax havens, whereas
those earning closer to a normal rate of return are confined to countries with corporate
tax rates above the domestic tax rate, then this model helps explain the higher reported
rate of return in tax havens. If many multinationals do earn large pure profits, then it
also explains their observed concentration in tax havens.

This argument assumes that subsidiaries are costlessly mobile. The alternative
extreme assumption is that the firm can profitably sell its output in a country only by
locating a subsidiary there, as might be true when exports from operations elsewhere
incur very high transportation costs. The firm then establishes a subsidiary in a country
only if local taxes are not too high®3. Assume, for example, a world of monopolistic
competition among multinationals, where each multinational in equilibrium earns just
enough profits, aggregated across all its operations, to offset its initial R&D costs3.
Assume, for example, that a subsidiary in country / earns profits of 1; = f(X;, R) — rK;
before royalty payments, in which X; is the subsidiary’s capital stock, R is the amount
of R&D it has undertaken, and f'(-) is a concave production function. The multinational
could then face a cost function ¢(R), and choose R to maximize worldwide profits.

This model implies that the government in a small country i would want to impose
a 100% cash-flow tax on the subsidiary, i.e., not allow any deductions for royalty
payments or R&D expenses®. The tax collects revenue yet creates no offsetting

83 Note that the relevant tax rate is then the average tax rate, since the firm faces a zero-one decision.
For further discussion, see Devereux and Griffith (1998).

8 Firms in principle would then report zero profits in each location, after R&D costs are divided
appropriately across locations. However, there are no clear rules for dividing these R&D expenses
across subsidiaries. The purpose of the analysis is to analyze what effective tax rates host countries
would prefer to impose on local subsidiaries. Such taxes (if positive) may then be implemented through
restrictions on deductions for royalty payments and R&D expenses, or withholding taxes on royalty
payments.

85 In general, a cash-flow tax fails only on any existing assets of the firm, since new investment is
deductible. By the same logic a government may attempt to expropriate such existing assets through a
100% cash flow tax. If anticipated, however, the original investment would not have occurred. R&D is
different, since the investment is a public good from the perspective of each country, so should be only
modestly affected by any one country’s cash-flow tax, even if anticipated.
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efficiency costs from the perspective of a small country, since a cash-flow tax does not
distort the subsidiary’s choice of K; and a small country can ignore the implications
of the tax for R8. Taken together, however, these tax policies make R&D unattractive,
leading to an inefficient outcome.

While multinational firms can select the locations of their foreign subsidiaries, some
countries may prove to be significantly more attractive than the next best alternatives,
perhaps due to high costs of producing elsewhere and shipping to local customers.
In such countries profits taxes on multinationals can survive in equilibrium. However,
the maximum profit tax rate that avoids inducing subsidiaries to relocate varies by
firm. As tax rates rise, a larger fraction of potential investment moves elsewhere. This
relocation causes local wage rates to fall and local customers to face higher prices.
These costs will limit the size of the optimal tax rate on multinationals.

Another issue that arises when multinationals own intangible capital is the difficulty
of enforcing intellectual property rights. Multinational firms cannot necessarily rely
on host governments to prevent local firms from learning and making use of its
subsidiary’s proprietary technology. It is not even clear that the rigorous enforcement
of intellectual property rights is the most efficient policy, since the incentives for
R&D activity need to be balanced against the efficiency gains from having existing
technologies employed widely in production®’. Even if rigorous enforcement were the
most efficient policy from a global perspective, however, this does not mean than every
country individually would gain from such rigorous enforcement — countries with no
technologies to sell would almost surely lose from it. As a result, if a country is in
a position to impose some additional cost on local subsidiaries without inducing exit,
then it may choose to do so by aiding domestic firms to gain use of the technology
owned by the foreign multinational instead of collecting cash payments from the
firm. The choice between these alternative “taxes” would largely depend on the size
of the gain to local firms from access to the technology compared to the cost to
the multinational from the resulting additional competition. If local firms produce
noncompeting goods, for example, then the leakage of information imposes little or
no cost on the multinational. When the losses to the multinational from leakage of
information about its proprietary technology to local firms is large enough to prevent
it from entering, yet the gains to these local firms exceed the loss to the multinational,
the host government may even want to subsidize multinationals to locate subsidiaries
there.

The above arguments assume, however, that financial profits s; must be reported
in the same location as the physical capital K, responsible for production. To some

80 Huizinga (1992) and Mintz and Tulkens (1990) explore a closely related problem in which the host
country is restricted to taxing the return to capital investments at the same rate as applies to pure profits,
and also find that the optimal tax rates on foreign-owned subsidiaries are positive.

87 Because of fixed factors of production, the multinational may not be able to pursue alf profitable uses
of its technology, yet find it difficult to design a contract to sell or lease the information to other firms
that can profitably employ the technology.
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degree, the multinational firm can relocate its financial profits independently of its
physical operations. For example, if its subsidiary in a tax haven owns the key patents,
the firm can then make royalty payments from its operations elsewhere to this tax haven
subsidiary in an attempt to have ; taxed at a low rate while maintaining flexibility
over the physical location of the rest of its operations®. Firms with excess foreign
tax credits are in even simpler situations, since they are effectively untaxed by their
home countries on any foreign-source royalty income, and therefore have incentives
to locate patent ownership in parent firms.

5.2.4. Testing alternative explanations

There remain two plausible — and nonexclusive — explanations for the dominant role
of FDI, particularly in tax havens, and the high reported profit rates of subsidiaries
that do locate in tax havens: tax avoidance activity and multinational ownership of
intangible capital. Their forecasts differ sharply, however. Multinational ownership of
intangible capital implies that tax havens would attract subsidiaries from industries
earning the highest rates of pure profits, whereas tax avoidance implies that tax havens
would instead attract firms that can most easily reallocate profits without detection.
Also, the subsidiaries located in high tax countries would report below normal profit
rates if profit reallocation were important, while they would report normal profits
if the explanation for the dominant role of FDI were the existence of intangible
capital. Another difference between the two explanations is that the gain from adjusting
transfer prices is the same whether FDI takes the form of acquiring an existing firm or
establishing a new firm (greenfield investment), as long as the ease of profit reallocation
is the same. If multinational investment instead occurs because of the important role of
intangible capital, then multinationals would again be indifferent between acquisitions
and greenfield investment when investing in high-tax countries. They would invest in
low-tax countries, however, only if it is possible to earn a high enough profit rate,
which rules out acquiring an existing firm®’. Therefore, FDI in tax havens would be
limited to greenfield investment. Finally, predicted FDI is a U-shaped function of the
local tax rate with income reallocation, but an L-shaped function of the local tax rate
in the presence of intangible capital.

Another source of evidence on the relative merit of competing explanations for
the dominant role of FDI and the large multinational presence in tax havens is the
response to the U.S. Tax Reform Act of 1986. Following this Act, FDI in the United
States increased substantially [Hines (1996a)]. One explanation proposed by Scholes,

88 Host governments, however, may attempt to limit this process, for example by restricting the size of
royalty payments or imposing withholding taxes on them.

8 The existing owner would value a firm earning [rK + (1 - ;)] at [K + m(l — 7;)/r]. If the
multinational acquired the firm, it would end up with lower profits net of tax because of the taxes
due at repatriation yet would still face a required rate of return of r. Therefore, it could not afford to
pay enough to convince the current owners to sell.
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Wolfson, Erickson, Maydew and Shevlin (2002) is that U.S. firms faced an effective
tax increase as a result of the tax reform, but that foreign-owned subsidiaries who
owe further home-country taxes when they repatriate their profits would not be as
much affected by the tax increase, since they receive extra credits against their home-
country taxes to compensate for the extra U.S. tax payments. This explanation does
not clarify, however, why the foreign subsidiaries are located in the United States. If
foreign investors do in fact owe additional taxes at repatriation, then they would not
want to locate in the United States if by doing so they earn no more than the going
net-of-tax rate of return r. If opportunities for income reallocation were the reason for
their presence in the United States, then the reduction in the statutory tax rate in 1986
would reduce the gains from transfer pricing, making U.S. investment less attractive. If
foreigners invest in the United States in order to earn pure profits by exploiting firm-
specific intangible assets, then the drop in the U.S. statutory tax rate could well leave
them with a larger share of these pure profits after tax, making further investment in
the United States more attractive than before. This explanation most likely predicts
an increase in greenfield investments, however, since any firms wishing to make use
of a unique technology would normally find it cheaper to build a plant incorporating
the technology directly rather than convert an existing plant. Yet the observed increase
in FDI primarily took the form of acquisitions [Auerbach and Hassett (1993)]. One
factor that does help explain the observed jump in foreign acquisitions of U.S. equity
is simply that the fall in U.S. personal income tax rates, and the rise in capital
gains taxation, induced American investors to shift their portfolios away from equity
towards bonds. In equilibrium, foreign residents facing high personal tax rates would
then acquire this equity. The importance of dividend imputation schemes abroad, for
example, could then explain why foreigners acquired U.S. equity through FDI rather
than portfolio investment. This portfolio reallocation process is very much consistent
with a jump in acquisitions but not greenfield investment.

6. Understanding existing international tax provisions

Tax systems in the world today differ substantially from those implied by the simple
theories reviewed in Section 2. Source-based corporate income is taxed at high rates
by all major capital importing countries, and has been so for years, in spite of any
competitive pressures to reduce tax rates to zero. While personal taxes on capital
income typically apply to the worldwide dividend and interest income of domestic
residents, as forecast by the theory, in practice capital flight significantly reduces
the effective taxation of this source of income for residents of many countries. The
persistence of capital income taxation therefore also requires an explanation, since the
threat of capital flight should exert substantial pressure to reduce or eliminate existing
personal taxes on dividend and interest income. This section considers directions in
which the theory of international taxation might be modified in order to account for
observed international tax practices.
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The discussion in Section 5 draws attention to two important considerations that
are not addressed by simple theories, the ability of multinational firms to reallocate
taxable profits between countries, and the use of FDI to exploit firm-specific intangible
assets. Simply adding these complications to the initial models, however, only increases
the implied pressure to reduce source-based capital tax rates. The ability of firms to
reallocate taxable income and to earn pure profits from intangibles gives countries
incentives to select corporate tax rates just below those prevailing elsewhere, since
doing so increases the tax base both by attracting firms earning larger pure profits and
by encouraging firms to report higher taxable incomes. If countries are symmetric,
the only resulting equilibrium is one in which all countries have zero source-based
corporate tax rates.

The pressure to reduce tax rates describes a form of tax competition that arises
due to fiscal externalities. When a country succeeds in increasing its tax base through
a cut in its tax rate, much of this increase in tax base occurs through a reduction
in the tax base elsewhere. While in theory foreign individual workers and investors
are indifferent at the margin to the resulting changes in investment patterns, foreign
governments are not, since their tax bases fall and with them their tax revenues. One
government’s action therefore imposes a fiscal externality on other governments. In
the presence of such externalities, the resulting equilibrium pattern of tax rates will
be too low from the perspective of the various governments. In particular, while each
government would be indifferent to a marginal increase in its tax rate starting from
the equilibrium values, other governments would benefit from the increase, leading to
a Pareto improvement®°. However, observed attempts at policy coordination through
bilateral tax treaties uniformly involve reductions rather than increases in tax rates,
suggesting that fiscal externalities somehow produce tax rates that are too high rather
than too low.

Modifications to the simple theory of international taxation may help to explain
the use of source-based taxes on capital income. One modification is to incorporate
the fact that capital once invested is commonly sunk. While ex ante a country may
not want to distort investment incentives through a source-based tax, ex post it would
want to seize past investments, a classic time consistency problem. This seizure is
particularly tempting when the owners are foreign, so that their own welfare is of
minimal policy concern. Given the time inconsistency, however, a government would
want to commit not to tax capital in the future, if possible, despite actually wanting
to seize assets currently. Other governments (of countries in which foreign investors
reside) also would want to see such a commitment. Both pressures are consistent with
binding bilateral tax treaty agreements to reduce tax rates.

A second modification, as in Huizinga (1992), is to posit that firms with unique
technologies or other intangible assets may be able to earn rents in a country only
by locating a subsidiary there. The host country then can impose tax obligations as

%0 See Razin and Sadka (1991b) for further discussion.
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up to the size of these rents without changing the firm’s location decision®'. This
tax discourages investment in R&D, but the resulting costs are shared worldwide.
Equilibrium tax rates are therefore too high relative to those that would arise if
countries could coordinate their policies. When firms have market power, as well as
pure profits, additional complications arise in any model of optimal taxes, even in a
closed economy %2

A third modification, explored in Gordon and MacKie-Mason (1995), concerns the
implications of possible income shifting between the domestic personal and corporate
tax bases. While a source-based corporate tax encourages firms to reallocate taxable
profits abroad, it discourages employees from shifting their personal incomes into the
corporate tax base. If there were no tax on repatriated profits, then it would be possible
to avoid taxes even on labor income. While there is no incentive per se in this model to
tax foreign investors in the domestic economy, such taxes may still be needed to deter
residents from disguising themselves as foreign investors. This generates an efficiency
gain from using information sharing to detect foreign-source income rather than relying
on taxes on “foreign” investors, consistent with the provisions of many tax treaties.

A final modification, suggested by the empirical findings of Feldstein and Horioka
(1980) and the home bias literature and explored for example in Gordon and Varian
(1989) and Gordon and Gaspar (2001), is to posit that capital investments are not
so easily mobile across countries, due for example to risk diversification or hedging
reasons. If capital investments are less than perfectly mobile, then countries may
find some taxation of capital investments to be attractive. Gordon and Gaspar argue,
however, that this scenario provides only weak theoretical support for significant capital
taxation by optimizing governments.

7. Conclusion

Economies are rapidly becoming more open, not only to trade in goods and services,
but also to capital flows and even to labor migration. This paper considers the effect of
taxation on international business activity, and the implications of open borders for the
taxation of capital income. There is considerable evidence that international taxation
influences the volume and location of foreign direct investment, and is responsible for
a wide range of tax avoidance. The observed responsiveness of international economic
activity to its taxation carries direct implications for the formation of international tax
policy and indirect, but no less important, implications for the formation of domestic
tax policy. Indeed, given the extent to which international considerations influence

91 Since the country has no incentive to discourage local capital investment, it prefers to impose a
cash-flow tax.

92 See Devereux and Hubbard (2000) for a recent attempt to extend such results to an open economy
setting.
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domestic tax choices, it is not clear whether countries are any longer able to pursue
purely domestic tax policies.

Any analysis of capital taxation in an open economy that seeks to be consistent
with observed behavior and actual tax policies must consider the implications of tax
avoidance, and should recognize the potential importance of investment driven by
firm-specific intangible assets. Even these added complications do not explain certain
aspects of individual behavior, such as “home bias” in financial portfolios, and are
insufficient to rationalize easily the current tax treatment of capital income. Since
international considerations were afterthoughts in the design of most countries’ tax
systems, it may be that policies around the world have yet to catch up with events.
There is a bright future for research on international taxation, not only because there
are many unanswered questions and a worldwide laboratory to use in answering them,
but also because the formulation of domestic as well as international tax policy turns
on the answers.
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Abstract

I discuss recent contributions to the theory of group formation and the provision of
Jjointly consumed public goods and services. I highlight the distinction between models
of pure group formation, and models where the formation of groups and the sharing
of public goods are constrained by a division of geographic space into jurisdictions.
Much of the literature concerns the distortions that arise when price systems or tax
systems are constrained, for example, to serve the dual roles of redistributing income
and funding public services. I also highlight the distortions that can arise from arbitrary
divisions of space, and review recent contributions that emphasize the distortions that
arise when there are both public and private providers of services. My focus is mainly
on equilibrium concepts and policy instruments.
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1. Introduction

Local public economics is a large subject, which warrants more than one review. In
this review, I discuss theories of group formation, financing of local public goods,
incentives to provide them efficiently, the role of geography in constraining the
formation of groups, and the distortions that arise when shared services are provided by
both public and private providers. I try to concentrate on how the subject has developed
since reviews in previous Handbooks. The expository technique is to illuminate ideas
through examples, which will hopefully be useful for introductory courses. Many
important topics are left out, such as empirical findings and fiscal federalism.

Theories of group formation have bifurcated into “club theory”, which concerns
nonspatial group formation, and “local public goods”, which blends group formation
with geography and sometimes with voting mechanisms. I begin in Section 2 with
club theory because it is a simpler economic context, and creates a benchmark against
which to measure the complexities introduced by geography and restrictions on pricing
created by public policy concerns. In all of what follows, I try to emphasize the
complexities introduced by heterogeneity, since previous surveys have mostly assumed
that agents are alike.

Section 3 addresses what is perhaps the most studied equilibrium concept for
local public goods, namely, free mobility with majority voting on local public goods.
Section 4 focuses on funding and the fact that consumption of local public goods
is coupled with the consumption of space. In fact, space can be coupled with
the consumption of many different local public goods, and also with employment
opportunities. This bundling creates enormous complexity.

Section 5 describes some new ideas regarding the interaction of private and public
institutions for providing public goods, and Section 6 concludes with some “orphan”
ideas that do not fit easily elsewhere.

The later Sections 3—6 are probably the most useful ones in pointing graduate
students to open questions.

2. Club economies

Club models are models of group formation. Because clubs are not identified
with geographic space or with occupancy of land, they are hard to interpret as
“jurisdictions”. My own view is that club theory is a branch of general equilibrium
theory more than a branch of public finance, although traditionally treated there. Shared
goods such as schools and libraries easily fit the club model. The thrust of club theory
is that the competitive market will function efficiently to provide club goods, so there
is no reason that such goods should be publicly provided at all. I return to this issue
below.

The basic notion of club economies is that agents form groups to confer externalities
on each other. The main source of these externalities in the original Buchanan (19635)
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paper are public services. Buchanan assumes that agents band together to share the cost
of (excludable) public goods. Optimal sharing groups are bounded in size because of a
second externality, crowding. While a large membership reduces the per capita cost of
the public services, large membership also increases crowding costs. Tiebout (1956)
assumes that optimal sharing groups are bounded in size due to the cost structure
of producing the public services. Modern theories incorporate both aspects. The key
premise is that for sufficiently large groups, the crowding costs or increased cost of
provision dominate the benefits of sharing the costs of public services. Consequently,
large groups cannot improve on what is achievable by small groups in providing public
services, and this is why the models have been interpreted as models of “local” public
goods.

Club models have been analyzed according to various equilibrium concepts, each of
which has some resemblance to the “real world”. Since equilibrium concepts govern
allocative outcomes, I begin by describing some important equilibrium concepts,
using the Buchanan model. The Buchanan model assumes “anonymous” crowding,
which means that the number of members of a club matters for the externalities they
confer, but not the members’ characteristics. After discussing the equilibrium concepts,
I explain how Buchanan’s ideas have been modified to include the notion that agents
with different characteristics confer different externalities, and how complementarities
between private goods and club goods affect the conclusions about optimal group
formation.

2.1. Equilibrium concepts

Following Buchanan (1965), assume that everyone is alike, with utility represented by
U(x,n,v), where x € . is the amount of a single private good consumed, » is the
size of the sharing group, and y € I represents the public services in the club. Letting
¢(n, y) € R, represent the cost of the public services and w the per-capita endowment
of the private good, the per-capita utility available in a club of size » is

u(n)zrynéi)r(U(w—c(r:Y),n,Y>- e8]

Let the maximizer on the right-hand side be y*(n). The basic assumption of club theory
is that the maximizer of u(n), say n*, is finite.

The main equilibrium concepts that have been applied to this model are the
core, competitive equilibrium, Nash equilibrium and free mobility equilibrium. The
“definitions” given here are very informal, hopefully without causing confusion. For
the complete treatments, the reader should consult the original texts.

The core: In this equilibrium notion, which was introduced to the study of club
economies by Pauly (1967, 1970a,b), agents act cooperatively to maximize their utility.
An allocation is in the “core” of a club economy if no group of agents can make
themselves better off using only their own endowments. Provided the economy is larger
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than »n*, an allocation in the core must have the equal-treatment property: all agents
must receive the same utility, namely, v(n*), since otherwise a low-utility agent could
bribe members of a club to let him replace a high-utility agent. Letting N represent
the number of agents in the economy, clubs of type (¥, #) can only be part of a core
allocation if it holds that

U <w— <. v) Y),n, y> <U (w— C(n;: Y),ﬁ, ?) = u(R)
n
for all (n,y) such that y € I',n < N.

@)

Pauly’s main observations were that club allocations in the core are efficient, but
that the core is typically empty. Club formation will be unstable in the sense that
some group of agents will typically have an incentive to form a new group. In this
simple case, the agents who are in a group smaller than n* can “bribe” some of the
other agents to join them, in order to form a group of size n*.

One might hope that stability would be restored if group formation is slightly costly.
At least two notions of “approximate” core have been used to address this question.
The weak-£ core, due to Shapley and Shubik (1966), is a notion of stability under
which no group of agents has an incentive to defect into a new group if they must
pay € per member to do so. The fat-£ core, due to Anderson (1985), is a similar
notion under which a defecting group must pay £ times the number of agents in the
economy rather than in the group. Under certain restrictive conditions, the weak-£
core has been shown to be nonempty in large games [e.g., Wooders (1980, 1988)].
A (somewhat incomplete) intuition is as follows. In a large economy, most agents can
be accommodated in optimal groups, but there will be a few leftovers. In the example
above, then regardless of how large the economy is, there are fewer than n* agents who
cannot be accommodated in optimal groups. The agents in optimal groups can be taxed
in order to compensate the leftovers, in order to equalize utilities. If the economy is
large, the burden on each member of an optimal group will be small, and the equalized
utilities will be close to the maximum that is achievable in optimal groups. Further,
if there is a small cost of forming a new group, this situation may be stable. There is
only a small benefit to forming a new group, and there is a cost of doing so. It the
cost is greater than the benefit, the allocation of agents to groups is stable.

However, the argument depends on restrictive conditions. For one thing, the
argument is mainly for economies with “types” of agents. Second, restrictive conditions
on preferences are required in order to ensure the compensations can be made. One
condition that has been used is that utility is “transferable”. Another is Mas-Colell’s
(1975, 1980) assumption that private goods are “essential”, which has been used in
many economic contexts with indivisible choices. It is a very strong assumption!. For
more general economies, such transfers may be impossible, and the weak-¢ core can be

! The assumption has many names. For a discussion of what it means and how it has been named, see
Gilles and Scotchmer (1997, p. 365).
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empty for small £, no matter how large the economy; see Example 5.2 of Ellickson,
Grodal, Scotchmer and Zame (EGSZ, 2001). In light of the example, EGSZ show
nonemptiness of the Anderson fat-£ core instead of the weak-¢ core. Their Theorem 4.3
on nonemptiness of approximate cores in large economies gets away from the notion
that agents’ preferences are drawn from a finite set of “types”, and avoids the restrictive
assumptions on preferences listed here.

I do not focus on notions of approximate stability because they have not been
imported to models where consumption of “local public goods” is tied to geography.
They are models of pure group formation, and they are related to a larger literature on
nonemptiness of the core in large games and economies, which I do not review here.

Competitive equilibrium: A second strand of inquiry is whether memberships in
clubs can be thought of as commodities like any other privately traded commodities,
and whether an allocation can be thought of as governed by prices. Unlike, say, Lindahl
equilibrium, it is not public goods per se that are bought and sold in the market, but
rather memberships in groups. The groups in which memberships are sold can commit
to certain public services, and possibly to a certain profile of other members. The tricky
issue is how to define the commodity space and price system. Key features of a price-
taking equilibrium are that (i) the commodity space is defined independently of the
set of agents, (ii) the price system is complete with respect to the set of commodities,
(iii) prices are anonymous, and (iv) agents optimize with respect to the price system,
but not by observing other agents’ preferences or endowments?. Of course, the idea
of a price-taking equilibrium is rather far afield from the way local public economies
operate, and this is why I consider club theory to be a motivator for the subject of
local public economics, but not the subject itself>.

For the Buchanan economy, the commodity space would be memberships in
clubs of all types (y,n) € I x Z, and the membership prices would be

> The competitive conjecture has a very long history for club economies, although not initially

formulated as here. These features were introduced to club economies by Scotchmer and Wooders
(1987a; see also 1987b), and clubs are fully integrated into general equilibrium by Ellickson, Grodal,
Scotchmer and Zame (EGSZ) (1999a,b, 2001), e.g., getting away from the restrictive notion that there
are “types” of preferences. Previous notions of equilibrium lack at least some of the listed features,
and many use notions related to “utility-taking”, where decision makers are assumed to observe aspects
of agents’ indifferent maps instead of a price system. Previous contributors to the competitive model
include Stiglitz (1977), Boadway (1982), Berglas (1976a.b, 1984), Bewley (1981), Brueckner and Lee
(1989, 1991), Wooders (1978, 1981, 1980, 1989), Berglas and Pines (1981), Brueckner (1994), Scotchmer
(1997) and Conley and Wooders (1997). As in Scotchmer and Wooders (1987a), some of the later papers
emphasize the need for anonymous prices. Ellickson (1979) described a true competitive equilibrium,
although not in a model with externalities among club members. There is also a long history of club
models with Lindahl prices [recently, Conley and Wooders (1998) and Wooders (1997)], but since I view
Lindahl prices as unconvincing, I do not discuss them.

3 The club model has many other applications. For example, a firm or academic department is a group
that is governed by prices. For most such applications, the model below with heterogeneous crowding
is apt. See Ellickson, Grodal, Scotchmer and Zame (1999b) for how clubs can be interpreted as firm
formation, school formation, etc.
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{q(y,n) € R: (y,n) € I' x Z.}. A formal definition of competitive equilibrium,
extending to a much broader class of club economies, can be found in Ellickson,
Grodal, Scotchmer and Zame (1999a). The main requirements, in addition to
feasibility, are that (i) every potential club makes nonnegative profit, and clubs in
equilibrium make zero profit, and (ii) no agent can improve his utility by joining a
different combination of clubs.

To illustrate this idea in the Buchanan context, assume for simplicity that all
clubs in equilibrium are of the same type, say (y*,n*), as will be true if there are
unique maximizers of Equation (1). The equilibrium conditions require that for all
(v,n)eI' xZ,

nq(y,n) —c(y,n) < 0 with strict equality for (y*,n")
U (W - q(}’, n)! n, Y) <U (W - q(}’*, n*)7 n*i Y*) -

It follows that Equation (2) holds, so that if an equilibrium allocation exists, it is
in the core. In fact something stronger is true: provided the economy is larger than
n*, every allocation in the core is a competitive equilibrium. In this sense, the small-
groups assumption that n* is finite seems to lead to the conclusion of core/competitive
equivalence. Cooperative and competitive behavior lead to the same outcome, at least
when there is only one private good. (But see Example 4 below.)

Because of core/competitive equivalence, the existence problem that Pauly identified
for the core carries over to competitive equilibrium. If the population is not an integer
multiple of n*, competitive equilibrium does not exist, and the core is empty. Ellickson,
Grodal, Scotchmer and Zame (1999a) solve this problem by assuming that there is a
continuum of agents.

Nash equilibrium: A consequence of the fact that the economy is finite is that clubs
will not be perfectly competitive. As in industrial organization, one can study profit-
motivated club formation in an oligopoly rather than assuming perfect competition.
Suppose, for example, that the firms’ strategies are the public services provided by the
club and the membership price, namely, (v, ¢g). In Nash equilibrium, services will be
provided efficiently within each club (since that enhances the value of memberships,
which can be extracted through price), and the price will determine the number of
members. By analogy with Bertrand competition in markets for private goods, one
might have thought that price competition would lead to competitive prices. However
there is an important difference, namely, that the club’s quality is endogenous to the
price. Lowering the price degrades quality by attracting more members and adding to
congestion. As a consequence, a club does not get the whole market even if it has the
lowest price and the most attractive services. In fact, equilibrium prices will typically
be higher than the competitive price, although they converge to the competitive price
(in a two-stage game of entry) in large populations [Scotchmer (1985a,b)].

The nature of Nash Equilibrium depends on what the strategies are, and also on the
objective function. The economic question behind choice of strategies is “What does
the jurisdiction manager think the other jurisdictions will hold fixed when his own
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policy changes?” In club economies it might be natural to take as fixed the prices and
services offered in other clubs, as above, and to assume that the manager maximizes
profits. But in local public goods economies, both the strategies and objective function
are less obvious. For institutional reasons, budgets within local jurisdictions might have
to be balanced, so the objective could not be to maximize profit. With a balanced
budget, migration to or from a jurisdiction due to another jurisdiction’s change in
policies will necessitate a change in either taxes or expenditures. In that case, the
Nash equilibrium will depend on which of those two variables, taxes or expenditures,
is thought to be held constant when a single jurisdiction changes its policies. Such
issues are explored by Wildasin (1988)*.

Free mobility equilibrium: Tiebout (1956) conjectured that if agents can “vote with
their feet”, they will find the jurisdictions that best satisfy their tastes, and that this
should be a strong force toward efficiency. The idea of free mobility lies at the heart of
a large literature, and I devote the next section to it. The basic notion is that a partition
of agents into jurisdictions is stable if no agent wants to move. Any agent has a right
to move to any existing jurisdiction. Freedom to migrate is constitutionally guaranteed
in many Western democracies, and that is why the equilibrium concept is of interest.

The free-mobility notion does not permit the kind of coordinated deviations that
motivate the “core” concept, and it does not permit an entrepreneur to assemble a new
jurisdiction simply by announcing the type of club he will provide (public services
and memberships), and then admitting members according to the price system, as
the competitive concept does. The options for creating a new type of jurisdiction
are correspondingly limited, with consequences that can be seen by applying the free
mobility notion to Buchanan clubs>.

In general, a definition of a free mobility equilibrium must include a rule that
establishes how the public services will be decided in each jurisdiction. However, in
the simple Buchanan model, all agents are alike, and will agree on the best provision
of public services once the jurisdiction is formed. Assume, therefore, that for each n,
a group of size n will choose the efficient public services y(n), and will fund them
with equal cost shares.

Suppose that the per-capita utility function v is strictly quasiconcave and single
peaked, so that there is a unique utility-maximizing size n”, and suppose that there
are more agents than 2n”. [ argue that jurisdictions will typically be larger than the
efficient size n* even if an unlimited number of jurisdictions are possible, and may
be arbitrarily large. This is in contrast to what happens under the other equilibrium
concepts discussed above.

4 Other variants on Nash equilibrium have been studied as well. For example, Barham, Boadway,
Marchand and Pestieau (1997) show that noncontractual contributions of effort in producing a club
good will be suboptimal. To mitigate this problem, club sizes in equilibrium will also be suboptimal
relative to the case that effort levels are contractual. See also Cremer, Marchand and Pestieau (1997),
Konishi, LeBreton and Weber (1997), and Boadway, Pesticau and Wildasin (1989).

3> The following discussion follows Jehiel and Scotchmer (1993).
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We can characterize the free mobility equilibrium by the numbers of members in
different jurisdictions, say n;,n;, ... By free mobility, it cannot be the case for any
two jurisdictions i/, that uv(n;) < v(n; + 1), since a member of jurisdiction j would
move to i. Thus, no two jurisdictions ,j can satisfy n; < n; < n*. If two jurisdictions
are both smaller than the utility-maximizing size, then a migrant from the smaller
jurisdiction to the larger one can improve both his own utility and that of the other
members. Thus, at most one jurisdiction can be smaller than the utility-maximizing
size n*. Further, if for any 2 > n* it is possible to partition the agents so that each
group is of size # or 7+ 1, then the partition is a free-mobility equilibrium. Thus, free
mobility often leads to jurisdictions that are larger than efficient. This is in contrast to
the core or competitive equilibrium, which have the property that, if equilibrium exists,
it is efficient. The difference arises from the fact that, in free mobility equilibrium, only
unilateral actions are permitted. There is no opportunity, either explicitly as in the core,
or implicitly as in competitive equilibrium, for a group of agents to make a coordinated
decision to reassemble in an efficient size group.

Randomized memberships: Cole and Prescott (1997) have proposed an equilibrium
concept in which agents are allowed to randomize on club memberships. Since they
emphasize heterogeneous crowding, and since it is hard to illustrate the concept in the
Buchanan model, the concept is illustrated in the next subsection.

2.2. Heterogeneous crowding

Anonymous crowding means that members of a club care how many other members
there are, but do not care about the members’ characteristics. However, in most group

situations, participants impose different externalities according to characteristics such

as productive skills, niceness, whether they smoke, and how educated they are®.

An important example arises in schools, discussed below, where there may be peer
effects. A student’s behavior, abilities or resources can all confer externalities on other
students.

The competitive theory described above for club economies with anonymous
crowding extends to club economies with heterogeneous crowding, but heterogeneity
compounds the problems of existence. In the model with anonymous crowding, an

¢ Heterogeneous crowding was introduced to the club model by Berglas (1976b). Other contributors
include Stiglitz (1983), Scotchmer and Wooders (1987b), Brueckner and Lee (1989), Wooders (1989),
McGuire (1991), Brueckner (1994), Epple and Romano (1996a,b,c), Engl and Scotchmer (1996), Gilles
and Scotchmer (1997), Oates and Schwab (1991), Scotchmer (1997), Cole and Prescott (1997), Conley
and Wooders (1997, 2001) and Ellickson, Grodal, Scotchmer and Zame (1999a,b, 2001). Except for the
latter, these models are still restricted to “types” of preferences. Benabou (1993) introduces the idea
that agents invest in their external characteristics, which then earn a market return. See also Ellickson,
Grodal, Scotchmer and Zame (1999b), who show that clubs can be interpreted as firms and schools, and
show how skills acquisition interacts with the set of club (firm) technologies that are available. Helsley
and Strange (2000b) introduce the notion that externalities are generated by the agents’ actions, which
are chosen rather than endowed.
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existence problem arises because of scale effects. The population size might not be a
multiple of the optimal “small group”. Example | shows that, when it is efficient to
group agents with different external characteristics, the existence problem has another
dimension. Even if there are no scale effects defining the optimal size of a group, it
might be impossible to match people in groups with the most preferred combinations
of characteristics.

Example 1. The existence problem with heterogeneous crowding: Suppose the
population has equal numbers of two types of agents, type-G and type-B. Suppose that
each agent must belong to exactly one club, and preferences are described by Ug(b, x),
Ug(b,x), where x is consumption of private good, and 4 is the ratio of type-B to type-G
in the club:

Ug(2,x)=x+1,
Ug(b,x) =x ifb =2,
UG(%,X) =x+ 11

Ug(h,x)=x ifb = %

Thus, type-B agents prefer a club with a preponderance (ratio 2 to 1) of type-B agents,
and type-G prefers a preponderance (ratio 2 to 1) of type-G agents.

The example is designed without scale effects. Unlike the existence problem
illustrated above for anonymous crowding, utility is not affected by the size of the
club, but only by the composition of its membership, the ratio of type-B to type-G. The
problem with existence will not arise because of crowding costs and the requirement
that each club be a particular optimal size, but because the agents’ preferences on
composition cannot be accommodated with the relative numbers of people in the
population.

Since utilities are quasi-linear, an efficient (or competitive) allocation maximizes
total utility. This is accomplished by putting half the people in clubs with composi-
tion b = 2 (such clubs include 2/3 of the type-B people and 1/3 of the type-G people)
and by putting the other half in clubs with composition b = % (such clubs include 1/3
of the type-B people and 2/3 of the type-G people). Thus, % of the people are in their
most preferred clubs.

Equilibrium will not exist unless it is possible to put all the people in the two
optimal types of clubs in these proportions. This is where the existence problem lies.
If, for example, there are 5 people of each type, it will not be possible to partition the
population into clubs of the two types, since 2/3 of 5 is not an integer. Notice that if
the population were a continuum instead of finite, the existence problem is overcome.
The total “number” of type-B people in clubs with composition 5 = 2 would be, for
example, ‘3—0. a

Because of both the integer problem and the problem of accommodating a finite
group of agents consistently in “optimal” clubs, the core will typically be empty in
any finite club economy, and competitive equilibrium will not exist.
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As mentioned above, the idea that club memberships should be treated like other
commodities in general equilibrium has a long history. However, club formation could
not be integrated into general equilibrium theory until it was understood how to solve
the problem of ensuring that agents’ choices as to memberships were “consistent”
with each other. That problem was solved by Ellickson, Grodal, Scotchmer and Zame
(19992, 2001). There is a finite set €2 of possible external characteristics (such as
helpfulness, intelligence, skills), and an agent a is endowed with characteristics w, € Q
as well as private goods. Each possible club type specifies the numbers of members
with the different characteristics, which is modeled as a vector 5z, as well as (possibly)
a costly activity or shared facility, which is modeled as a choice y from an abstract
set I'. The consistency problem is to ensure that, whenever some agent wants to belong
to a particular clubtype, there are other agents wanting to fill the other places in that
club type. Ellickson, Grodal, Scotchmer and Zame (1999a) solve this problem with
a continuum of agents. They show that equilibrium exists, is efficient, and, in fact,
coincides with the core.

The existence problem still arises with a finite number of agents, as in the above
example. In fact, the problem is much deeper than illustrated in the example. In the
example, it is clear at the outset what the optimal or “chosen” club types will be.
In general, there will be a large set of possible club types, and the ones that are
chosen in equilibrium will depend on endowments of private goods and on agents’
preferences, which will typically be different for all agents. Nevertheless, Ellickson,
Grodal, Scotchmer and Zame (2001) show that in a large, finite club economy, the
fat-£ core is nonempty (see above); and the core can “almost” be decentralized as
an equilibrium. Ellickson, Grodal, Scotchmer and Zame (1999b) show how these
papers can very simply be extended so that membership characteristics can be chosen
instead of endowed, which makes it natural to interpret characteristics as skills, as in
Benabou (1993), and to interpret the club model as a model of firm formation or school
formation. The Ellickson, Grodal, Scotchmer and Zame (EGSZ) papers are more in
the spirit of general equilibrium theory than previous models of clubs, in that they
avoid the assumption that agents’ preferences are drawn from a finite set of “types™.
In addition, they permit memberships in several clubs simultaneously ’.

Following the main premise of club theory, the competitive foundation of the
EGSZ model is that clubs are small. The expression of this assumption is that there
is an exogenously given set of “club types”, each one defined by its public services
and the external characteristics of its members, all bounded in size®. The membership

7 This seemingly small change necessitates a revision of analytical techniques. The decentralization
arguments of previous authors, e.g., Gilles and Scotchmer (1997), used a two-part construction of prices.
After constructing the private goods prices, membership prices were constructed as willingness-to-pay.
This technique does not extend in any obvious way to multiple memberships.

# For Buchanan clubs, the efficiency of small groups arises as a consequence of congestion. Club
papers with heterogeneous crowding tend to make the assumption more primitive, e.g., Scotchmer and
Wooders (1987b) and Conley and Wooders (1997) restrict attention to clubs that are bounded in size.
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prices have the form q(w, (o1, ¥)), where w is the member’s external characteristic,
and (7, y) specifies the type of club. Such prices make sure that, in choosing their
club memberships, agents account for the externalities they impose. Externalities
can be positive or negative, and hence the admissions prices can be positive or
negative, although some must be positive if there are resource costs to providing
the public services within the club. Nevertheless, agents with very attractive external
characteristics might be paid to join clubs. If prices could not depend on the external
characteristics, equilibrium might not exist. This is illustrated in the next example.

Example 2. Necessity of externality pricing: Consider an economy with equal numbers
of (B)ad students and (G)ood students. There is one private good, of which each student
has 2 units endowment. A school has two students, and costs 2 units of the private good
to run. All schools have two students, so a school can be GG, BG or BB. Preferences
are described by

ug(x;BB) = 4+x ug(x; BG) = 7+x
ug(x;GG) = 6 +x u(x;BG) = 4+x

The preferences reflect the fact that students receive positive externalities from good
students. The externalities can be thought of as supplements to future income. The
efficient allocation is for good students and bad students to share schools, in order to
create these externalities. Write g(w, BB), g(w, GG), g(w, BG) for the tuition prices
paid by students with external characteristics @ = B, G. A type-B consumer cannot
join a type-GG club and vice versa.

At equilibrium, tuition must cover the cost of 2, hence q(B, BB) = ¢(G,GG) = 1.
At these prices, bad students can obtain utility 2 — q(B,BB) + 4 = 5 by
choosing a homogeneous school with two bad students, and utility 2 — g(B, BG) + 7
by choosing a mixed school with a good student. A good student can obtain
utility 2 — ¢(G,GG) + 6 = 7 by choosing a homogeneous school with two good
students, and utility 2 — ¢(G,BG) + 4 by choosing a mixed school with a bad
student. In order that both students will prefer the mixed school, prices must satisfy
5 < 9—4q(B,BG) and 7 < 6 - q(G, BG). The price for good students must be negative,
q(G,BG) < -1, in order to induce them to share a school with bad students. However,
it is in the interest of the bad students to subsidize them, since the positive externalities
they receive outweigh the subsidy. The bad students will pay a price g(B, BG) < 4, part
of which will cover the resource cost of the school, and part of which will be a payment
to good students. If the prices for good and bad students cannot differ, no equilibrium
exists. Members of the mixed school would have to pay q(B, BG) = q(G,BG) = 1,
the same prices as for homogeneous clubs. But then bad students prefer the mixed
school BG, while good students prefer a homogeneous school GG. B

Brueckner and Lee (1989) assume that only the relative numbers matter, and not the size. Ellickson,
Grodal, Scotchmer and Zame assume that there is an exogenously given set of possible clubtypes. Since
the set is finite, clubs are automatically bounded in size.
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Cole and Prescott (1997) have criticized the above equilibrium concept as being
inefficient. They point out that, in general, an equilibrium where agents randomize
on memberships can increase expected utility. The following example illustrates their
point, but of course it only applies if the utility function can be interpreted as a von

Neumann—Morgenstern utility function®.

Example 3. Randomized memberships: Suppose that there are two types of agents,
G and B. There are twice as many B agents as G agents. There is only one type of
club, consisting of one agent of each type. Type-G agents only care about private
good consumption, but type-B agents receive more utility from their private good
consumption when in a club. In particular, the utility of type-B is f(x) + 1 when in
a club, where x is the consumption of private good, and f(x) when not in a club. The
function f* is concave.

Assume that all agents have an endowment w of the private good. An equilibrium
of the EGSZ type, with nonrandom memberships, has all the type-G agents matched
in clubs, and half the type-B agents. The price of a type-B membership must be the g
that solves f(w —gq)+ 1 = f(w) in order that the excluded type-B agents are indifferent
between membership and not. Since the club makes zero profit, type-G agents receive
a subsidy of ¢ from the type-B agents. That is, type-G agents pay a negative price of
g. In this equilibrium type-G agents receive utility w + g and type-B agents receive
utility f(w).

Now suppose instead that each type-B agent pays g/2 to flip a coin to establish
whether he joins a club. Then type-G agents are equally well off (they still receive
the subsidy of g), and type-B agents are better off ex ante because they receive
expected utility f(w — g/2) + 1/2, which (using concavity of f) is greater than
(172)f(w) + (1/2) f(w — g) + 1/2 = f(w). Thus, randomization increases the expected
utility of type-B agents ex ante, although they receive different utility ex post,
depending on whether they receive club membership. B

A limitation of the equilibrium concepts described above is that the externalities
created by a club member do not depend on intensity of use. Variable use is discussed
in Berglas (1981), Scotchmer (1985b) and Scotchmer and Wooders (1987a) for the
case of anonymous crowding. (Also see Example 10 below on p. 2028.)

2.3. Trade in private goods

The sufficiency of small groups for providing utility is the basis for a competitive
theory of club formation in both the Buchanan model and its extensions to

% Randomization does not solve the existence problem in finite club economies, but is purely a tool
to increase expected utility. In the full model, the consumer must randomize on the entire consumption
bundle, including private goods and club memberships. Cole and Prescott (1997) point out that an
equivalent randomization on wealth would work, but the particular randomization depends on the prices
of private goods, so the randomization on wealth presupposes the later equilibrium on clubs and private
goods.
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heterogeneous crowding. However, the competitive theory of clubs has more in
common with general equilibrium theory than is apparent from the above discussion.
In particular, if private goods are traded by agents in different clubs, the equivalence
between the core and competitive outcomes, as exposited above for Buchanan clubs, no
longer holds in finite economies. This is because clubs are no longer self-contained,
isolated units in the economy. Clubs are linked to other clubs through trade. Such
linkage has an interesting implication. If club memberships have an impact on demand
for private goods, then club formation can change the terms of trade in the economy.
In fact, club membership can create gains to trade that otherwise would not exist, thus
improving utility opportunities, and that can be a motivation for club formation.

The latter point is illustrated by Example 4. All agents are assumed to be alike, as
in a Buchanan economy, but there are two private goods. If all agents belonged to the
same type of club, as in a Buchanan economy, there would be no opportunity for trade.
In the example, however, the agents’ demands for private goods depend on their club
memberships. In order to profit from trade, they form clubs that alter their demands for
private goods. Even though the example has the club feature that only small groups are
efficient (in fact all clubs are size | or 2), the core/competitive equivalence exposited
above for the case of a single private good no longer holds.

Example 4. How trade in private goods matters: Suppose there are no public goods,
that each agent is endowed with one unit of each of two private goods, and club
membership affects the demands for private goods as follows.

Ulx,n)=x +x3 ifn=2,
Ux,n)=V2x +ix, if n=1,
U(x,n)=0 ifn>2.

If the economy only has two people, then it is optimal to put them in a club of size 2.
However, if the economy is replicated so that there are 4 people, then, surprisingly, it is
not optimal to replicate the size-2 club. Instead, it is optimal to have one club of size 2
and two singleton clubs, with the private goods shared among the clubs and consumed
efficiently. In fact, the maximum per-capita utility is achieved when the proportion of
agents in groups of size 2 is £* = ﬁi Only members of size-2 groups consume
good 2 (since their marginal rate of substitution favors good 2), and only singletons
consume good 1. The proportion £* is chosen to ensure that there is exactly enough
endowment of each type of good so that the agents can specialize in consumption
while utility is equalized.

But this is the source of the existence problem. Even though the core is nonempty
for every finite economy, competitive equilibrium does not exist except at the scale
of the economy that maximizes per capita utility. [For the argument, see Gilles and
Scotchmer (1997), where this example appears.] Since £* is an irrational number, there
is no finite economy that will permit a proportion &™ to be in groups of size 2, and
hence competitive equilibrium does not exist for any finite economy. This shows that
core/competitive equivalence fails for every finite economy.
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To make the nonexistence of competitive equilibrium more concrete, suppose there
are 10 agents. Per-capita utility is maximized with a proportion .4 people in groups of
size 2 (2 groups). But .4 is slightly less than &£*, and utility must be equalized by letting
the singletons consume some x, as well as x,. The price ratio must be the marginal
rate of substitution of singleton agents, namely, p&; = T\/f% Such an allocation cannot
be a competitive equilibrium, since the agents in singleton clubs are spending more

than the value of their endowment. Il

The fundamental premise of club theory, as described above, is that, if an allocation
can be blocked, then it can be blocked by a group that is small !°. Thus, all economic
power is possessed by small groups. According to the above example, this idea is not
preserved exactly when private goods are traded among members of different clubs.
However, an approximate version of small-group effectiveness has long been known
for private goods exchange economies, and could possibly be extended to general club
economics. See Schmeidler (1972) and Grodal (1972) for continuum economies and
Mas-Colell (1979) for large finite economies.

Following the intuition that club economies and exchange economies are not
fundamentally different, Ellickson, Grodal, Scotchmer and Zame (2001) show a type
of core/competitive equivalence for large finite club economies. Their interpretation is
that large club economies are competitive because agents with the same characteristics
are substitutes for each other in forming clubs, and since each agent belongs to a
bounded number of clubs, no agent has more than a negligible impact on the economy.
This is an application of Ostroy’s (1980) requirement for perfect competition, namely,
that no agent in the economy has more than a negligible impact on the utilities of
others.

3. Free mobility equilibrium

The free-mobility notion is that there are no restrictions on migration, provided the
migrant is willing to abide by the rules of the jurisdiction where he lives. Local
services within jurisdictions are provided according to some pre-established rule,
usually majority voting. Free mobility and voting outcomes are of interest because
they seem to mimic social institutions, at least in Western democracies. However, they
lead to inefficiencies and problems of existence. In this section I summarize some
basic ideas about majority voting and redistribution in free-mobility models. Many of

10 This idea lies at the heart of the papers on clubs in economies with single private goods, in particular,
Buchanan (1965), Pauly (1970a,b), Stiglitz (1977), Wooders (1978, 1981, 1980), Boadway (1982),
Berglas and Pines (1981), Scotchmer and Wooders (1987a,b) and Conley and Wooders (1997). It has
been given many different names, for example, “optimal groups”, “bounded groups”, “efficient scale”,
and some that are defined for special cases like games with transferable utility [e.g., “effective small

groups”, Wooders (1992)].
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the interesting applications concern parallel provision of services by public and private

entities, which are discussed in Section 5 below.

Most models of free mobility equilibrium differ from the price-taking equilibrium
of club economies in several important ways:

e There are implicit restrictions on side payments or “prices”, which are given by the
cost-sharing rule within the jurisdiction, usually established by majority-voting.

e Immigration to a jurisdiction (and entitlement to its local public services) may
require occupancy of land, which might be scarce. The rental price on land is then
an implicit price of residency, along with taxes.

e Consumers can only belong to one jurisdiction.

¢ Instead of choosing within an abstract set of jurisdiction types, which might or might
not exist, the agent is restricted to the jurisdictions that actually exist (or to no
jurisdiction at all).

The importance of the last point was illustrated by applying the free-mobility
idea to Buchanan clubs, where it led to groups of inefficient size. The inefficiency
arises because free mobility does not allow coordinated deviations by many agents
simultaneously.

In contrast to clubs, jurisdictions are typically defined geographically, so that their
number is fixed. Limited geographic space is a natural source of crowding. In contrast
to the club model, where crowding externalities occur because of direct interactions
among agents, or because a larger membership increases the cost of providing the
public good, crowding is caused in a geographic model by the scarcity of land, reflected
in its equilibrium price. Regardless of how attractive the jurisdiction’s policies are,
immigration can be limited by the high price of land.

The coupling of land consumption with the consumption of local public goods is the
subject of Section 4. 1n the models there, agents are also freely mobile, assuming they
are willing to pay the taxes imposed by jurisdictions. The focus is on efficiency. 1 ask
what objectives the local jurisdiction should pursue, and how the local public goods
should be funded, in order to ensure that local public goods are provided efficiently
and residential choices are also efficient. In contrast, most concepts of free mobility
equilibrium do not incorporate a local objective for a jurisdiction manager. Instead
they assume that local decisions are made by majority vote.

In the papers on free mobility with majority voting, the policy space is generally
collapsed to a single dimension, in order to avoid voting cycles. Example 5 follows
that technique. Since taxes and expenditures are both modeled by a tax rate (they are
linked by budget balance), it is hard to separate taxation for redistribution from taxation
to fund local public goods. Income taxes have a redistributive aspect. However, the
following example shows that both income taxes and local per-capita taxes will have
distortionary effects on location choices.

Example 5. Free mobility and redistribution: Suppose that each of two jurisdic-
tions, i = 1,2, has an area equal to 1. Let the agents be indexed by their incomes
y € [0,1], where y is uniformly distributed on the interval. We shall refer to each
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jurisdiction as a subset of the agents, Ji,J» C [0,1], where J; U J; = [0,1].
Each resident occupies space in amount 1/N; in jurisdiction i, where N; is the
number of residents. We will assume that agents differ only by their endowment of
income, and that their willingness to pay for public services increases with income
(or private goods consumption). The utility function of an agent will be U, where
U¥(x,z,5) = x + b(z,y) + f(s). The variable x represents private goods consumption,
z represents the level of public services, and s represents the land he consumes. Private
goods endowment y is in the benefits function & to allow that the benefits for public
services z can increase with private goods consumption, or incomes. (I use y instead
of x to make the example simpler.)

Instead of using the utility function as given, we will write y(1 — #) + b(#;Y:,y) +
f(1/N;) for the utility that an agent with income y receives in a jurisdiction with tax
rate ¢;, and total income Y; = f B ydy. Then ¢;Y; represents the public services provided,
which is equal to the revenue collected.

First we consider the voting outcome, conditional on residency choices. A type-y
resident prefers the tax rate, say #(y), that satisfies (assuming that b is concave in its
first argument)

or
¥/ 3 —Niby (t;Y;,y) = 0, )

where b; is the partial derivative with respect to the first argument, namely, the
marginal willingness to pay for local public services, and j; is mean income in
jurisdiction i. If the marginal willingness to pay for public services bi(-) does not
change very much with income y, then the voter’s preferred tax rate #(y) will be
decreasing with y. The fact that a high-income voter pays a disproportionate share
of the cost will dominate the fact that he has higher willingness to pay for public
services than low-income voters.

Whether the preferred tax rate is increasing or decreasing with income, the median
voter’s preferred level of public services could be close to efficient. Because of the
uniform distribution of y in this example, the mean income and the median income
coincide. If the marginal willingness to pay for public services increases with income
at more or less a constant rate, then the average willingness to pay for a marginal
increase in public services, 1/(N;) fy cJ b(t;Y;, y)dy, will be close to the willingness
to pay of the median voter, b;(t;Y:,7;). Thus, the Samuelson condition for efficient
provision of public goods, which is 1 = fy e 21tiY:, ) dy, is “almost” satisfied by
Equation (3), evaluated for the median voter, .

Interestingly, when taxes are the same for all residents, say 71, 7, rather than pro rata
on income, ty,ty, the median voter will still choose public services close to the
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efficient level. In that case, the utility function for a resident of jurisdiction / is
—T; + b(T;N;, y) + f(1/N;). The residents’ preferred tax rates satisfy

— 1+ N;by (T,-N,-,_v) = Q. (5)

The preferred tax rate, say 7(y), increases with income, provided that the cross-
partial of b is positive. In this example, neither the income tax nor the per-capita
tax substantially distorts the provision of public services, at least conditional on the
allocation of residents to jurisdictions.

But although the two tax systems do not lead to substantial differences in the
provision of local services, the two tax systems lead to opposite distortions in how
the residents are divided. For purposes of showing this, I shall now assume that, under
each tax system, the median voter implements the efficient level of public services in
each jurisdiction, conditional on the division of agents between jurisdictions. We shall
refer to these efficient expenditures on public services as e(J/)) and e(J,).

For expository purposes, I shall focus on allocations in which the population is
divided such that J; = [0,3) and J; = [, 1], so that agents with lower demand for
public services are concentrated in jurisdiction 1, and agents with higher demand are
concentrated in jurisdiction 2.

[ first consider how a social planner would divide the population, and use the efficient
division as a benchmark for evaluating the equilibrium. Since utility is quasilinear, the
efficient partition would maximize total utility,

" 1
/ (y+b(e1)y)+f(1/Ny)) dy—E(J1)+/ (¥ +b(el2),y) + f(1/N2)) dy —e(S2).
0 ¥

Then the optimal expenditures e(J;), i = 1,2, satisfy the Samuelson condition,
[, bi(e(J;), ) dy = 1. The optimal dividing point  will satisfy

[b(e(J1),y) +f(1/N)] - [b(e()2), ) +/(1/ N2)]

— [/NDFU/ND) - [N /(L)) ©)
Equation (6) can be interpreted to say that the direct benefits to the marginal person
who moves from jurisdiction 1 to 2 must be balanced by the spatial congestion effects
he generates. He liberates space in jurisdiction 1 and squeezes the other residents in
jurisdiction 2.

Now consider the free mobility outcome. There could easily be multiple equilibria
in how the population is divided, and, depending on details of the functions b and
f, equilibrium might not exist at all. The prices of land in the two jurisdictions
will be f'(1/N;), i = 1,2, and the equilibrium lot sizes will be 1/N;. Accounting
for expenditures on land, the marginal residents utility in jurisdiction i is thus
(1 =) — (I/N)YS'(L/N)) + ble(V;), ) + f(1/N;). In order that the marginal resident
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has no incentive to move, he should receive the same utility in both jurisdictions,
accounting also for the difference in tax shares paid:

(t—t) y+ [b(e(),p)+f (1I/N) = (1/N) ' (1/N)]

~ [beh). ;) +£ (1/N;) = (1/N3) £/ (1/Np)] =O. @
Conditions (6) and (7) are the same except for the first term in Equation (7),
representing the difference in taxes.

Starting from an efficient aliocation, as described by Equation (6), consider whether
the marginal person has incentive to move. It is reasonable to think that the tax rate in
the high-demand jurisdiction will be lower than in the low-demand jurisdiction, that
is, t < t;. Of course, this depends on the income-elasticity of demand for public
services, but even with #; < t;, the public services could be substantially higher in
jurisdiction 2 than in jurisdiction 1, due to the higher mean income. If £, < £, then
at the optimal y, the marginal resident has incentive to move from jurisdiction 1 to
jurisdiction 2, essentially to avoid the subsidy that he implicitly makes to lower-income
residents.

Now suppose that the taxes are per-capita rather than pro-rata on income. Replace
(ta — t;)y with (1, — 71) in Equation (7). In this case, it is reasonable to assume that
T, > Tj, at least if the jurisdictions have similar numbers of residents. This is because
higher-income residents have higher demand for public services, and therefore the
per-capita taxes will be higher. The marginal resident in jurisdiction 2 has relatively
low demand for public services (because he has relatively low income), but pays the
same fraction of cost as the higher-income residents. He has incentive to move to
jurisdiction 1, which has Jower public services, in order to escape the onerous taxation.
He is avoiding a subsidy to higher-demand residents, whose preference for a high
level of public goods determines the level of provision, and is partly subsidized lower-
demand residents like himself. l

The example suggests that, although voting creates certain distortions from the
first best and may cause equilibrium not to exist, much of the distortion arises
from the residency choices. The example shows two ways in which local taxes can
be distortionary. Residents will locate to avoid paying a disproportionate share of
the cost of public services when taxes are linked to income, and may relocate to
avoid paying even an equal share, when the provision is greater than they prefer.
Fernandez and Rogerson (1996) use such a model to study the effect of fragmentation
and stratification on provision of schooling. Residents vote on linear income taxes,
as above, and the taxes determine the quality of education provided. Two policy
objectives — redistribution and provision of education — are governed by a one-
dimensional policy variable. Jurisdictions with high average income vote for good
schools. The free mobility equilibrium can be inefficient in the sense that moving
some agents could increase the average income (hence the quality of education) in
both jurisdictions. Fernandez and Rogerson discuss remedies to this problem, some of
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which mimic the solution in the clubs literature, namely, to price differentially (e.g.,
with subsidies) to reflect externalities.

In Example 5, the public services are a “pure public good” in the sense that the
cost does not depend on the number of sharers. There is a crowding cost, but it arises
entirely from the scarcity of land, which is separately priced. Therefore the arguments
of Section 4.1 below apply: the form of taxation that does not distort location decisions
is a land tax. With a land tax, there would be no tax term in Equation (7), and the
residents’ choices of location would coincide with the optimum. On the other hand,
with a land tax, landowners instead of residents pay for the public services. Hence
the residents might vote for an inefficiently high provision of public services, in order
to transfer income from landowners to themselves. This observation highlights the
importance of timing in the definition of equilibrium. The incentive to vote for high
public services funded by land taxes would be damped if the residents predicted that
such a policy would attract migration and push up the rental price of land, so that the
benefits of high public services were capitalized. In most definitions of free mobility
equilibrium, the voting public is assumed to be myopic in that it does not account
for any migration that might be induced by a change in policies. Similarly, there is
an issue of whether a migrant views the public services in his destination as fixed, or
whether he predicts his own impact on the voting outcome.

Most of the literature on free mobility equilibrium has been focussed on existence.
Equilibrium might not exist both because of majority voting and because of the
instability that can be caused by a unilateral right to migrate. A good summary of
various approaches to existence can be found in Konishi (1996), who presents a general
existence theorem and summarizes the contributions of Ellickson (1971, 1973, 1977),
Westhoff (1977), Rose-Ackerman (1979), Dunz (1989), Guesnerie and Oddou (1981),
Greenberg (1983), Greenberg and Weber (1986), Greenberg and Shitovitz (1988),
Epple, Filimon and Romer (1983, 1984, 1993), Epple and Romer (1991). See also
Fernandez (1997), Fernandez and Rogerson (1995, 1996, 1998, 1999), Jehiel and
Scotchmer (1993, 2001). Most of these papers do not involve crowding externalities
within jurisdictions, aside from land. Crowding has been introduced by some of the
more game theoretic papers; see Konishi, LeBreton and Weber (1998) and Conley
and Konishi (2002). Some of these papers treat the pure voting problem, assuming
that residents are not mobile. The definitions of equilibrium differ according to the
timing of moves, and also in the cost structure of public services.

So far we have not considered direct externalities among residents. As in the clubs
model, if agents cannot be taxed or subsidized to account for the externalities they
create, then they will not account for the impact of their location decisions on the utility
of other residents. This idea is particularly important when the direct externalities arise
from peer effects, as with education. The implications have been explored, for example,
by de Bartolome (1990), Benabou (1993) and Epple and Romano (2002). Example 6
gives a flavor of how uncompensated direct externalities among residents can lead to
inefficient location choices. In a more complicated model with endogenous labor skills
and costly education, Benabou (1993, 1996a,b) shows that free mobility can not only



Ch. 29: Local Public Goods and Clubs 2017

reduce average welfare relative to the first best, but can do so without making any
of the citizens better off. These papers emphasize how the distribution of population
among jurisdictions affects the incentives to invest in labor skills, which again have
a feedback effect on productivity and how the population is segregated (or not) in
equilibrium.

The following example was suggested by work in progress of Nicolas Gravel and
Alain Trannoy.

Example 6. Free mobility with externalities among residents: Suppose that agents are
differentiated by their incomes y & [0, 1], and that each agent’s utility of consuming
private goods x and space s in a jurisdiction with mean income y is given by
x +log(s) +p. That is, he receives a positive externality from being grouped with high-
income agents. Suppose that there are two jurisdictions i = 1,2, each with land area
equal to 1. Every resident of each jurisdiction will occupy the same amount of space,
s; = 1/N;, i = 1,2. The price of land will be equal to the marginal utility of space,
which is 1/s;, so that each agent’s expenditure on land in each jurisdiction is 1. An
agent’s utility can therefore be re-expressed as depending on the number of residents
in the jurisdiction he occupies, and the average income, i.e., as y — 1 — log(N;) + 7.

Consider equilibria that can be described by a partition into two jurisdictions
J1 = [0,9), J, = [p,1]. Since utility is quasi-linear, an allocation that maximizes
the sum of utilities is efficient, and thus the dividing point y = (1/2) is optimal.
However, this will not be a free-mobility equilibrium. At that partition, the jurisdictions
are the same size and have the same land prices, but have different mean incomes.
The marginal agent will leave jurisdiction 1 for jurisdiction 2, which has higher mean
income. By doing so, he lowers the average income in both jurisdictions, a negative
externality that he does not account for in deciding to migrate. Since the average
incomes in the two jurisdictions are, respectively, /2 and (1/2) + y/2, and since
N; =y, N, =1-y, the equilibrium y satisfies

y—1-log(»+y/2=y—1-log(1-p)+(1/2)+3/2,

which implies that the equilibrium y is less than (1/2). The high-income jurisdiction
is too large because agents will migrate there until land prices are high enough to
discourage further immigration.

Another efficient partition is J, = [0, 1/4) U [3/4, 1], J2 = [1/4,3/4). This partition
is a candidate for a free-mobility equilibrium '}, since, in contrast to the other efficient
partition, all agents are indifferent between the two jurisdictions. But since the agents

"' Whether this is a free mobility equilibrium depends on nuances of the definition. Suppose that a
high-income agent contemplates migrating to jurisdiction 2. If the migrant accurately predicts that he
will raise land prices and the average income in jurisdiction 2, and if, to overcome the artificiality of
the continuum, a “small subset” is allowed to migrate, and if the increased average income adds more
to his utility than the increase in land price subtracts, then this is not an equilibrium.
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have no opportunity for coordinated action or side payments, they could get stuck in
an equilibrium of the type previously described. B

One of the messages in Section 2 is that externalities must be priced in order to
ensure that an equilibrium (which will be efficient) exists. A message of Examples 5
and 6 is that free-mobility equilibrium might exist even without externality pricing,
but will not typically be efficient.

The literature’s attention to free mobility is presumably because it seems to be
how Western economies operate, at least internally. However, this stylization is not
entirely accurate. Many jurisdictions impose tests for admission, for example, a
demonstration of potential to earn income. Remarkably little attention has been paid
to the consequences of imposing such tests. A natural test for allowing a migrant to
enter is majority consent, which would presumably capture the residents’ fear that an
immigrant would be a burden on the state. But the following example shows that, at
least in one class of cases, majority consent is no more restrictive than an untested
right to migrate.

Example 7. Admission by majority vote '2: Suppose that in a free mobility equilibrium
the jurisdictions are indexed j = 1,...,J, and the public services provided are
z', ..., Z/. The costs of public services are given by a function c(z), shared equally by
the residents, and the numbers of residents in the jurisdictions are n', ..., n/. Agents
have willingness to pay parameters 6 € [6,,6°] and the utility of a type-6 person
in jurisdiction j is U%@z/,y — %1)) We assume that in each jurisdiction, the public
services z’/ are those preferred by the median € in that jurisdiction. Suppose that a
migrant shifts the median voter and changes the public services by dz/. (In a continuum
model, the shift will be infinitesimal.) In addition, the size of the jurisdiction changes
by dn/. The willingness to pay for this shift of a type-6 member is

~ldz/ +

dU°() = =

ouUt() . AU
& o dn’.

The first term is positive for half the members (the half with high € if dz/ is positive),
zero for the median voter, and negative for half the members. If this were the only
effect, they would be evenly split on whether to admit the new member, whether his
effect is to increase or decrease the public services. But the second term is positive,
since every member’s cost share decreases. Thus, at least half the members will approve
the immigrant, whether dz/ is positive or negative, and the only test of equilibrium is
whether anyone wants to migrate. The criterion of majority approval adds no restriction
beyond free mobility. Wl

12" This example follows Jehiel and Scotchmer (2001).
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4. Land, location and capitalization

In a certain sense, the club model can be interpreted as a model of endogenous
jurisdiction formation in geographic space. Interpret one of the private goods as
homogeneous land !3. Agents sharing a particular jurisdiction (club) purchase land in
addition to other private goods, and can be assumed to occupy contiguous lots, so the
club could reasonably be interpreted as a “jurisdiction”. The price of land in each of
these endogenous jurisdictions is the same, which means that there are no capitalized
differences among jurisdictions. This may seem curious, but it is a natural consequence
of the hypothesis that land is fungible among jurisdictions. A piece of land can be
annexed to a jurisdiction and removed from another, simply by transferring title from
a member of one jurisdiction to a member of the other.

But, contrary to this re-interpretation of the club model, space is not fungible among
jurisdictions. Instead of being decoupled as in the club model, the enjoyment of local
public goods is coupled with consumption of land, of which there might be a fixed
supply. This seems to be the essence of the local public goods problem.

The coupling of land with local public goods has three effects, which are explored
in the following three subsections. First, it creates the possibility of capitalization.
“Capitalization” means that the value of local public goods is captured in the price of
the land to which the local public goods are attached. Second, the local public goods
might be “located” in space, as museums and schools are, so that capitalization differs
within jurisdictions as well as between jurisdictions. “Location” creates a problem of
optimal siting. Third, consumption of land is bundled with consumption of local public
goods, and because of this bundling, local public goods and also wage opportunities
are “bundled” in the consumer’ choice set.

Capitalization has been used in two ways to guide the efficient provision of public
goods. First, capitalization effects have been used to estimate willingness to pay for
public goods in cost-benefit analysis [see Rubinfeld (1987)]. Second, the theoretical
literature has argued that an appropriate objective function for jurisdictions is to
maximize the capitalized value of the land, as discussed below. A third way to use
capitalization is suggested by Example 8. Namely, it could guide the efficient drawing
of jurisdiction boundaries.

4.1. Diffused local public goods and capitalization

In this subsection I consider the economic environment most often discussed in the
literature on local public goods with land, namely, that geographic space is pre-
assembled into jurisdictions with exogenously given boundaries, and that the local

13 The model of homogeneous land is itself limited, however. See Berliant and Dunz (1999) for the
existence problems that can arise when agents care about the shape or other characteristics of their
parcels.
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public goods are “diffused”, for example, quality of the road system, communications,
and (perhaps) densely sited local schools. This is in contrast to the situation studied
in the next subsection, where local public facilities are “located”.

I focus on two important aspects of efficiency: agents’ location choices must
be efficient, and the public services within each jurisdiction must be efficient.
The literature has addressed the following two questions about efficient allocations:
(a) What price and tax systems are required to decentralize an allocation that is efficient
in both senses, and (b) what should the objectives of local jurisdictions be, in order
that in aggregate they will provide optimal local services, and agents will be allocated
efficiently to jurisdictions? I consider these in the next two subsections.

4.1.1. How to pay for local public goods

In this subsection I do not consider how local public goods are chosen, but only how
they are paid for, and how the taxes affect location decisions. An optimal scheme to
pay for the local public goods is more complicated with geographic space than in the
club model because there is a dual price system, consisting of both local taxes and
land prices that arise anonymously in general equilibrium. The land prices play two
allocative roles:

o Land prices allocate space within jurisdictions;

e Land prices capitalize the value of local externalities and public services, and thus

affect residency choices.

Given that land prices play dual roles, it is perhaps surprising that, if the cost of local
public services does not depend on the number of residents, and if there are no direct
externalities among agents (as in Example 9 below), an efficient allocation should be
financed entirely from land taxes. Otherwise residents will not locate efficiently.

Many arguments have been given in defense of this idea, mostly in models with
homogeneous agents, e.g., Wildasin (1980) (who also assumes quasilinear utility)
and Hochman (1981). See also the survey by Mieszkowski and Zodrow (1989). The
intuition is basically that land in each jurisdiction is a private good, and private goods
will be allocated efficiently by the market (conditional on the local public goods and
fixed boundaries). If we think of the agents as bidding for places in jurisdictions, then
the places will be allocated to the highest bidders, as would be efficient. The bid
process capitalizes the public services into the land prices in different jurisdictions.
If the price is high, agents will want to economize on lot size, which makes room for
more residents, as is also efficient. This is how the dual roles of the land prices fit
together. (See Fujita (1989) or Scotchmer (1994) for more formal discussions of these
two roles.) There is no mention of taxes in this argument. Taxes that would distort the
consumers’ choices would obstruct the efficient functioning of the land market. And of
course the argument assumes that the local public goods have been chosen efficiently
in advance, and that the cost does not change when residents change jurisdictions.

In contrast to land taxes, income or local sales taxes affect residency choices. The
thrust of the literature, illustrated in Example 8 below, is that such taxes should only
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be used to fund the local public goods if agents impose externalities on each other.
Such externalities could be direct, as when a cat owner moves into a neighborhood of
bird watchers, or it could be indirect, such as when the resident has many school-age
children who increase the cost of local schools. Example 8 shows that, when there
are externalities, land taxes must be supplemented by jurisdiction-specific taxes that
internalize marginal costs imposed by the resident. Without such taxes, agents will not
be allocated efficiently among jurisdictions.

The examples below show the following points about decentralizing an optimum
when jurisdiction boundaries and local public goods are fixed in advance. There
is a rich literature from which these principles derive, including Starrett (1980),
Pogodzinski and Sjoquist (1993), Strazheim (1987), and Brueckner (1979).

e If the cost of local public goods depends on the number or characteristics or
residents, then the local public services in an efficient allocation should not be
financed with land taxes alone. Taxes with allocative effects are also necessary.

e Land prices can capitalize differences in local public goods, but consumers could
be better off if land could be transferred among jurisdictions so that capitalization
vanished.

o If residents’ utility depends on the external characteristics of other residents, such
as noisiness, criminal propensities or education, then an equilibrium may not exist
without imposing different taxes on residents with different external characteristics.
And such prices are required for efficiency.

Example 8. Dual price system: Suppose that there is a per-resident cost of 1 for
providing crime control. There is a continuum of agents with willingnesses to pay
0, uniformly distributed on [0, 2]. Consumers have preference 0z + x + logs where
z € {0,1} is the level of crime control, x is private good consumption and s is the
amount of space occupied. There are two jurisdictions with sizes 4, = 4; = 1. Suppose
for simplicity that there are absentee landlords 4, and that crime control is financed
by land taxes which have no affect on the allocation of space or residency. Then the
following is an equilibrium: jurisdiction 2 provides crime control, but not jurisdiction 1.
Land prices are related to lot sizes by p; = 1/5;, i = 1,2. Agents 0 € [0,2] reside
in jurisdiction 2 (there are (2 — 8)/2 such agents), and agents 8 € [0, 0] reside in
jurisdiction 1 (there are 6/2 such agents), where 0 satisfies

-log [(2—(_9) /2} +0=1ogs;+ 60 =logs; =—log [9/2} .

Hence 0 < 8 < 1.

14 A land owner cannot escape land taxes by changing his residency, since the land is still taxed. This
is why it has no allocative effect. Further, there is no reason to think that each person owns land in the
jurisdiction he occupies. Residency choices can be decoupled from land ownership. Thus, the incentive
effects of different kinds of taxes can be understood in the simplest kind of model where everyone is a
renter.
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However this is not efficient. In an efficient allocation, half the agents, § & [0, 1},
are in jurisdiction 1 with no crime control, and the other half, & € (1,2], are in
jurisdiction 2 with crime control. All agents consume the same amount of space. In
the equilibrium there are too many agents in jurisdiction 2 with crime control because
they are not required to pay the marginal cost of providing it. This shows that the
efficient allocation cannot be supported only with land taxes. The inefficiency could
be corrected by imposing a head tax in jurisdiction 2, equal to the marginal cost of
providing the local public good to an additional person.

In this example with linear costs, the revenues from the optimal head tax cover the
whole cost of the local public goods. If there were fixed costs as well as marginal
costs, the head tax would have to be supplemented with a tax on land. M

Krelove (1993) and Wilson (1997) recognize the importance of internalizing cost
externalities, and argue that if direct taxes on residents are not allowed, then property
taxes (including taxes on structures) are superior to land taxes as an approximation.
Nechyba (1997a) considers the possibility of income taxation as well as property
taxation, and argues that jurisdictions will always opt for property taxes, since they
can make their communities relatively more attractive by switching from income to
property taxes. Income taxes, to the extent they are used, are imposed by higher
levels of government. Nechyba (1997b) shows existence of an equilibrium in which
local public goods are financed through property taxes and national public goods are
financed by income taxes. Both are established by the vote of residents, rather than by
an objective function such as land value or profit. He does not address the efficiency
of such an equilibrium.

I now continue Example 8 to show that the nonfungibility of land creates the
capitalization effect, and imposes a social cost on the economy as a whole, by creating
an artificial scarcity of the produced local public goods. (I distinguish natural local
amenities, such as views and climate, from produced local public goods. Both can be
capitalized into the price of land, but the natural amenities cannot be changed, and the
capitalization effect cannot be avoided.)

Example 8 (continued). Capitalization and the nonfungibility of land. We showed
that, since residents impose marginal costs on the provision of the local public good,
the cost should be at least partially covered by taxes with allocative effects such as head
taxes. Assume then that residents pay the marginal cost 1 so that their net willingness
to pay for crime control is 1y = (8 — 1) € [-1, 1]. Suppose that in an optimum all
agents { > 12) occupy jurisdiction 2, where 12) satisfies

¥ +logs; = P+ log [Az/(l - 12;)] = log [Al/(0)+ 1)} = logs..

If A; < A, this implies that 12) > 0 and p; < p,. That is, the differential value of crime
control is capitalized into the land price in jurisdiction 2 when agents are partitioned
optimally. Agents in jurisdiction 1 with positive net willingness to pay arc deterred
from moving to jurisdiction 2 by the high price of land. They would like to annex
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their land to jurisdiction 2. If this were possible, the price of land would end up equal
in both jurisdictions, and the population would be better served, since all agents with
1 > 0 would receive crime control. The fact that the geographic space has been divided
in advance creates an artificial scarcity of crime control, and creates a capitalization
effect. B

The next example illustrates the principle, suggested by the club arguments
above, that when there are direct externalities among the agents, an allocation must
be supported by taxes that include transfers among agents with different external
characteristics.

Example 9. Internalizing externalities: Suppose there are two types of external
characteristics, B and G. For simplicity, assume that agents of each type have the same
preferences, and that each agent is endowed with I unit of a private good. There is a
continuum of each type with measure 1. Let 5 represent the ratio of type-B agents to
type-G agents in a jurisdiction.

Suppose there are no local public goods except externalities among agents. External-
ities are experienced only by the type-G agents, who have utility function (b + log s + x),
where s is land consumption and x is private good consumption. Type-B agents have
utility function (log s + x). There are two jurisdictions. It is optimal for one jurisdiction,
say jurisdiction 1, to include all the type-G agents and a fraction, say ng, of type-B
agents, and for jurisdiction 2 to include only the remaining I — ng type-B agents. For
efficiency in the allocation of space, all agents in the same jurisdiction will occupy the
same amount of space, s; or §;, but s; < s,. The total space in each jurisdiction is 1.
The prices of land are p; = (1/s;), i = 1,2, so p; > pa.

To support this allocation as an equilibrium, type-B agents must be indifferent
between the two jurisdictions. They must be “bribed” to live in jurisdiction 1, which
has a higher price for land. The bribe can be accomplished with a transfer tax from
the type-G agents to the type-B agents living in jurisdiction 1. Since type-B agents
confer positive externalities on type-G agents, type-G agents must compensate them
for their presence. It would not suffice for the agents to pay different prices for land
instead of head taxes, as that would distort the allocation of space. If public goods
were provided, then the transfer tax could take the form of assigning a smaller share
to type-B.

4.1.2. The local objective function

The previous subsection investigated how the local services should be financed,
recognizing that taxes can affect agents’ location decisions as well as paying for the
local public goods. We now ask the broader question of whether local jurisdictions
have incentive to provide local services efficiently, and whether they have incentive to
use the tax systems that result in optimal location decisions. Two key questions are:
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(1) what is the jurisdiction manager’s objective function, and (2) does he wield tax
instruments consistent with the prescriptions in the previous subsection? '

An old hypothesis is that if jurisdiction managers act on behalf of land owners, they
will achieve an allocation that is efficient both in its public goods provisions, and in
the allocation of residents to jurisdictions. Pines (1991) refers to this hypothesis as
“Tiebout without Politics”, and I shall refer to it as the “capitalization hypothesis”.
Its roots go back at least as far as Hamilton (1975) and Sonstelie and Portney
(1978), with ongoing discussion by Wildasin (1979, 1987), Wildasin and Wilson
(1991), Epple and Zelenitz (1981), Brueckner (1979, 1983), Henderson (1985), Starrett
(1981), Pines (1985) and Scotchmer (1994) (giving an argument where residents have
different tastes). By the argument given above, residency choices will be efficient as a
consequence of individuals’ optimizing choices and endogenous land prices, provided
the right tax instruments are used to fund the local public goods. The intuitive argument
for efficient provision of the public services is even more straightforward: The way to
maximize land values is to cater to residents’ preferences, so that they bid up the price
of land. If the cost of public services is covered by land taxes, then maximizing land
value is like maximizing the residents’ aggregate willingness to pay for public goods,
net of costs.

However, there are at least two unresolved issues related to the capitalization
hypothesis. First, jurisdictions can overlap in geographic space, which means that the
local public goods provided at each location are provided by different jurisdictions.
An agent cannot unbundle these local public goods in choosing his residency. To
my knowledge, the capitalization hypothesis has not been extended to accommodate
overlapping jurisdictions. Suppose, for example, that a county-level government has
responsibility to provide public transportation, and the cities have responsibility to
provide roads. Suppose that both levels of government are motivated to choose the
policies that maximize land values. Can they nevertheless get stuck in an inefficient
equilibrium where, for example, counties fail to provide bus service because the roads
are inadequate, and cities fail to improve the roads because they are not needed for
bus service?

Second, when a jurisdiction manager contemplates an improvement to local services,
how does he predict the consequences for land value? Such a prediction is an essential
part of the theory. Depending on agents to “vote with their feet”, as suggested by
Tiebout, will not lead to efficiency in public goods provision unless managers are
proactive in choosing the public goods that will attract residents. If, for example, all
jurisdictions in the economy have a common level of services, e.g., bad schools, there
is no reason for agents to choose any jurisdiction over any other. There will be no

15 1 assume here that the only possible policy instruments are the level of local public services and
the tax instruments. Some authors have assumed that the jurisdiction manager can choose the residents
directly. I find this assumption unsatisfying, as there could be a conflict between the desires of the
manager and the optimal choices of prospective residents. Another policy instrument is zoning; see
Wheaton (1993).
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variation in land prices, and no evidence from the cross-section that an improvement
would lead to a net-of-tax increase in property value or an increase in aggregate
consumer welfare.

In fact, the cross section may be an inadequate guide to predicting capitalization
even if there is variation in local public services. Whatever the local provisions of
public services are, agents will sort themselves to jurisdictions efficiently. Those with
relatively high demand for, say, good schools will reside in jurisdictions with good
schools. The land price in a jurisdiction with good schools will reflect the valuations
of the people who live there, but not of the people who live elsewhere. Because of this
sorting, a jurisdiction that improves its public services so that it is similar to another
jurisdiction will not typically end up with the same land prices; in fact, if the number
of jurisdictions is finite, land prices in both jurisdictions could fall.

Despite its longevity, the capitalization hypothesis has only been proved in very
simple models. Apparently this is due to difficulties in formulating how the jurisdiction
manager would evaluate the capitalization effects of a local change. The technique
most closely tied to competitive theory would be to hypothesize a price system that
is independent of the local manager’s policies '®. As suggested by Example 9, the
price system must be dual. It must include the externality taxes required to support
an efficient allocation of residents to jurisdictions. And of course it must include land
prices to measure the capitalization effect. The land prices would capitalize the taxes
as well as the local services in each jurisdiction. As I have mentioned, such a price
systern could not reliably be found by observing the cross section.

Arguments for the capitalization hypothesis have relied on notions of “perfect
competition”, most often formulated as “utility-taking”. Utility-taking means that the
policies of any single jurisdiction do not affect the utility opportunities of residents
or potential residents elsewhere. That is why the capitalized value of a change in the
local policy will reflect the residents’ willingness to pay. If the competitive hypothesis
is reformulated as price-taking, as suggested above, then the notion would be that the
prices for every type of local jurisdiction would be immune to any change in a single
jurisdiction’s policy, and that is why utility opportunities elsewhere do not depend on
the local policy.

The competitive hypothesis does not hold if each jurisdiction is “large” relative to
the rest of the world. The benefits of an improvement in local public services can be
exported via pecuniary externalities. For example, if an improvement in local public
services will induce immigration, reducing the price of land in other jurisdictions,
it makes the residents who remain in the other jurisdictions better off [Scotchmer
(1986)]. Capitalization in the improved jurisdiction is thus damped, and underestimates
the value of the improved services.

Two alternatives to maximizing land values are majority voting, discussed above,
and maximization of residents’ welfare. A problem with welfare maximization is how

16 Scotchmer (1994) uses this technique, but not in a model with crowding externalities.
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to deal with migration. Migration must be allowed, since residency choices are an
important aspect of allocative efficiency. But with migration, whose welfare counts to a
Jurisdiction manager? Does he take account of the immigrants or emigrants? Boadway
(1982) postulated a welfare function that takes account of residents’ and nonresidents’
utility together, but in a model with one type of agent, so that any increase in local
utility is exported equally to residents of other jurisdictions. Maximizing the welfare
of all agents, both residents and nonresidents, seems difficult when agents differ, and
when they sort themselves according to the jurisdictions they prefer. In addition, an
objective function in which each jurisdiction takes account of the welfare of the whole
economy seems to contradict the notion of “decentralization”.

An issue that has received considerable attention in the literature is “tax-exporting”.
Can jurisdictions create value for their residents by taxing nonresidents? This idea
was explored by Arnott and Grieson (1981), who argued that jurisdictions have
an incentive to pay for their local public goods by taxing commodities that are
consumed by nonresidents, or possibly by taxing land and housing that are owned by
nonresidents. Similar ideas have been discussed more recently by Crane (1990) and
Kim (1998).

However, the attempt to export taxes to nonresidents can be foiled by capitalization.
Suppose, for example, that landowners are nonresidents, and a jurisdiction imposes
a tax of T per parcel, which it then rebates to residents. This looks on the surface
like a transfer from nonresidents to residents, but the transfer is at least partly foiled
by capitalization. Rental values in the jurisdiction (hence the capitalized value of
land) will increase. In fact, if the number of lots in the jurisdiction is fixed, then
the rental price increases by 7, so that both residents and landowners end up in
their initial positions. There are nuances to this line of reasoning, but the basic
insight is that capitalization makes it difficult to create benefits for residents at the
expense of landowners. Conversely, it is difficult to create benefits for landowners
except by creating benefits for residents. This observation lies at the heart of why
maximizing land values leads to efficiency, regardless of whether residents are renters
Or OWNETs.

On the other hand, taxing the structures on land is similar to taxing externally owned
capital. With a local tax on capital, less housing capital will flow to the jurisdiction,
which hurts residents even if their local public services are partly covered by capital
owners who live elsewhere. For a more complete discussion of the relationship between
capital taxation and property taxation, see Mieszkowski and Zodrow (1989).

The local incentive to export taxes is closely tied to issues of “fiscal federalism”,
the label under which authors have asked how the authority to tax and spend should be
divided among hierarchical governments. For an integrative survey, see Oates (1999).
Inman and Rubinfeld (1996), following Gordon (1983) and Arnott and Grieson (1981),
argued that tax exporting should be prevented, since it has distortionary effects. It can
be prevented by paying for local public goods with federal taxation rather than local
taxation. However subsidies from the federal government to local governments also
lead to perverse incentives, mostly centered on asymmetries of information.
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4.2. Location

The model of the previous section has “land without location”. The public goods are
diffused throughout the jurisdiction, and residency within the jurisdiction entitles (or
obligates) the resident to enjoy them. Such goods might be the transportation system,
communications system or crime control. However, local public goods such as schools
and museums are “located” within the jurisdiction. Strident politics surround their
siting, and land values within the jurisdiction depend on where they are. Users must pay
a transportation cost to enjoy them, in addition to any user fees. This leads to several
additional questions: what rules should be obeyed in siting facilities optimally? Do
local jurisdictions have incentive to obey those rules? How does “location” affect the
optimal mix of taxes?

Location is the aspect of local public goods that has probably been discussed least.
It is discussed under the name “spatial clubs™ by Starrett (1988), and under the name
“neighborhood goods” by Fujita (1989). See also Arnott and Stiglitz (1979), Thisse
and Wildasin (1992), Thisse and Zoller (1982), Hochman (1981, 1982a,b, 1990) and
Hochman, Pines and Thisse (1995). Location blurs the line between private and public
goods. The theory of spatial clubs is very close to the theory of firm location, and
inherits all the difficulties that arise there. A Hotelling firm sells to all the customers
who are willing to bear the transportation cost, and because of its local monopoly, can
make profit even if it has high fixed costs and zero marginal costs. If a spatial club
has only a fixed cost and no marginal congestion costs due to the number of users,
then it is precisely a Hotelling firm selling a private good. The same location theory
applies, provided the spatial clubs are provided by profit-maximizing firms rather than
by public institutions. The main conclusions of the Hotelling-based theory concern the
fact that an equilibrium might not exist, and if it does exist, might be inefficient in
both the locations of firms and their pricing policies. See Anderson, De Palma and
Thisse (1992, Chapter 8), for a summary of these theories.

However, location theory as it has been applied to public facilities has a different fo-
cus than location theory as it has been applied to firms. Instead of focussing on the ex-
istence and properties of a noncooperative equilibrium, the focus has been on the social
planning problem of where facilities should be located, and how their costs should be
covered. In ordinary nonspatial clubs of the Buchanan type, the optimal size of a club
balances congestion costs against the benefits of sharing the costs of a facility. An ef-
ficient size has the property that the marginal congestion cost imposed by the marginal
member is just equal to the cost of the facility averaged over members. However,
Example 10, which follows an idea of Hochman, Pines and Thisse (1995), shows how
this conclusion must be modified if clubs are located in space. They conclude that
¢ Unlike nonspatial clubs, the cost of spatial clubs should not typically be covered

entirely from user fees. Spatial clubs should also be subsidized from land rent.
¢ Each jurisdiction should contain many facilities of each type (schools, hospitals),

each serving an optimal area. Since optimal areas differ for different types of
facilities, such a jurisdiction might have to be very large.
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¢ Given that jurisdictions have the right size, land-value maximization should lead to
the right mix of land-rent subsidies and user fees, as in the previous section.

Example 10. Spatial clubs: Let every agent’s utility be represented by U(v) +x where
v is the number of visits, x is the private good consumed, and U is concave. Let
the cost of the facility be given by C(V) where ¥ is the total number of visits to
the facility. Assume that C is U-shaped. If the facility were provided optimally in a
nonspatial context, the optimal number of visits and members, (v™,#n*) would satisfy
U'(v*)= %’%_) = C'(n*v*). Thus, the optimum would be supported if each agent pays
a price per visit equal to the marginal cost C’(n*v*), and the club is self-supporting '”.

However, when the club is located in space, each visit requires a transportation
cost. Suppose that residents have measure one on each unit of an infinite line. Then
it is optimal to locate spatial clubs at equal distances, and for residents to travel to
the closest facility. The number of residents traveling to each facility is equal to the
distance between facilities, but residents will visit with different frequency, depending
on their personal distances to a facility. Let u(¢; T) represent the frequency of visits
by agents who live at distance ¢ from the closest facility when the distance between
facilities is 7 (so that the “market area” of each facility extends a distance 7/2 on
each side). Assume that the cost of travel is $1 per unit distance per visit.

I will solve the optimal siting problem in two parts. The optimal visit function u(-; T)
maximizes

T/72 T/2
2/0 [UQ@(t; TY)—to(t; T)] de - C (2/0 o(t; T) dt) ,

and satisfies
T/2 T
Ul(; T =t+C’ (2/ u(t; T)dt) , L€ {0, 5] . (8)
0

That is, the marginal utility of a visit from each distance f must equal the travel cost
plus the marginal resource cost of the visit. Once the facilities are located, optimal
visit rates can be guaranteed by charging a price per visit that is equal to the marginal
cost C’(-), as one would expect.

However, since the marginal cost depends on total usage, and since total usage
depends on how the facilities are spaced, the question of whether the revenue from
optimal visit prices will cover the total cost of the facility is connected to the optimal
spacing of the facilities. Letting v(-; T) be the solution satisfying Equation (8), and

7 To see how equilibrium theories described above relate to this version of the club problem, see

Scotchmer (1985b) and Scotchmer and Wooders (1987a).
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T/2

letting V(T) =2 fo u(t; T)dt (the total number of visits to a facility when they are

spaced at distance T'), the optimal distance 7 maximizes per-capita utility:

1 T/2
- [2 /0 [Uu(t; T)) - to(t; T)] dt—C(V(T))} .

The optimum 7 satisfies

U (3T:7)) - 3T (375 7) ~0 (373T) C'v(T)

1 T/2
- = [2 /0 [U((t; T) - to(t; T)] dt — C(V(T))}
Lo ©
=7 V(M) C'V(T) - Cr(T))]
1 rs2

+ o [U(t; T) —w(t; T) - C' (VD) v(t; T)) de.

T/2 Jy
Using Equation (8) and the concavity of U, and the fact that u(-, T) is decreasing, the
integrand of the last term of Equation (9) is decreasing with ¢. Hence

U (o (37 7)) - 470 (475 T) ~u (37 T) Cv(D)

1 T/2 , (10)
“T/2 /0 (U )~ (5 T) = C'(TH ol T)] d.

Together with Equation (9), (10) implies that [V (T) C'(V(T)) - C(V(T))] < 0. Thus, if
each visitor is charged the optimal visit price equal to C'(V(T)), the costs will exceed
the revenue. The deficit can be made up by taxing property.

The intuitive reason that revenues fall short is that spatial clubs should optimally be
more plentiful (have smaller membership) than nonspatial clubs, since transportation
costs can be reduced by having more clubs. Each club operates on the downward
sloping part of its U-shaped average cost curve, which implies that marginal cost
pricing will not be sufficient to cover costs.

If there are many different types of facility, then the jurisdiction must be of an
appropriate size to accommodate integer numbers of optimal “market areas”, say
T7, ..., T. It follows that the jurisdiction might have to be very large.

Further, the example has implications for fiscal federalism. Since many different
types of clubs will typically have to be subsidized out of the same land value, pre-
sumably under a single taxing authority, that same authority should have competency
for providing all the public facilities. B

4.3. Bundling

The club model in Section 2 decouples geography from group formation. In my view,
the decoupling is what distinguishes clubs from local public goods. When local public
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goods and other externalities are tied to a geographic location through the consumption
of land and housing, then the consumer faces choices among bundles of local public
goods, and the local public goods are also bundled with production opportunities and
land. Each jurisdiction represents a different bundle, and to gain access, the resident
must pay for some land.

Perhaps the most underexplored consequence is that many local services are bundled
with occupancy of a single plot of land. They are provided by different jurisdictions,
including, in the USA, the city, the county, special assessment districts, and the state.
There is potentially a problem of coordination, as suggested by the bus and road
example above.

The bundling of labor opportunities and provision of local public goods was
first explored by Berglas (1976b), who considered the conflict between forming
heterogeneous groups in order to exploit their complementarities in production, and
forming homogeneous groups in order to exploit their shared tastes for public goods.
Notice that if the agents could join “firms” that are different than “consumption
communities”, then no conflict would arise. They would join different groups for
different purposes, as in Ellickson, Grodal, Scotchmer and Zame (1999a,b, 2001).

Bundling of production and local public goods is further explored by Wilson (1986),
McGuire (1991) and Brueckner (1994). While Berglas, Brueckner and McGuire focus
on production functions with two types of labor, Wilson focuses on a production
function with labor and land. He shows that if there are two private goods — one
with a labor-intensive production function and another with a land-intensive production
function — then the communities should specialize so that workers can mostly live in a
community using the labor-intensive production technology, and reaping the benefits
of high public services, which are provided to them cheaply due to economies of scale.
Even though people are alike, communities should be asymmetric. Asymmetry is the
consequence of bundling in all these models.

Much of the focus in these investigations is on whether groups should be
“homogeneous” or “heterogeneous”. In my view, this is not an instructive question,
since, typically, no two agents will be alike, and it is not obvious how to stylize
their similarities. It is almost tautological that agents with the same tastes who
face the same prices will make the same choices. But if they differ in productive
skills or other external characteristics, they will not necessarily face the same prices.
A competitive economy should get the grouping right under the right kind of pricing
scheme, irrespective of what the optimal grouping happens to be. We should not need
to know in advance whether the efficiencies from exploiting complementarities in
production outweigh the inefficiencies from grouping people with different tastes for
public goods.

5. The public—private interface

It is not obvious what we should mean by “public” and “private” provision of local
public goods. The most natural distinction is probably one of objectives. In the clubs
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model of Section 2, clubs are supplied in response to the profit motive. The geographic
model in Section 4 was originally motivated as a model of profit-maximizing land
developers, who would furnish their land with infrastructure and services only to the
extent that it increased the value of the land. It was a later realization that managers of
public jurisdictions could adopt the same objective function as land developers. These
are profit objectives, and they lead to efficiency. If local jurisdiction managers choose
some other objective, it is presumably because they have values other than efficiency.
The profit motive can even cause decision makers to internalize crowding externalities,
provided that all such externalities occur within the club or jurisdiction.

I have mentioned two other objectives that public decision makers might plausibly
follow, namely, the objective of maximizing local residents’ welfare, and the rule
of deciding local public goods by majority vote. As I have noted, the objective of
maximizing welfare is not easily implemented when changes in local policy lead to
migration. In fact, most authors studying the parallel provision of services by public
and private entities have assumed that the public provision is decided by majority vote,
where the voters do not account for the effect of their policies on migration.

Other differences between public and private providers might arise because public
authorities are legally bound not to exclude users, or legally bound not to price
differently according to externalities. And, most importantly, they might have a
mandate to tax progressively, rather than according to the tax instruments discussed
above that support efficient allocations. Thus, many authors assume that the tax
instrument must be an income tax.

It should be apparent that the right to migrate can obstruct redistributive policies.
There is a body of scholarship, mostly not reviewed in this paper, that focuses precisely
on how migration undermines redistribution. See Epple and Romer (1991) and Epple
and Platt (1998). Example 5 shows that if agents are paying too much for public
services that they do not value, they will decamp to a jurisdiction with fewer services.
Policies with a redistributive aspect may cause high-income citizens to go somewhere
with lower taxes, or to a location where they will be subsidized instead of subsidizing,
thus undermining the attempt to redistribute.

However, in many instances it is difficult or impossible to escape taxation by forming
a new jurisdiction or migrating, e.g., when the tax is imposed by the highest level of
a federal system. But even if agents cannot escape taxation, they can form private
“quasi-governments” in parallel [Helsley and Strange (1991, 1998, 2000a)]. A parallel
quasi-government formed by a select group of citizens can have two effects, both
of which could benefit the members, but have ambiguous effects on nonmembers.
First, the quasi-government can supplement the public services in accordance with the
members’ preferences. Second, depending on the cost structure, their private provision
might crowd out the public supply, thus reducing the subsidy they must make to
nonmembers.

The following example, adapted from Helsley and Strange (1998), investigates
crowding-out.



2032 S. Scotchmer

Example 11. Private supplements to public services: Suppose that the willingness to
pay for quality of service is 6, and that 8 is uniformly distributed on a domain [0, 1].
Let g represent the quality of service, and suppose that preferences are 6f(g) — ¢, where
f is concave and ¢ is the tax paid.

We will consider two cases, first that the cost of providing service is linear on the
number of persons served, but depends on quality, and then that the cost of local
services has the “pure public goods” feature that the cost is independent of the number
of residents.

Suppose first that the cost is cg per person served, and that residents share the
costs equally, so each resident’s tax is cg. Then preferences are given by 8f(g) — cg.
Let G(6) represent the preferred quality of type-6, namely the value which satisfies
0f'(G(8)) = ¢, and notice that the preferred quality increases with 6. For any group
say © C [0,1] let E(8 | ©) represent the mean value of 6 in the group. Then
G(E(8 | ©)) is the level of public service that maximizes the group’s total utility,
£(8) Jo(0— cg) dH ().

The best quality for the group as a whole is G(E(8 | [0,1]). This is a smaller
level of public service than any subset of high-demand residents, & = [@, 1], would
prefer. Suppose that such a group decides to provide a supplement to its members,
e.g., by funding after-school activities. The total level of public service in the splinter
group will be g + y, representing the services provided by the two sectors respectively.
Whatever the service g provided by the public sector, the splinter group will choose
y to satisfy y = G(E(6 | ©)) — g. That is, it will make up any difference between
the public’s provision and its preferred level of public service. It follows that the level
of public service enjoyed by the splinter group will be higher than if they did not
form a parallel quasi-government. As long as there are no fixed costs associated with
formation, they will also be better off than if they did not form the group.

The rest of the population will receive less public service than otherwise. Knowing
that y will be chosen to satisfy f'(g + v) E(8 | ®) = ¢, the public sector will provide
G(E(O |~ ©)), where ~ © represents the nonmembers of the splinter group. Thus, the
nonmembers will receive less service than if the splinter group did not form.

So far this sounds like an unambiguously good arrangement, since both groups end
up with a provision of services closer to their optima. However, Helsley and Strange
show that, when there are fixed costs associated with forming the parallel quasi-
government, the splinter group might be better off if they could commit in advance
not to supplement the public offering. There is a kind of strategic downloading: the
public sector provides a low level of service, leading high-demand agents to incur the
fixed costs of forming a splinter group to supplement the services. But even though
forming a splinter group is a best response to a low public offering, the members would
be better off with the higher offering that the public administrator would make if no
splinter group was allowed to supplement.

Now modify the example so that the public services have the cost structure of “pure
public goods”, namely, that the cost depends only on the quality of service provided,
namely the total cost is cg. The cost does not increase with the number of residents
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sharing the public good. (Above, the total cost was cg times the number of residents.)
Suppose that a splinter group of high-demand residents, [8, 1], forms in order to
supplement the public goods. The total public goods will be g + y, where y is the
supplement. Since the splinter group receives the publicly provided goods g as well
as the supplement v, their decision rule is to increase y until f'(g + y)(1 — 0) =c.
The public authority’s objective is to provide the public goods g efficiently to the
whole population, so their decision rule is 8f'(g) + (1 - 8)f(g +y)=c. If g > 0 and
y > 0, these two decision rules are inconsistent. The timing of moves would matter in
defining an equilibrium, but it is reasonable to conclude that there is no real advantage
to forming a splinter group, since, if the public authority obeys its own objective, the
splinter group would not want to supplement the public goods. B

This example suggests that if the cost structure of public services is more like private
goods than public goods, then splinter groups may form. But if public services have
the cost structure of pure public goods, then there is no reason for a splinter group to
form, since the public authority always prefers a greater aggregate provision, since it
accounts for all residents’ willingness to pay, rather than only a splinter group’s.

Of course, if the cost structure is more like a private good than a public good,
there is the question of why the public 1s involved at all. Why isn’t every resident
responsible for his own education and health care? One possible answer is externalities.
If there are external benefits to a high level of health care (as, for example, when there
are contagious diseases) or a high level of education (when, for example, education
prevents crime or reduces public assistance), then the public should force a higher level
of consumption than individuals would choose. In that case, the public authority might
want to prohibit private supplements by high-demand residents, precisely on grounds
that it reduces consumption of the public service by low-demand residents.

Another reason for public involvement is that taxing to provide public services gives
an opportunity for redistributing income by imposing different tax shares. Epple and
Romano (1996¢) investigate a model of a publicly-provided private good such as health
care, funded by redistributive income taxes. The tax share is higher for high-income
residents even though the resource cost is the same for every resident served. The
level of public services and the amount of redistribution are both controlled by a
single policy lever, the tax rate. This policy lever is established by vote, rather than
by a welfare-maximizing manager as above. Epple and Romano compare regimes
where the private good is publicly provided, privately provided, and publicly provided
with discretionary private supplements. They show that the latter is preferred by a
majority who simultaneously vote on the tax rate and the regime. Their argument
uses the fact that, at a given tax rate, everyone prefers allowing discretionary private
supplements. This is for much the same reason as in the example above, with the
twist that funding through an income tax has a redistributive element. High-income
residents want to supplement the public provision because they can increase their
services without increasing their subsidies. Low-income residents are indifferent to
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subsidization, and want at least some government provision, because the income tax
system gives them an implicit subsidy from high-income residents.

The above example concerns private supplements to publicly provided services. In
the case of schools, the private supplement would pay for after-school activities. In
the case of health care, the supplement would pay for better specialists. In addition,
there are private alternatives to public provision. It is possible that an agent will opt
out of the public system entirely, and choose a private alternative. See, for example,
Ireland (1990), Epple and Romano (1996a) and Glomm and Ravikumar (1998). Of
course, opting out of the public offering does not typically allow the resident to escape
taxation, so the preferences for public services are again combined with the desire
to avoid or exploit redistributive taxes. The dual purposes of the policy lever create
difficulties in sorting out preferences. An important consequence of the right to opt out
is that preferences over public tax/expenditure packages are not single-peaked. Epple
and Romano (1996a) summarize previous work on this subject, and extend it in an
interesting way. They show that typically it is the low-income (low-demand) residents,
together with the high-income (high-demand) residents who will oppose tax increases,
whereas the middle class both uses the publicly provided service, and prefers higher
taxes and higher provision.

Models of the private—public interface in the spirit of club theory have been built
around the contentious subject of private supplements to public education. As in club
theory, it is assumed that students confer externalities on each other in small groups
(schools). If students differ in ability, achievement may depend on “peer group” effects,
often captured by the mean ability of the student’s school. Prices to internalize the
externality, as described in Section 2 above, are not allowed in the public system.
Consequently equilibrium is inefficient and might not exist. The peer groups idea
was introduced by Arnott and Rowse (1987), who modeled the optimal partition into
schools as a tradeoff between demand for good schools, which depends on income,
and efficient provision of peer-group externalities, which depends on ability. See also
Brueckner and Lee (1989). Epple and Romano (1996b) analyze a similar model from
an equilibrium perspective, pointing out that public schools with no flexibility in
pricing will end up with the low-ability and low-income students, while students with
high income, high ability or both will end up in private schools. Private schools will
price so that students with high income and low ability, who demand good peers, will
cross subsidize students with low income and high ability. Public schooling introduces
an inefficiency by not pricing in a way that internalizes peer-group externalities. Poor
kids with high ability can be lifted out of poverty by the self-interested tuition policies
of private schools trying to create peer-group effects. However Fernandez and Rogerson
(1995) give a reason to be skeptical about public subsidies to education when it is only
partially subsidized. They point out that because there must be a private supplement,
high-income residents are more likely to take advantage of the subsidy, which therefore
becomes a transfer from the poor to the rich.

There is another body of literature on education which focuses on the inefficiencies
that arise because of second-best pricing policies, but does not concern itself with the
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public—private interface. In the free-mobility model of Fernandez and Rogerson (1996),
the equilibrium level of education is determined by the average income in groups. They
show that, due to income taxation, the population will typically end up partitioned such
that the average income (hence average achievement) in two jurisdictions could both
by increased by moving some people from a wealthy community to a poorer one. They
investigate policies to undo that inefficiency.

Benabou (1993) introduces the notion that there are two types of externalities in the
education environment. First, an environment with many highly skilled workers makes
it cheaper to become skillful. In addition, the productivity of agents with different types
of skills depends on their relative numbers. The two types of externalities interact in
complex ways, but in particular there is no way to augment the reward for becoming
highly skilled to reflect the externality it confers in the education process. Consequently
highly skilled agents might want to form homogeneous communities even though,
for efficiency, they should mix with less skilled agents in order to create positive
externalities. Similar ideas are developed by Benabou (1996a,b).

6. Some new ideas

In this chapter I have tried to focus on ideas that have emerged since the previous
handbook articles. Some of the new ideas do not fit easily into the categories above,
so I include them separately.

The section above on the local objective function takes a rather normative view.
It asks what the local objective function should be in order that the economy
achieves efficiency in consumers’ location choices and provisions of local services.
A completely different idea is proposed by Glomm and Lagunoff (1998). Instead of
assuming that jurisdictions compete in their provisions of local public goods and taxes,
they assume that jurisdictions compete in the rules for choosing local public goods and
taxes. In particular, they assume that one jurisdiction offers residents the opportunity
to make voluntary contributions to the local public goods, and that another lets the
residents vote on the level of local public goods, funding it with coercive income
taxes. They show circumstances in which either both communities or only one can
survive. Although the two proposed rules do not seem particularly realistic, the idea
that jurisdictions compete in their institutional arrangements is an interesting one.

It has long been recognized that spillovers between geographic jurisdictions are
rampant. Residents of one jurisdiction might visit the local facilities of another
jurisdiction, such as museums, and are harmed by pollution spillovers such as acid
rain. The local objective functions described in Section 4 would not account for such
spillovers. However, Jehiel (1997) introduces the idea that local public goods with
spillovers are established by a bargaining process in which jurisdictions can swap
externalities and establish their local public goods cooperatively. Nevertheless, because
of migration between the jurisdictions, he finds that the local public goods will not be
provided efficiently. The result depends on some specific assumptions about bargaining



2036 S. Scotchmer

and instruments of reciprocity, but opens a new line of inquiry about whether such
bargaining should be restricted or encouraged.

An area where local public economics and political economy overlap is in trying to
understand the formation of markets. Group formation can affect trade either because
of complementarities between private goods and the public services or other features of
the group (see Example 4 above), or because the public services themselves facilitate
trade [Casella (1992), Casella and Feinstein (2001)].

None of the above models of local public goods describes the migration features that
nations actually employ. The club model is not a good approximation to jurisdiction
formation because jurisdictions do not use the kind of externality-based pricing
required by Example 2, because there is no free entry, because jurisdictions are not
profit maximizers, and because of the bundling discussed in Section 3. The free
mobility notion is a good approximation to relationships between sub-jurisdictions
such as states in the USA and provinces in Canada, but the theory is very limited. At
the level of nations themselves, migration is severely restricted. None of the models
above explains why this should be so. Is there an efficiency reason that the intra-country
rules for migration should be different from the inter-country rules for migration? This
question has not been addressed, but a related question is what should be the rules of
migration among states if they could be set constitutionally within a nation. Jehiel
and Scotchmer (2001) introduce three new migration rules, and compare them with
free mobility. These are (i) admission by majority vote, (ii) admission by unanimous
consent, and (iii) admission with public good demands above a threshold.

Neither the club model nor free mobility adequately describes secession. Alesina
and Spolaore (1997) and LeBreton and Weber (2000) explore a hybrid type of model
which permits coordinated deviations, but possibly with restrictions on side payments.
Instead of voting on the level at which a public service will be provided, the residents
vote on the location of a “capital city”. Each agent’s preferred location is near his
residence, in order to minimize transportation costs, and the median voter will get his
preferred location. If a group of unfavored agents secedes (those who are distant from
the capital city), they can locate a new capital city closer to their own residences. The
objective of these papers is to explain when a country will be immune to secession, and
also to explain the distribution schemes that will create stability. LeBreton and Weber
show that side payments can be used to create stability, and stability will require side
payments such that agents’ utility declines with distance from the capital city. That is,
the distant agents are somewhat “bribed” not to secede, but not so much that wellbeing
is entirely equalized. Those located close to the capital city are still better off than those
located far away.
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Abstract

Historically, most attention in public programs has been given to the resources devoted
to the activity, and resources have been used to index both commitment and quality.
Education differs from other areas of public expenditure because direct measures of
outcomes are available, making it is possible to consider results and, by implication, to
consider the efficiency of provision. Early interpretations of the evidence, emanating
from popular interpretations of the Coleman Report that “schools do not make
a difference”, are incorrect, but the basic evidence behind the statement suggests
serious performance problems of government supply, because purchased inputs to
schools are not closely related to outcomes. This paper reviews that evidence along
with providing an evaluation of the various controversial aspects including issues of
causality, consumer behavior, and estimation approaches. Two detailed policy areas are
discussed in terms of the evidence on performance: public versus private provision and
the financing of schools.
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Introduction

The provision of education is a major public sector activity around the world, and both
developed and developing nations frequently act as if ensuring an appropriate education
ranks close in priority to providing for the safety and security of their citizens. And,
much like these other fundamental areas, governments not only provide a majority of
the funding for schools but also typically operate the schools. The objectives of this
chapter include not only a consideration of the purposes and rationale for governmental
involvement in schooling but also an evaluation of performance in addressing the
underlying goals.

Even though government’s presence in education is commonly accepted without
much question, the degree and form of involvement warrants attention. The amount and
quality of education is known to contribute to the income and well-being of individuals.
Recent analyses also suggest that education has a powerful effect on the strength and
growth of national economies. These factors do not, however, necessarily justify the
extent or manner of governmental involvement.

Regardless of one’s opinion about the involvement of government, it is valuable to
assess how well government does at providing education. Historically, most attention in
public programs has been given to the resources devoted to the activity, and resources
have been used to index both commitment and quality. Such a perspective, while forced
on many areas of governmental activity by lack of good measures of outcomes, is
obviously quite limited. Importantly, education increasingly differs from other areas of
public expenditure because direct measures of outcomes are becoming more readily
available. Thus, instead of measuring governmental human capital investments just
by expenditure, it is possible to consider results and, by implication, to consider the
efficiency of provision. Such consideration reveals a complicated picture of expenditure
patterns that are not matched by performance, although the conclusions and policy
implications to be derived from this general finding are not straightforward. Because of
the ability to consider performance directly, the study of publicly provided educational
services also provides a possible window on one of the critical policy questions that
continuously arises in mixed economies: how well does government do in directing
society’s resources to meet its public goals? Nonetheless, given our current state
of knowledge, considerable uncertainty necessarily remains about whether or not
any inefficiencies of the educational system are typical of governmentally provided
services.

The distribution of educational outcomes is also an element of any evaluation
of educational performance. Education is not a pure public good, available without
diminution to all. Instead, it is a complicated intermediate good that is partially
produced by government through provision that varies across local jurisdictions and
that interacts with the endowments and actions of students and families. Substantial
portions of the rewards of more schooling accrue directly to the individual. Thus,
education has more of the character of a publicly provided private good. As such, the
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distribution of outcomes is not only an important concern in judging the performance
of government provision but also an object of policy.

Education clearly encompasses a wider variety of things than can be readily covered
here. The central issues analyzed are the organization, financing, and production
of educational services. This discussion is placed within the context of the role of
government in intervening in the market for education. The following section more
fully delineates the scope of this investigation and provides a roadmap through the
subsequent discussions.

1. Scope and roadmap for discussion

This essay comes in the midst of a rapidly expanding analytical base on the economics
of education. The importance attached to human capital in many areas of economic
research plus the intense policy concerns about schooling have heightened interest in
scholarly exploration of the education sector per se. A primary purpose of this overall
discussion is to highlight the most promising lines of research and to project future
areas of productive research. In doing this, some limits on the scope of this endeavor
are necessary.

Much of the discussion centers on experiences in the USA with the provision
of primary and secondary education. This focus permits a clear development of
the issues of service delivery that can be based on a very extensive analytical
base. It is, nonetheless, a somewhat arbitrary delineation of the overall set of
potential topics. Although the provision of formal schooling by government includes
extensive interventions in tertiary education, higher education involves quite different
institutional structures. More importantly, little progress has been made in the
measurement of outcomes of higher education, thus precluding direct analysis of the
financing and production issues that are central to this analysis®.

The restriction to formal schooling situations excludes important aspects of human
capital investment. Most countries have governmental involvement in various aspects
of job training, including both formal vocational training and work with private
employers. This involvement ranges from governmentally provided training programs
to interventions in apprentice programs arranged directly with firms. The institutional

! As developed below, the largest issues in primary and secondary education are whether or not various
structures and financing schemes lead to qualitative differences in the performance of schools. For
primary and secondary education, a variety of readily available measures of student outcomes, including
test scores and differential labor market performance, permits direct analysis. But, no similar measures
of higher education outcomes — beyond pure quantity differences — are available and accepted. A few
attempts to look at labor market outcomes of higher educational quality are available [e.g., Solmon
(1973), Sewell and Hauser (1975), James and Alsalam (1993), Behrman, Rosenzweig and Taubman
(1996), Behrman, Kletzer, McPherson and Schapiro {(1998), Eide, Brewer and Ehrenberg (1998), Dale
and Krueger (1999)], but the field remains largely undeveloped.
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structure of such programs differs widely across countries, but it is frequently
more closely linked to the labor ministries of government than to the education
ministries. This separation of function, while perhaps unfortunate from an overall
policy perspective, implies that the issues and analyses of training programs have
developed very differently from those related to formal schooling?. This analysis also
generally follows the American custom of separating preschool programs from formal
schooling. Again, however, a full treatment of human capital investment policies should
span this period, because there is some indication that investments early have high pay-
offs, and some discussion is provided below?.

The restriction generally to US experience is an unfortunate limitation forced by
the availability of comparable studies from other countries and other institutional
experiences. The wide international variation in governmental institutions should be
and is an advantage for some analyses. While the limitation is rapidly disappearing with
significant data development and analytic efforts around the world, the more limited
range of analyses that are currently available makes consideration of the international
similarities and differences impossible to develop in depth. To the extent possible,
comparisons with both developed and developing countries are made throughout this
discussion, but they generally cannot be summarized and organized as clearly as the
US experiences.

The discussion begins with an overview of stylized facts about schooling and with a
discussion of how human capital enters into overall economic output and performance.
A consideration of the conceptual basis for governmental involvement in education
follows this.

The performance of government in providing education is a central element to the
entire interpretation of both research and policy in this area. Beginning with a general
conceptual model of the educational production process, detailed attention is given to
what research has said about the effectiveness of inputs to education. This summary of
analytical studies leads naturally to discussion of potential analytical issues that arise
in the area and to how one might interpret the range of results.

The study of school performance is related to a variety of organizational issues that
are key elements of governmental intervention and participation in education. Two of
the most significant organizational aspects are the relationship between public schools
and private schools and the form and means of financing education. The substantial
literatures on each provide insights into these significant policy choices.

Finally, even though there is rapid expansion of research in this area, a number of
areas remain underexplored. The last section identifies a series of issues that appear
to be productive areas for the continual development of the area.

2 A review of materials on job training can be found in Heckman, LaLonde and Smith (1999). For a
general consideration of optimal human capital investment across the life cycle, see Heckman, Lochner
and Taber (2000).

3 See, for example, Gramlich (1986), Barnett (1992), Heckman (2000), Currie and Thomas (1995,
1999), U.S. General Accounting Office (1997), Currie (2001).
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2. Overview of schooling issues

Economists generally view schooling as an investment both by students and by
the society at large. Each incurs costs, and each reaps rewards. For a student, the
costs of education include the direct costs of tuition, books, and other school-related
expenditures as well as the income that the student forgoes when attending school
instead of taking a paying job. Similarly society incurs direct costs in subsidizing a
school system that provides free or heavily subsidized education to its citizens. It also
forgoes the opportunity to devote the skills, people and resources that are engaged in
education to other projects. This viewpoint — regarding education as an investment —
dates back to the 17th century with the writings of Sir William Petty and includes work
by Adam Smith and other influential economists [see Kiker (1968)]. It was brought into
mainstream economics, however, by Schultz (1961, 1963), Becker (1993) and Mincer
(1970, 1974) and has become the basis of a steady stream of subsequent theoretical
and empirical analyses.

2.1. Quantity of schooling

A look at the history of the twentieth century suggests that schooling has generally
been a good investment, buoyed by steady increases in the demand for skilled workers.
Individuals have dramatically increased their own investments in education.

In the USA, at the beginning of the twentieth century, only six percent of the adult
population had finished high school. After the first world war, high school graduation
rates began to increase rapidly. But changes in education work their way only slowly
through the overall population. By 1940, only half of Americans aged 25 or older had
completed more than eight years of school, that is, had had any high-school education
at all. Not until 1967 did attainment of the median adult aged 25 or over exceed
high school®. Since 1967, however, the increase in the number of years of schooling
completed by Americans has slowed. The young adult population, aged 25 to 29, has
had stable completion rates for almost two decades. At the turn of the 21st century,
over 80% of Americans over 25 had completed high school or more.

The changes in other nations have been even more dramatic. Table 1 shows the
percentages of different age groups completing upper secondary schools for a sample
of more developed countries®. The different age groups effectively trace the normal
schooling in different decades in the past, so that the changes with age show the rate
of increase in schooling. While the USA has been stable since the 1960s, most of
the other countries have undergone massive increases in high school completion —
mirroring the historical developments in the USA before and immediately after World
War II [Goldin (1998)).

4 See U.S. Bureau of the Census (1975, 2000) and Goldin (1998).
* A comprebensive comparison of schooling across nations can be found in Barro and Lee (2001).
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Table 1
Percentage of population attaining upper secondary education or more, by country: 19992

Country Ages 25-64  Ages 25-34  Ages 3544  Ages 4554  Ages 55-64

OECD countries

Australia 57 65 59 55 44
Austria® 74 83 78 69 59
Belgium 57 73 61 50 36
Canada 79 87 83 78 62
Czech Republic 86 93 89 85 75
Denmark 80 87 80 79 70
Finland 72 86 82 67 46
France? 62 76 65 57 42
Germany 81 85 85 81 73
Greece 50 71 58 42 24
Hungary 67 80 76 70 36
Iceland 56 64 59 53 40
Ireland® 51 67 56 41 31
Italy 42 55 50 37 21
Japan 81 93 92 79 60
Korea 66 93 72 47 28
Luxembourg 56 61 57 52 41
Mexico 20 25 22 16 9
New Zealand 74 79 77 71 60
Norway" 85 94 89 79 68
Poland® 54 62 59 53 37
Portugal 21 30 21 15 11
Spain 35 55 41 25 13
Sweden 77 87 81 74 61
Switzerland 82 89 84 79 72
Turkey 22 26 23 18 12
UK? 62 66 63 60 53
USA 87 88 88 88 81
OECD mean 62 72 66 58 45

continued on next page
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Table 1, continued

Country Ages 25-64  Ages 25-34  Ages 35-44  Ages 45-54  Ages 55-64

World Education Indicators participants

Brazil® 24 29 27 21 12
Chile® 43 S5 45 35 24
Indonesia 22 33 21 15 9
Jordan 51 55 55 43 25
Malaysia® 35 50 35 20 10
Peru® 46 58 48 35 24
Philippines 44 55 45 34 24
Sti Lanka® 36 46 36 31 21
Thailand® 16 23 17 9 6
Tunisia 8 11 9 6

Uruguay® 32 39 34 28 20
Zimbabwe 29 51 19 11 7

2 Source: Organisation for Economic Cooperation and Development (2001).
b Year of reference is 1998.

The benefits of education to individuals are also clear, The average incomes of
workers with a high school education remain significantly above those of the less
educated, and the average income of workers with a college education now dwarf
those of the high-school educated. In the USA, the rapidly increasing earnings of
college-educated workers during the past two decades currently provides them with a
premium of more than 70% higher earnings than a high school graduate with similar
job experience®.

The earnings patterns elsewhere in the world appear quantitatively more varied, but
there is a strong similarity in the earnings effects associated with more schooling.
Table 2 shows earnings distributions by level of schooling and by gender across
the adult labor force, again for a sample of developed countries. While the earning
distribution is more compressed in some countries than others — probably reflecting
characteristics of labor markets — invariably there are obvious gains in earnings to more

6 More detail on the patterns of earnings can be found in Murphy and Welch (1989, 1992), Kosters
(1991), Pierce and Welch (1996) and Deere (2001). McMahon (1991) reports slightly lower private
rates of return for high school completion than for college completion, although they remain substantial.
These calculations all rely on just salary differentials, and greater equality in the provision of fringe
benefits may act to compress the differences for total compensation. However, no analysis of schooling
returns in terms of total compensation is available.
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Table 2
Relative earnings of the population with income from employment, by level of educational attainment
for the population 25 to 64 years of age (upper secondary education = 100)*°

Country Year Male Female
Lower Higher Higher Lower Higher Higher
secondary education education secondary education education
and below (nonuni-  (university) and below (nonuni- (university)
versity) versity)

Australia 1997 87 120 144 85 113 154
Canada 1997 84 109 148 76 116 164
Czech Republic 1999 75 177 178 72 127 172
Denmark 1998 87 122 148 89 118 144
Finland 1997 94 128 186 100 122 176
France 1999 88 128 178 79 131 158
Germany 1998 77 105 149 85 104 160
Hungary 1999 72 240 218 67 138 159
Ireland# 1997 72 100 149 57 129 171
Ttaly 1998 54 n.a. n.a. 61 na. n.a.
Korea 1998 88 105 143 69 118 160
Netherlands 1997 86 142 138 71 128 145
New Zealand 1999 76 na. na. 74 n.a. n.a.
Norway 1998 85 125 133 84 142 136
Portugal 1998 61 149 188 62 131 190
Spain 1996 75 96 178 68 82 155
Sweden 1998 87 na. n.a. 89 na. n.a.
Switzerland 1999 81 122 144 73 131 154
UK 1999 73 126 159 68 139 193
USA 1999 65 119 183 63 120 170
Country mean 78 130 163 75 123 162

2 Source: Organisation for Economic Cooperation and Development (2001).
b n.a., not available.

schooling. Not only are wages higher for the better educated, but they also tend to enjoy
greater job opportunities and suffer less unemployment [U.S. Department of Education
(1996a), Organisation for Economic Cooperation and Development (2001)].

For individuals the increased relative incomes of more educated people have been
sufficient to offset the costs. An individual can expect significant financial benefit
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from extended schooling, even after appropriately considering costs . Individuals also
gain non-financial benefits from education. For example, there is evidence that more
educated people make better choices concerning health, so they tend to live longer
and to have healthier lives. There is also evidence that the children of more educated
parents get more out of school. They attend longer and learn more. Such benefits of
schooling simply reinforce those from the labor market®.

The common interpretation of the overall returns is that high technology economies
produce large demands for skilled workers, workers who can adapt to new technologies
and manage complicated production processes effectively. Formal models with
this character are developed in Nelson and Phelps (1966) and Welch (1970) and
summarized in the ideas of dealing with disequilibrium in Schultz (1975).

Society as a whole also benefits from education. National income rises directly
with earnings from workers with more and better skills. The more educated are more
prone to be civically involved, to vote in local and national elections, and to be a
better informed and more responsible electorate®. Increases in the level of education
are assoclated with reductions in crime [e.g., Ehrlich (1975), Lochner and Moretti
(2001)].

Recent economic studies argue that education may provide economic benefits to
society greater than the sum of its benefits to individuals — by providing a rich
environment for innovation, scientific discovery, education can accelerate the growth

7 While most economists think of schooling as involving the production of human capital in individuals,
the screening or signaling perspective is a clear alternative [e.g., Spencc (1973), Wolpin (1977), Weiss
(1995)]. The screening model in the extreme suggests that individuals begin schooling with differing
abilities and that schooling merely allows employers to identify those with more ability. From the
individual’s viewpoint, it does not matter what the source of earnings enhancement is, be it production
by schools or screening. The individual will be equally induced to make schooling investments based
on the comparison of returns and costs. The two may, however, yield quite different incentives to
governments to invest, because signaling may lead to different social and private returns to schooling.
As a general matter, these models are not identified with just labor market outcome data. A variety of
specialized tests under different maintained assumptions about individual motivations and firm behavior
have been conducted but have not provided clear support for screening. These tests include looking for
“sheepskin effects”, particularly high returns to completing given institutional levels, as in Layard and
Psacharopoulos (1974). Some support of screening does come from analysis of incentives to complete
high school when there are fewer college graduates [Bedard (2001)]. See Riley (2001) for a review
of general theoretical and empirical work. The key difficulty with these tests, however, remains that
they focus on labor market outcomes, where the private returns to schooling are generally expected to
exist independent of the underlying causal mechanism. The analysis below concentrates importantly on
outcomes that relate directly to the schooling process (the point where the two models are hypothesized
to differ significantly).

8 See, for example, Michael (1982), Haveman and Wolfe (1984), Wolfe and Zuvekas (1995) and
Leibowitz (1974). Many factors are unclear, however, because of questions of causality; see, for example,
Farrell and Fuchs (1982).

% The pattern of US voting over time can be found in Stanley and Niemi (2000). An analysis of the
partial effects of educational attainment (which are positive in the face of overall declines in voter
turnout over time) is presented in Teixeira (1992).
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rate of the economy; see, for example, the analyses of growth by Lucas (1988),
Romer (1990a), Barro (1991), Jorgenson and Fraumeni (1992) and Barro and Sala-
I-Martin (1995). The growth effects depending on the aggregate level of education in
the economy enter as an externality to the individual. (Estimation by Acemoglu and
Angrist (2000), however, questions this effect, at least at the state level).

Education appears also to have helped to achieve both greater social equality and
greater equity in the distribution of economic resources. Schooling was a centerpiece
of the US War on Poverty in the 1960s, and the benefits of improved schooling are
demonstrated in comparisons of the earnings of different social and ethnic groups.
Earnings by blacks and whites have converged noticeably since the Second World War,
and much of this convergence is attributable to improved educational opportunities
for African-Americans [see Smith and Welch (1989), Jaynes and Williams (1989)].
However, as discussed below, that convergence slowed down noticeably in the 1980s
with skill differences being cited as a prime determinant [Juhn, Murphy and Pierce
(1993)].

Nonetheless, while there are many well-documented associations between amount
of schooling - either individually or in the aggregate — and desirable economic
outcomes, significant questions remain about the magnitude and interpretation of these
relationships. First, the association may misstate the causal impact of changes in
schooling for individuals and the aggregate'°. Second, the average effects may not
correspond to the marginal effects. Third, in general externalities have been notoriously
elusive and difficult to estimate convincingly, and education proves to be no exception.
Finally, the measurement issues, as highlighted in the next section, are significant. Each
of these topics (with the possible exception of the last) has received surprisingly limited
research and is a fertile area for future work. In many contexts, they are key to both
analytical and policy concerns.

2.2. Quality considerations

For most of the 20th century, the US debate over the economic consequences of
schooling concentrated on the amount of school attained or, simply, the quantity of
schooling of the population. Policy deliberations focused on school completion rates,
on the proportion of the population attending postsecondary schooling, and the like.
And analyses of the benefits of schooling were most concerned with the effects of
quantity of schooling whether benefits are seen in terms of individual incomes or social
benefits like improved voting behavior of citizens.

19 For example, Bils and Klenow (2000) question the importance of education as a cause of growth, as
opposed to the relationship going the other way around. See also the perspectives in Mankiw, Romer
and Weil (1992) and Benhabib and Spiegel (1994). At the individual level, see Card (1999).
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Most policy and analytical attention has now switched to quality dimensions of
schooling. In the USA, with the slowing of individual income growth'! and of income
convergence by race '2, improving the quality of schooling, or how much is learned for
each year, has been seen as the natural policy focus. Similar concerns, albeit generally
with a lag, have diffused to other developed and developing countries.

The economic effects of differences in the quality of graduates of our elementary
and secondary schools are much less understood than the effects of quantity,
particularly with regard to the performance of the aggregate economy. The incomplete
understanding of the effects of educational quality clearly reflects difficulties in
measurement. Although quality of education is hard to define precisely, it is natural
to use the term quality to refer to the knowledge base and analytical skills that are
the focal point of schools. Moreover, to add concreteness to this discussion, much of
the discussion will rely on information provided by standardized tests of academic
achievement and ability.

Relying on standardized tests to provide measures of quality is controversial — in part
because of gaps in available evidence and in part because of the conclusions that tend to
follow (as discussed below). The contrasting view emphasizes measuring “quality” by
the resources (i.e., inputs) going into schooling. Early investigations include Wachtel
(1975), Akin and Garfinkel (1977) and Rizzuto and Wachtel (1980). Most recent along
this line is Card and Krueger (1992a); see also the reviews of the discussion in Burtless
(1996b) and Betts (1996). In the context of developing countries, where these issues
might be more important, see Behrman and Birdsall (1983). A substantial part of
the controversy relates to the adequacy or effectiveness of expenditure or resource
measures as a proxy for worker skills (as discussed below). In the end, cognitive skill
measures appear to be the best available indicators of quality and do relate to outcomes
that we care about, where resource measures are quite inadequate.

A variety of studies of the labor market have been concerned about how individual
differences in cognitive ability affect earnings and specifically modify the estimated
returns to quantity. The early work was subsumed under the general topic of “ability
bias™ in the returns to schooling. In that, the simple question was whether the tendency
of more able individuals to continue in school led to an upward bias in the estimated
returns to school (because of a straightforward omitted variables problem)'>. These
studies have focused on the estimated returns to years of schooling, although that

1 Qee, for example, Levy and Murnane (1992) for a review of US earnings patterns. See also Welch
(1999) for an update and interpretation of distributional patterns.

12 Discussion of distributional issues including earnings differences by race can be found in Smith
and Welch (1989), O’Neill (1990), Card and Krueger (1992b), Levy and Murnane (1992), Bound and
Freeman (1992), Boozer, Krueger and Wolkon (1992), Juhn, Murphy and Pierce (1993), Hauser (1993),
Kane (1994), Grogger (1996), Welch (1999) and Deere (2001).

13 See, for example, Griliches (1974). More recently, see Taber (2001). Discussions of alternative
approaches to dealing with ability bias can be found in Card (1999). That discussion in general does
not consider school quality, although some of the formulations could be recast in that way.



Ch. 30: Publicly Provided Education 2057

seems to be a badly formulated question. The correction most commonly employed
was the inclusion of a cognitive ability or cognitive achievement measure in the
earnings function estimates. In interpreting that work, one must believe that quantity
of schooling is uncorrelated with quality as measured by tests of cognitive ability and
achievement.

These studies, nonetheless, provide insight into quality measurement issues through
their common control for cognitive effects on earnings. The results of the early work
generally indicated relatively modest impacts of variations in cognitive ability after
holding constant quantity of schooling '*. In this work, there was no real discussion of
what led to any observed cognitive differences, although much of the work implicitly
treated it as innate, and not very related to variations in schooling 1. Further, all of the
early work relied on generally small and nonrepresentative samples of the population.

The most recent direct investigations of cognitive achievement, however, have
generally suggested larger labor market returns to measured differences in cognitive
achievement. For example, Bishop (1989, 1991), O’Neill (1990), Grogger and Eide
(1993), Murnane, Willett and Levy (1995), Neal and Johnson (1996), Currie and
Thomas (2000), Murnane, Willett, Duhaldeborde and Tyler (2000) and Murnane,
Willett, Braatz and Duhaldeborde (2001) each find that the earnings advantages to
higher achievement on standardized tests are quite substantial'®, These results are
derived from quite different approaches. Bishop (1989) considers the measurement
errors that are inherent in most testing situation and demonstrates that careful
treatment of that problem has a dramatic effect on the estimated importance of test
differences. O’Neill (1990), Bishop (1991), Grogger and Eide (1993) and Neal and
Johnson (1996) on the other hand, simply rely upon more recent labor market data
along with more representative sampling and suggest that the earnings advantage
to measured skill differences is larger than that found in earlier time periods and
in earlier studies (even without correcting for test reliability). Currie and Thomas
(2000) provide evidence for a sample of British youth and rely on a long panel of

4 This limited impact of cognitive achievement was also central to a variety of direct analyses of
schooling that reformulated the earnings determination process such as Jencks, Smith, Acland, Bane,
Cohen, Gintis, Heyns and Michelson (1972), Bowles and Gintis (1976) and Bowles, Gintis and Osborne
(2001).

IS Manski (1993a) presents more recent work with this same general thrust. He recasts the issue
as a selection problem and considers how ability or quality interacts with earnings expectations to
determine continuation in schooling. Currently, however, no empirical work along these lines identifies
the quantitative importance of selection or the interaction of school quality and earnings in such models.
16 Qutside of the USA, few studies are available. One exception for developing countries that finds
significant effects of cognitive skills on income is Boissiere, Knight and Sabot (1985). The NAS/NRC
study on employment tests Hartigan and Wigdor (1989) also supports the view of a significant
relationship of tests and employment outcomes, although the strength of the relationship appears
somewhat less strong than that in the direct earnings investigations. Nonetheless, it seems likely that,
for the purposes here, the GATB may not be a good measure of the cognitive outcomes of schools and
may not correspond well to standard measures of cognitive achievement.
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representative data. Murnane, Willett, Braatz and Duhaldeborde (2001), considering a
comparison over time, demonstrate that the results of increased returns to measured
skills hold regardless of the methodology (i.e., whether simple analysis or error-
corrected estimation). Murnane, Willett, Duhaldeborde and Tyler (2000) and Murnane,
Willett, Braatz and Duhaldeborde (2001) provide further evidence of the effects of
cognitive skills (although offering some caution in the interpretation of strength of
cognitive effects versus other traits). Ultimately, the difficulty of separating cognitive
skills from pure schooling has made this estimation very difficult [Cawley, Heckman,
Lochner and Vytlacil (2000), Heckman and Vytlacil (2001)] and leaves ambiguity
about the exact magnitude of effects.

An additional part of the return to school quality comes through continuation in
school. There is substantial evidence that students who do better in school, either
through grades or scores on standardized achievement tests, tend to go farther in school
[see, for example, Dugan (1976), Manski and Wise (1983)]. Rivkin (1995) finds that
variations in test scores capture a considerable proportion of the systematic variation
in high school completion and in college continuation. Indeed, Rivkin (1995) finds
that test score differences fully explain black—white differences in schooling. Bishop
(1991) and Hanushek, Rivkin and Taylor (1996) find that individual achievement
scores are highly correlated with school attendance. Behrman, Kletzer, McPherson
and Schapiro (1998) find strong achievement effects on both continuation into college
and quality of college; moreover, the effects are larger when proper account is taken
of the endogeneity of achievement. Hanushek and Pace (1995), using the High School
and Beyond data, find that college completion is significantly related to higher test
scores at the end of high school.

This work, while less complete than might be desired, leads to a conclusion that
variations in cognitive ability, as measured by standardized tests, are important in
career success. Variation in measured cognitive ability is far from everything that is
important, but it is significant in a statistical and quantitative sense.

The linkage of individual cognitive skills to aggregate productivity growth is
more difficult to establish. There is no clear consensus on the underlying causes of
improvements in the overall productivity of the US economy, nor on how the quality
of workers interacts with economic growth'”. The analysis of the impact of schooling

7 One observation is useful, however. When looking at the history of productivity increase in the
US economy, several distinct time periods stand out. Productivity growth continued at some two percent
per year through the 1960s, but fell off subsequently — first to one percent in the 1970s and then to
virtually zero in the 1980s. It subsequently rebounded in the 1990s. Noting that productivity changes in
these time periods through the 1980s mirror the aggregate pattern of the Scholastic Aptitude Test (SAT)
scores, which fell dramatically from 1964 through 1980 before partially recovering, some have gone on
to presume that the test scores are driving the productivity changes. Such could not, however, be the
case — since, as Bishop (1989) makes clear, the test takers with lower scores remained a small proportion
of the total labor force through the 1980s. Lower test scores in the 1980s may signal later problems, but
they cannot be an explanation for past changes in the economy.



Ch. 30:  Publicly Provided Education 2059

quality on cross-country differences in growth by Hanushek and Kimko (2000),
however, suggests that quality may be very important and could even dominate effects
of the quantity of schooling differences across countries. They develop measures of
labor force quality based on several different international mathematics and science
tests and then find these to be highly correlated with international differences in
growth rates. The concern in such work is the direction of causality. While a series
of specification tests in Hanushek and Kimko (2000) indicates that there is a causal
relationship between quality and growth, the exact magnitude of the effect is open to
question.

Parallel to the work on individual wage determination, a number of studies have
also pursued how school resource differences correlate with economic growth. These
differences, however, have not shown a close relationship with international growth
[see Barro and Sala-I-Martin (1995), Hanushek and Kimko (2000) and Barro and Lee
(2001)].

2.3. Aggregate resources and school outcomes

School policy in the USA and elsewhere has focused attention on quality issues and
desires to improve student outcomes. It is useful in this light then to consider briefly
how this policy attention has shown up and what the results have been. The simplest
picture comes from the aggregate data.

The concern in the USA about the quality of schooling has undoubtedly contributed
to the growth in spending on schools. The USA has increased the resources devoted
to students dramatically over the entire 20th century, with per pupil spending rising
at 3%% per year in real terms for a 100-year period [Hanushek and Rivkin (1997)].
Importantly, between 1960 and 1995 when performance measures become available,
real spending per pupil tripled '8. Clearly some of this recent expenditure was required
simply to compete with other sectors for highly educated women and does not represent

'® The measurement of real increases in resources has been the subject of some controversy and is
difficult to do with precision. The preceding calculations deflate nominal spending by the Consumer Price
Index (CPI). This is an output price index and is likely to diverge from appropriate input price indices.
Education is a labor intensive industry, which historically has shown little productivity improvement. The
consumer price, or alternatively the GDP deflator, indicates how much of society’s resources are being
devoted to schooling. But, because of real wage increases in the economy, input costs in the education
sector are likely to rise more rapidly than the CPI, so that the CPI-adjusted increases will overstate the
increases in real inputs to education [e.g., Scitovsky and Scitovsky (1959) or Baumol (1967)]. Rothstein
and Miles (1995) suggest an alternative approach of using a modified service-sector CPI. This approach,
based on a different measure of output prices emphasizing the service sector, cannot, however, solve
the problem of obtaining more accurate measures of input prices, although it can provide a means of
developing comparisons of productivity change across labor-intensive sectors [Hanushek (1997b)]. While
development of accurate input price indices is difficult because of issues of quality measurement for
teachers, the difference between CPI-adjusted and input-adjusted measures is important to keep in mind.
Use of a simple wage index or of a measure of increases in salaries for college graduates nonetheless
still shows large real resource increases to schools.
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an expansion of school activities, but, even allowing for this, expenditure shows a
strong trend '°.

While US spending on education has increased significantly during the last quarter
of century, quality of student performance measured by test performance has remained
roughly constant. Beginning in 1970, the USA embarked on an extensive testing
program for students, the National Assessment of Educational Progress (NAEP),
that was designed to track performance over time. It appears that the performance
of US 17-year-olds has remained roughly constant over the thirty-year period of
observation. The simple comparison of NAEP scores from the early 1970s through
the 1990s, shows lower science scores, roughly the same reading scores, and higher
math scores?’. Obviously, a variety of factors could influence the aggregate pattern
of performance and costs, including for example changes in the student population or
the structure of schools—topics discussed below. Nonetheless, the aggregate comparison
of resources and performance creates a prima facie case that performance of public
schools warrants careful consideration.

While the USA remains near the top of all nations in terms of spending per pupil,
a number of other countries now spend similar amounts or even greater amounts.
Table 3 displays estimates of both the absolute levels of spending and the proportion
of GDP per capita devoted to primary and secondary schooling?!. The comparison of
spending patterns across countries shows considerable variation, part of which might
be accounted for by higher proportions of private spending for schooling 2.

Interestingly, the amount of spending internationally does not have a very close
relationship to the performance of students. Table 4 displays national scores of eighth
graders and twelfth graders on the Third International Mathematics and Science Study
(TIMSS), conducted in 1995. Countries are rank ordered from highest to lowest in

19 See Flyer and Rosen (1997) for a discussion of the competing forces on teacher labor markets.

20 The earliest testing date for NAEP differs by subject area with the first science test in 1969, first
reading test in 1971, and first math test in 1973. Tests have been given approximately every four years
and also involve ecarlier ages. Each of the subject areas has exhibited some change over the entire time
period, and, while only endpoints are reported, it is also true that each of the tests has been roughly flat
during the 1990s. See U.S. Department of Education (2000).

21 Such comparisons across countries are clearly difficult to do with any precision. The absolute spending
patterns require an international exchange rate, but even then are prone to inaccuracies because of
differences in teacher labor markets. Further, countries differ in what is included in statistics for spending
on schools. The GDP comparisons get around the exchange rate issues but suffer from lack of any models
of how spending should change with national income. See U.S. Department of Education (1996b) and
Organisation for Economic Cooperation and Development (2001).

22 Data on private expenditures are difficult to find on a consistent and complete basis. The Organisation
for Economic Cooperation and Development (2001) tabulations for developed countries display private
spending in the form of tuition and other expenditures on private schools. But they leave out private
tutoring which appears to represent a significant investment in a variety of countries — mostly notably
the East Asian countries. Moreover, countries use different definitions of what is included in school
expenditures, of the age period for schooling, and the like. The OECD analysis attempts to standardize
data collection, but this is obviously difficult to do completely.



Ch. 30: Publicly Provided Education 2061

Table 3
Expenditure per student and spending relative to GDP (1998)2"

Country Expenditure® (US$) Expenditure relative
Primary Secondary to GDP* (%)

OECD countries

Australia 3981 5830 3.8
Austria® 6065 8163 42
Belgiumf 3743 5970 35
Belgium (Flemish)# 3799 6238 3.6
Canada n.a. n.a. 4.1
Czech Republic 1645 3182 3.1
Denmark 6713 7200 43
Finland 4641 5111 3.7
France 3752 6605 4.4
Germany 3531 6209 3.7
Greece 2368 3287 35
Hungary 2028 2140 3.1
Ireland 2745 3934 33
Italy*® 5653 6458 35
Japan 5075 5890 3.0
Korea 2838 3544 4.0
Mexico 863 1586 3.5
Netherlands 3795 5304 3.1
Norway ¢ 5761 7343 44
Poland 1496 1438 na.
Portugal 3121 4636 4.2
Spain 3267 4274 3.7
Sweden 5579 5648 4.5
Switzerland ® 6470 9348 435
Turkey © n.a. n.a. 23
UKf 3329 5230 na
USA 6043 7764 3.7
Country mean 3940 5294 37
OECD tetal 3915 5625 36

continued on next page



2062 E.A. Hanushek

Table 3, continued

Country Expenditure® (USS) Expenditurt:.1 relative
to GDP? (%)

Primary Secondary

World Education Indicators participants

Argentina® 1389 1860 3.1
Brazil ®f 837 1076 n.a.
Chile 1500 1713 39
Indonesia® 116 497 1.4
Israel 4135 5115 55
Malaysia® 919 1469 n.a.
Paraguay © 572 948 n.a.
Peru 479 671 33
Philippines © 689 726 49
Thailand 1048 1177 3.8
Tunisia® 891 1633 n.a.
Uruguay © 971 1246 n.a.
Zimbabwe 768 1179 n.a.

2 Source: Organisation for Economic Cooperation and Development (2001)

b n.a., not available.

¢ Expenditure per student in US dollars converted using PPPs on public and private institutions, by level
of education, based on full-time equivalents.

d Direct and indirect expenditure on educational institutions from public and private sources, by level
of education, source of fund and year.

¢ Expenditure amounts for public institutions only.

" Expenditure amounts for public and government-dependent private institutions only.

& Year of reference for expenditure amounts is 1997.

" Year of reference for expenditure amounts is 1999.

each and compared to performance in the USA. (Bold indicates significantly above
the USA, and italics indicates significantly below the USA). Clearly, national scores
are not closely related to the spending rankings in the previous table. More systematic
investigation reveals the same results: performance on the international tests is not
closely related to resources of the school systems in these countries?*.

The overview of education attainment, spending, and performance demonstrates the
importance of schooling to individuals along with the commitments of governments to
the provision of schooling. This provides a backdrop for consideration of government’s
involvement.

23 See Hanushek and Kimko (2000) for analysis of results on international mathematics and science
tests through 1990; see Woessman (2000, 2001) for consideration of the TIMSS scores across nations.
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Table 4
Country ranking of performance on Third International Mathematics and Science Study (TIMSS), 19952

b b

8th grade performance 12th grade performance

Mathematics Science Mathematics Science
Singapore Singapore Netherlands Sweden
Korea Czech Republic Sweden Netherlands
Japan Japan Denmark Iceland
Hong Kong Korea Switzerland Norway
Belgium — Flemish Bulgaria Iceland Canada
Czech Republic Netherlands Norway New Zealand
Slovak Republic Slovenia France Australia
Switzerland Austria New Zealand Switzerland
Netherlands Hungary Australia Austria
Slovenia England Canada Slovenia
Bulgaria Belgium — Flemish Austria Denmark
Austria Australia Slovenia Germany
France Slovak Republic Germany France
Hungary Russian Federation Hungary Czech Republic
Russian Federation Ireland Italy Russian Federation
Australia Sweden Russian Federation USA
Ireland USA Lithuania Italy
Canada Germany Czech Republic Hungary
Belgium — French Canada USA Lithuania
Sweden Norway Cyprus Cyprus
Thailand New Zealand South Africa South Africa
Israel Thailand

Germany Israel

New Zealand Hong Kong

England Switzerland

Norway Scotland

Denmark Spain

UsA France

Scotland Greece

Latvia Iceland

Spain Romania

Iceland Latvia

Greece Portugal

continued on next page
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Table 4, continued

b b

8th grade performance 12th grade performance

Mathematics Science Mathematics Science
Romania Denmark

Lithuania Lithuania

Cyprus Belgium — French

Portugal Iran

Iran Cyprus

Kuwait Kuwait

Columbia Columbia

South Africa South Africa

2 Source: U.S. Department of Education (1999)
b Note: bold, significantly above USA; italics, significantly below USA,

3. Role of government

As is well-known, the existence of large returns to quantity or quality of schooling
does not by itself warrant large scale governmental involvement. Large returns imply
that individuals have strong incentives to obtain schooling, without the intervention
of government. There are several primary justifications generally given for the level
of governmental involvement in education: externalities, economies of scale, market
failures in general, and redistributive motives. In the presence of these, purely private
decisions are unlikely to lead to optimal social decisions.

Externalities are frequently proposed as central to government'’s interest in education.
In general, activities that are perceived to have significant externalities are prime
candidates for increased governmental support. With positive externalities, Pigouvian
subsidies can be used so that individuals make decisions in line with the appropriate
social calculus. Or other governmental interventions might be used to move toward
a social optimum. But, as is also well recognized, externalities are noticeably
elusive, and, while optimal tax and subsidy policies in the face of externalities
are well understood conceptually, few estimates of the magnitude of externalities
exist anywhere. Nevertheless, economists and citizens, if polled on externalities
in education, would probably support the view that education involves extensive
externalities [Cohn and Geske (1990)].

Leading candidates for areas of external benefits involve citizen involvement in
the community and government, crime reduction, family decision making and child
upbringing, and economic growth. There is evidence that more schooling does have a
positive impact in each of these areas.

In each area, a significant portion of the beneficial effect of education appears to
come from comparing very low levels of school attainment with significantly higher
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levels. Thus, extensive discussions of the social benefits of schooling in developing
countries would seem both warranted and correct?*. It is difficult to have, for example,
a well-informed citizenry when most of the population is illiterate. It may also be
difficult to introduce advanced production technologies, at least in a timely manner, if
workers cannot be expected to read the accompanying technical manuals.

On the other hand, even if accepting the importance of externalities at minimal
levels of schooling, there is little reason to believe that there are constant marginal
externalities when expanded on both the extensive and intensive margins?®. Specifi-
cally, arguments about the social benefits of expanded education seem much stronger
in the case of developing countries of Africa than in the case of the USA during the
21st century. Where half of the population has attended some postsecondary schooling,
another year of average schooling seems unlikely to change dramatically the political
awareness of the US population. Similarly, if the average high school student scores
somewhat higher on the National Assessment of Educational progress, it is doubtful
that many would expect noticeable changes in the identified extra social benefits of
education.

Although education may be associated with a variety of social outcomes, a
particularly relevant question is whether there is a causal relationship or not. With
very little done on even assessing the magnitude of effects — largely because of poor
measurement, progress on understanding the underlying causal structure has been even
more limited. For example, one of the few direct investigations of causation indeed
opens serious questions about common interpretations. Behrman and Rosenzweig
(2002) present evidence on the role of mother’s education in the intergenerational
transmission of skills. In this, they pay particular attention to identifying the causal
impact of mother’s education through use of identical twins and conclude that it is not
only much smaller than believed but possibly negative 26.

A leading candidate for potential externalities of education in the USA and other
developed countries, however, would revolve around economic growth. If a highly
skilled workforce permits entirely different kinds of technologies to be introduced, or
to be introduced earlier in a development cycle, expanded education of an individual
may indeed affect other workers in the economy. Or, if improved abilities of the
best students lead to more rapid invention and development of new technologies,

24 Interestingly, policy discussions of education in developing countries tend to concentrate most on
private rates of return and the market outcomes of added schooling, even if they make some reference
to other social benefits such as political participation and lower fertility. See, for example, Heyneman
and White (1986), Psacharopoulos, Tan and Jimenez (1986) and Lockheed and Verspoor (1991).

25 This issue is raised by Friedman (1962) and remains for the most part in the discussions of college
education in Hartman (1973) and Mundel (1973). None of these, however, provides empirical evidence on
the existence or magnitude of any externalities. The early primer on externalities in education [Weisbrod
(1964)] concentrates chiefly on geographic spillovers and fiscal effects and downplays the issues raised
here. A discussion of the magnitude of externalities that is similar to the one here is found in Poterba
(1996).

6 For an early study of family effects, see Leibowitz (1974).
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spillovers of educational investments may result. Nevertheless, little evidence exists
that distinguishes externalities in economic growth from simply the impact of better
workers and more human capital ?’.

Beyond externalities, government also has a natural role when there are other market
failures. The most obvious possibility comes through capital market imperfections.
If individuals cannot borrow against their human capital — because human capital
is embodied in the individual — there may be underinvestment in education [cf.
Becker (1993)]. This possibility, only observable in postsecondary education when
government freely provides lower education, has not received strong empirical
support {Cameron and Heckman (1999)], but the current interventions in the market
make it difficult to assess completely the importance of this. Further, if there
are economies of scale, say, from some fixed components of school operations,
governmental intervention may provide for efficient operations. Nonetheless, while
the empirical analysis is thin, little support for pervasive economies of scale
exists.

An additional imperfection that deserves mention, and that enters into the discussion
later, involves information. Student achievement involves a complex mixture of
educational inputs including the student’s own abilities, the influence of parents
and friends, and the impact of schools. These factors are not easily separated,
so that individuals themselves may have trouble assessing the independent influ-
ence of schools. If such is the case, informational problems may impede the
decision making of individuals in terms of human capital investments. It may
be that government can produce superior information about the quality of school
inputs than the individual — although, if this is the rationale for governmen-
tal involvement, the form of intervention is important. In particular, government
would not need to operate schools in order to provide information about their
performance 8.

The second major category of justification for governmental intervention is a
redistributive motive. If society has certain goals for the distribution of income and
well-being in society, normal market operations are unlikely to achieve those goals.
The precise form of societal goals and the relationship to schooling has not been given

27 A recent consideration employs cross-sectional wage information to look at productivity spillovers
and finds little evidence after considering endogeneity of schooling [Acemoglu and Angrist (2000)].
These issues can also be found in discussions of endogenous growth models such as Nelson and Phelps
(1966), Romer (1990b), Mankiw, Romer and Weil (1992), Benhabib and Spiegel (1994) and Hanushek
and Kimko (2000).

28 As mentioned before, a different aspect of information failures would relate to signaling and screening
models. A common interpretation of these models is that schooling does not increase productivity, it
only identifies more able people through their use of school attendance to convey their ability. In such a
case, the social returns to schooling may be considerably less than the private returns — indicating that
government should work to lessen the amount of costly schooling. Or, government may also not want
to pursue programs designed to reduce school dropouts if it lessens the information on individuals that
is available.
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much attention?®. (Note also that redistributive goals may also interact with concerns
about capital market constraints, where the desire is to break any linkages of poverty
that exist because parents cannot provide appropriate schooling opportunities to their
children).

An alternative redistributive motive actually appears to guide much policy and to
interact with a range of policy initiatives discussed below’. Because housing in
the USA and in many other places tends to lead to concentrations of poor people,
minorities, and others who traditionally have not faired as well in schools, schools tend
also to reinforce these concentrations3!. To the extent that concentrations of poverty
have added effects on schooling over and above individual poverty per se, there is an
externality that interacts with any redistribution objectives, and government may again
have a clear role for correcting a market failure.

Without pursuing the details of any mandate for public action, however, two
conclusions are important. First, while various market interventions are frequently
employed to justify governmental intervention into education, very little explicit
research or consideration has been given to the exact nature of these. For example,
are the externalities related to the quality of schooling or just the minimal quantity?
Second, as underscored by Poterba (1996), even less attention has been given to the
appropriate mechanism for any governmental intervention. For example, if government
wished to deal with capital market imperfections, should it provide free or reduced
priced schools, make loans to students, operate the schools directly, or give grants
to students to attend schools? A simple comparison is useful. The organization of the
educational sector has moved toward government financing and government provision,
while similar issues in the health sector have led to very different institutional
structures (at least in the USA). With few exceptions, little policy attention is given to
any underlying consideration of the scope and form of governmental intervention.

% Fair (1971) considers optimal policies for income distribution when it is an explicit component of
the social welfare function. Becker and Tomes (1976, 1979) concentrate on intergenerational aspects
of income transmission and distribution. Behrman, Taubman and Pollak (1982) pursue intergenerational
distribution issues from an alternative model of parental behavior. Hanushek, Leung and Yilmaz (2001)
evaluate using education as a redistributive device compared to the other mechanisms of negative income
taxes and wage subsidies.

30 These issues arise most significantly when talking about policies that affect peer groups (e.g.,
desegregation policies) and policies that affect the financing of schools across local educational districts
or agencies.

31 Much of the past work on concentrations of poverty has involved crime, health, and welfare outcomes.
As discussed below, the analytical complications of this work are serious. As Brock and Durlauf (2001),
Manski (1993b) and Moffitt (2001) point out, the empirical analysis of peer influences has been inhibited
by both conceptual and data problems — problems that raise serious questions about interpretation of
many existing studies. These critiques, in part precipitated by analyses of neighborhood poverty [e.g.,
Mayer and Jencks (1989), O’Regan and Quigley (1999), Rosenbaum and Popkin (1991)], point to a
number of potentially severe empirical problems that are at least partially present in the recent set of
randomized housing experiments aimed at understanding neighborhood effects {e.g., Rosenbaum (1995),
Katz, Kling and Liebman (2001), Ludwig, Duncan and Hirschfield (2001)].
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The summary from considering the role of government is that the arguments for
the currently large intervention — one quite generally including both financing and
provision of services — remain not well analyzed. Thus, the remainder of this essay
addresses a more limited issue: how well does government do at what it is trying to
do.

4. Efficiency of production

Because of the heavy involvement of the public sector in the actual provision
of schooling, understanding the efficiency of production becomes an important
issue. With competitive, private provision, little attention is given to economic or
technical efficiency. Barring obvious market imperfections, there is general faith that
market forces will push firms toward efficient use of resources. Even with market
imperfections, there is generally little attention given to issues of technical efficiency,
because firms are presumed to produce the highest possible levels of output given
the chosen inputs—even if the firms are producing at the wrong level or not using the
economically best set of inputs. But, the involvement of government in production,
frequently in near-monopoly situations, alters the focus considerably. The possibility
of inefficient production becomes a much more serious concern.

The attention to performance and efficiency in education began chiefly with Equality
of Educational Opportunity (the “Coleman Report”), a US government publication that
appeared in 1966 [Coleman, Campbell, Hobson, McPartland, Mood, Weinfeld and York
(1966)]. The specific focus of the Coleman Report, mandated by the Civil Rights Act
of 1964, was the extent of racial discrimination in US public schools. Two aspects led
to the broad attention given to it and contributed to the controversy that has followed.
First, it took the position that the central issue was not so much governmental inputs
to schooling as it was student outcomes. Second, it is widely interpreted to imply that
“schools are not important”3?.

Public programs are frequently measured by the magnitude of public spending on
them or the array of specific real resources (personnel of various types, capital in
buildings or laboratories, etc.) going into a program. An extension of this is that
variations in spending or resources indicate varying amounts of public involvement.
The presumption behind employing spending measures is that funds are used
effectively, implying spending is a simple index of the outcomes. The presumption
behind the use of real resource measures is that the specific resources are important
components indicating differences in quality, even if input prices vary across schools.

32 The Coleman Report was heavily criticized on methodological grounds [Bowles and Levin (1968),
Cain and Watts (1970), Hanushek and Kain (1972)]. The most serious issue was the use of an analysis
of variance procedure that biased the findings against any school factors being important and toward
family factors. As discussed below, this study also confused measurability of inputs with the importance
of teachers and schools.
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The Coleman Report, which was required to look at the extent of racial discrimination
in the public provision of schooling, needed a measure of the importance of various
inputs to the schooling process. This requirement led the researchers to turn to
measuring student outcomes and to relating various inputs directly to outcomes. This
focus, which had not been applied very broadly in education or in other areas of
government-provided services, dramatically changed the basic form of analysis.

Much discussion of schools tends to use the terms “quality” and “resources”
interchangeably, but this usage presumes efficient operations of schools. A central part
of the analysis discussed here looks directly at aspects of how effectively public schools
use resources — and concludes that considerable inefficiency in resource usage exists.
At a minimum, school quality should not be simply measured by expenditure patterns
or by specific resources. More importantly, policy should logically reflect this reality.

The attention to the Coleman Report reflected the popular interpretation of the
analysis that “schools do not make a difference”. That interpretation, as discussed
below, is incorrect, but the basic evidence behind the statement suggests serious
performance problems of government, because purchased inputs to schools are not
closely related to outcomes. Evaluation of the alternative interpretations, nonetheless,
requires more general treatment of the educational production process and the
empirical results that are available.

4.1. General structure

The framework of analysis of educational performance considers a general production
function such as

Oil :f (F‘-(,),P’(’),SE’),A,') + Uy, (1)

where O;, is the performance of student / at time ¢, F f-') represents family inputs
cumulative to time ¢, P,(') the cumulative peer inputs, .S f')
A; is innate ability, and a stochastic term v;,.

This general structure has motivated an extensive series of empirical studies. The
typical empirical study collects information about student performance and about the
various educational inputs and then attempts to estimate the characteristics of the
production function using econometric techniques.

Two aspects of this formulation are important to point out. First, a variety of
influences outside of schools enter into the production of achievement. Second, the
production process for achievement is cumulative, building on a series of inputs over
time. Both of these are important in the specification and interpretation of educational
production functions.

The relevance of many factors outside schools highlights the necessity of going
beyond simple comparisons of student performance across schools. Most of the
attention in analytical studies has focused on the measurement of school attributes.
This focus seems natural from a policy point of view. It also reflects the common

the cumulative school inputs,
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use of administrative data in estimating production functions, because administrative
data are frequently short of many measures of family background. Nonetheless, this
lack of attention is unfortunate. First, increasing attention has been given to potential
policies related to families — such as preschool and daycare programs, after school
programs, parent education and the like. Second, because families frequently exert
preferences for the schools that their children will attend, incomplete measurement of
external influences on performance raise intense issues of selection bias and preclude
simple statements about causal influences of schools. Such an observation of course
does not seem very profound, but, as discussed below, many empirical studies give little
attention to nonschool influences in addressing the impact of school factors. Moreover,
public policy debates surprisingly frequently rely on simple accounting of performance
across schools. For example, much of the current movement toward increased school
accountability often relies on just aggregate student scores for a school **. Just the level
of student performance is not a reliable indicator of the quality of schools students are
attending.

The cumulative nature of achievement, where the learning in any time period builds
on prior learning, implies that any analysis must take into account the time path
of inputs. This places heavy demands on measurement and data collection, because
historical information is frequently difficult to obtain.

The cumulative nature of the production process has been a prime motivation for
considering a value-added formulation. At least in a linear version of Equation (1), it
is possible to look at the growth in contemporaneous performance over some period of
time, instead of the level of performance, and relate that to the flow of specific inputs.
The genera) value-added formulation can be written as:

O,‘, ; Oil' _:f‘ (Fi(l—r)’Pl(:r—y‘)’Si(l—/“)) + Uil - Vjye, (2)

where outcome changes over the period (z—¢*) are related to inputs over the same
period. Note that this formulation dramatically lessens the data requirements and
eliminates anything that appears as a fixed effect in the level of achievement
(Equation 1)3*.

33 With the increasing popularity of publishing average performance of students in different schools,
the interpretation of scores becomes more important. In fact, without consideration of the various
inputs that go beyond just schools, alternative accountability systems can have perverse effects [cf.
Hanushek and Raymond (2001)]. The integration of the underlying theoretical and empirical analysis
of the determination of achievement with accountability and incentive systems is an important but
underdeveloped area of investigation.

3% This formulation presumes that innate abilities are constant and thus fall out of achievement growth.
With more information on variations over time, it is also possible to allow for ability differences in
growth [Rivkin, Hanushek and Kain (2001)]. Alternative formulations have prior achievement, Oy, on
the right hand side, allowing for coefficient different than one [Hanushek (1979)]. This latter approach
has the advantages of allowing for different scales of measurement in achievement during different
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A final key issue is how student performance is measured. A prime justification for
the attention to education, as described previously, is its hypothesized effects on labor
market outcomes. The question remains about how best to measure educational output
for understanding production relationships and policy options. With few exceptions
[e.g., Betts (1995), Grogger (1996)], accurate measures of school inputs have not
been related to subsequent earnings, making direct analysis impossible3*. Thus, most
analyses have conceptualized this as a two-stage problem: school resources and other
things are related to test scores, school completion, or other intermediate outcomes,

and these outcomes are related to subsequent success.

4.2. Effects of teacher and schools

The most obvious complication of estimating models such as Equation (1) is the
necessity to specify precisely the various inputs into the production of student
achievement. A logical starting place is estimation of the magnitude of differences
across teachers and schools.

Consider

Oy — O = f* (F,.‘""’,P,?’*"’) 34Ty + (v - v, 3)

where T; is an indicator variable if student / has teacher j during the period #—¢*. This
general covariance, or fixed-effect, formulation identifies teacher and school effects by
systematic differences in achievement gains by students. In this formulation, teacher
quality is measured implicitly by the average gain in achievement for the students of
each teacher (adjusted for other factors influencing achievement).

Such analyses consistently show large and significant differences among teachers
[e.g., Hanushek (1971, 1992), Murnane (1975), Murmnane and Phillips (1981),
Armor, Conry-Oseguera, Cox, King, McDonnell, Pascal, Pauly and Zellman (1976),
Rivkin, Hanushek and Kain (2001)]. In the general formulation of Equation (3),
however, identification and interpretation of teacher and school effects is nonetheless
complicated, since any factors that are constant across the period ¢ —¢* and across the
students with teacher j are incorporated in the estimated effect, ¢;. Thus, for example,
teacher effects, school effects and classroom peer effects are not separately identified if

years and introducing the possibility that growth in performance differs by starting point. It has the
disadvantages of introducing measurement error on the right hand side and of complicating the error
structure, particularly in models relying on more than a single year of an individual’s achievement
growth.

35 Another class of studies, those aggregated to high levels such as the state level, have also considered
labor market outcomes [e.g., Akin and Garfinkel (1977), Card and Krueger (1992a)]. These studies,
which introduce a wider set of analytical concerns, are discussed below.

36 Tn more pragmatic terms, if interested in understanding policy influences on student outcomes, one
would not want to wait decades until the ultimate impact in the labor market is observed.
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the estimates come from a single cross section of teachers. Hanushek (1992), however,
demonstrates the consistency of teacher effects across grades and school 