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INTRODUCTION TO THE SERIES

The aim of the Handbooks in Economics series is to produce Handbooks for various
branches of economics, each of which is a definitive source, reference, and teaching
supplement for use by professional researchers and advanced graduate students. Each
Handbook provides self-contained surveys of the current state of a branch of economics
in the form of chapters prepared by leading specialists on various aspects of this branch
of economics. These surveys summarize not only received results but also newer devel-
opments, from recent journal articles and discussion papers. Some original material is
also included, but the main goal is to provide comprehensive and accessible surveys.
The Handbooks are intended to provide not only useful reference volumes for profes-
sional collections but also possible supplementary readings for advanced courses for
graduate students in economics.

KENNETH J. ARROW and MICHAEL D. INTRILIGATOR

PUBLISHER’S NOTE

For a complete overview of the Handbooks in Economics Series, please refer to the
listing on the last two pages of this volume.
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INTRODUCTION: THE STATE AND SCOPE OF HEALTH
ECONOMICS

ANTHONY J. CULYER and JOSEPH P. NEWHOUSE

The health of health economics

Health economics is commonly regarded as an applied field of economics. “It draws its
theoretical inspiration principally from four traditional areas of economics: finance and
insurance, industrial organisation, labour and public finance. Some of the most useful
work employs only elementary economic concepts but requires detailed knowledge of
health technology and institutions. Policy-oriented research plays a major role and many
important policy-relevant articles are published in journals read by physicians and other
with direct involvement in health” [Fuchs (1987)]. It might also be reasonably claimed,
and has been by Blaug (1998), that health economics has contributed more than merely
the application of the standard economic and econometric toolkits of economics. These
volumes provide ample opportunity for readers to evaluate these claims for themselves.

By almost any criterion, health economics has been a remarkably successful sub-
discipline. It has substantively contributed to the mainstream discipline (the theory
of human capital, outcome measurement and valuation, the methodology of cost-
effectiveness analysis, econometric method, the foundations of welfare economics, the
economics of insurance, principal-agent theory, asymmetric information, the theory of
incomplete markets, supplier-induced demand, to name but a few). It has generated
several comprehensive bibliographies [e.g., Jolly (1977), Griffiths et al. (1980), Blades
et al. (1986)]. It has generated several specialist electronic literature (systematic review)
databases (e.g., Database of Abstracts of Reviews of Effectiveness, NHS Economic
Evaluation Database, Health Technology Assessment Database, each of which may be
accessed at http://www.york.ac.uk/inst/crd/), Health Economic Evaluations Database
(available on CD-rom from the Office of Health Economics, London) and compre-
hensive access to the world’s electronically available resources may be gained via
http://www.york.ac.uk/res/herc. There are a large number of specialised texts, each cov-
ering most of the field [e.g., Newhouse (1978), Cullis and West (1979), Evans (1984),
Mooney (1986), McGuire et al. (1988), Phelps (1992), Donaldson and Gerard (1993),
Santerre and Neun (1996), Jacobs (1997), Folland, Goodman and Stano (1997), Get-
zen (1997), Zweifel and Breyer (1997), Feldstein (1999)], and innumerable conference
proceedings. There are several “readings” in health economics [e.g., Cooper and Culyer
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(1973), Culyer (1991)]. Health economists mounted the largest formal economic ex-
periment in the history of economics [Newhouse and the Insurance Experiment Group
(1993)]. Health economics has two international journals exclusively devoted to its sub-
ject matter (Journal of Health Economics and Health Economics), which are amongst
the most frequently cited of all economics journals, and there are many others, es-
pecially multi-disciplinary journals, in which health economics features prominently.
Most developed countries now have specialist professional health economics associa-
tions [for the history of one, see Croxson (1998)] and there is also an international or-
ganisation (the International Health Economics Association). There are several thriving
schools of graduate study in health economics, each of which has no shortage of de-
mand, and health economics is a common undergraduate special subject in universities.
There is an ample supply of research funding, both public and private, which has led
to the creation of many specialist research centres around the world. Health economists
(as distinct from health economics) have even been treated as objects of study by soci-
ologists [Ashmore et al. (1989)]! All this is powerful evidence that health economics as
an academic pursuit has more than merely established itself. It is thriving.

The impact of health economics outside the economics profession has been im-
mense. It has introduced the common currency of economists (opportunity cost, elas-
ticity, the margin, production functions) into medical parlance (indeed, established
health economists are as likely to be as heavily cited in the scientific literatures as
in economics). Some major areas of research are essentially multi-disciplinary (cost-
effectiveness studies and determinants of population health are two ready examples)
and have led to fully integrated teams of researchers with health economists at their
heart. Its policy impact has also been immense [see, e.g., Hurst (1998)]. As has been the
case with other health-related professions, the language of health economics has perme-
ated the thinking of policy makers and health service managers at all levels. Alongside
academic health economics, and often in close association with it, has grown an im-
mense cadre of health economics consultancies, servicing the demands of health care
agencies, regional and national governments, and international organisations. Alongside
“big issue” questions which health economists have helped public decision makers to
solve, is a myriad of smaller scale research outcomes for specific clients within a great
many countries’ health care systems, concerning investment decisions, pricing, regu-
lation, location, R&D, and a host of other practical issues. Policy impact is not easily
measured, not least because an important class of impact has the important outcome
“no change”. Nonetheless, the qualitative indicators are that over the past three decades
health economics has had an impact that is at least as great in its sphere of policy as
that of any other branch of economics in its. The policy impact of health economics
has also been heightened by the policy impact that individual policy-orientated health
economists have had, where personal skills in political networking, chairing important
committees, and so on, supplement the usefulness of the economics.

If one dates the real beginning of health economics as we now know it with the classic
article of Arrow (1963), its start date roughly coincides with that of a related economics
sub-discipline, the economics of education. From a starting point where at least one
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observer [Blaug (1998)] thought the prospects for education economics brighter than
those for health economics, both the intellectual history and the practical relevance of
the two subjects have diverged remarkably. Blaug’s first commentary as an outsider on
health economics appeared in an appendix to his 1970 book on the economics of edu-
cation [Blaug (1970)]. His comments at that time focussed on an apparent emphasis in
health economics on institutional delivery (rather than public health), health as a capital
stock with rates of return, the contribution of health (or expenditures on it) to economic
growth, forecasting manpower “requirements”, and the special welfare characteristics
of health care as a consumption good. He did not notice Arrow’s (1963) article, nor
Feldstein’s pioneering econometrics [Feldstein (1967)] (which was certainly more than
merely an application of extant methods) nor the early work on outcome measurement,
cost-effectiveness analysis, or the behavioural analysis of hospitals. His main references
were to Klarman (1965), Mushkin (1962), Fein (1967) and Lees (1961) (the latter being
the only non-American contribution). Despite these oversights, however, the relatively
primitive state of health economics in the mid-1960s was broadly as Blaug describes
it. Whereas the economics of education seems to have atrophied, however, health eco-
nomics has flourished and provided practical answers to practical questions as well as
developing its own distinctive theoretical modes. Education economists have largely
failed to resolve their own research agenda (the determination of earnings differentials,
the contribution of education to economic growth, the social rate of return to training
and education, the optimal size of schools and classes, the use of primitive outcome
measures ...). Blaug (1998, p. S66) comments that “virtually all of the 100 articles
in the 1985 International Encyclopaedia of Education devoted to the economics of ed-
ucation could just as well have been written in 1970 or even 1960”. Blaug offers no
explanation for this difference between the development patterns of these two twin sub-
jects. For some reason, one seems to have succeeded and the other failed in captur-
ing the creative imaginations of sufficient numbers of economists of sufficient creative
ability, whether in theoretical, applied or policy-oriented (or all three) research. One
factor helping to account for the success of health economics must have been the am-
ple availability of research funding from both public and private sources (though this
scarcely explains why the funding became available in the first place). Sociologists’ ex-
planations may also hold part of the truth. Ashmore et al. (1989) attribute the success
of health economists (in the UK) to their assiduity in “colonising” the minds of pol-
icy makers, civil servants and health service professionals, through direct interactions
with decision-makers via consultancies and the like, and through engaging in public
debate.

The scope of health economics
A useful schematic structure of health economics was first drawn up by Williams (1987)

and is reproduced (with some editing) as Figure 1. Although we have not used this
schematic structure to organise the content of this book, it may provide some readers
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F. MICROECONOMIC APPRAISAL

Cost-effectiveness, Cost-benefit, and Cost-utility E. MARKET ANALYSIS

analysis of alternative ways of delivering care (e.g., Money prices; time prices; waiting lists and non-

mode, place, timing, or amount) at all phases price rationing systems as equilibrating

(detection, diagnosis, treatment, after-care, etc.). mechanisms and their differential effects in markets
for physician and hospital services.

/' Y

B. WHAT INFLUENCES HEALTH (OTHER A. WHAT IS HEALTH? WHAT IS ITS VALUE?
THAN HEALTH CARE)? Perceived attributes of health; health status
Genetics; occupational hazards; consumption > indices; value of life; utility scaling of health.

patterns; education; income; capital (human and
physical); family background, etc.

I d

C. DEMAND FOR HEALTH CARE D. SUPPLY OF HEALTH CARE
Influences of A and B on health care seeking Costs of production; alternative production techniques;
behavior; barriers to careseeking (price; time, input substitution; markets for inputs (manpower;
psychological; formal); agency relationship; equipment; drugs; etc.); remuneration methods and
need; altruism; insurance; demand for and incentives; for-profit and non-profit organizations;
effects of demand for care. HMOs; etc.
h 4
A
A 4 y

H. EVALUATION AT THE WHOLE SYSTEM
G.PLANNING, BUDGETING, REGULATION, LEVEL

AND MONITORING MECHANISMS
Evaluation of effectiveness of instruments available
for optimizing the system; interplay of budgeting,
manpower allocations, regulation, and the incentive
structures they generate.

. 5

Equity and allocative efficiency criteria brought to bear
on E and F; inter-regional and international comparisons
of performance; financing methods.

Figure 1. A schematic of Health Economics.

with a helpful general overview of the subject and the material covered. The figure
shows the principal topics in the field (with sometimes slightly arbitrary boundaries
drawn between them) and the intellectual links between them. The arrows indicate the
direction of logical flow between boxes, with material that is for the most part logically
prior in boxes from which the flow is indicated. It is the inter-linkages that make it pos-
sible to create research programmes, and a sub-discipline, that are more than merely a
collections of topics. The four central boxes, A, B, C and D, are the disciplinary “engine
room” of health economics, while the four peripheral boxes E, F, G and H are the main
empirical fields of application for whose sake the “engine room” exists. This is not, of
course, to deny that the four central boxes contain material that is of substantive interest
in its own right, and they also contain empirical work, but the purpose of the central four
is mainly instrumental, needed not so much for their own sakes (or to impress fellow
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economists) as for the empirical leverage they enable one to bring to bear on the issues
in the peripheral boxes.

Box A contains the conceptual foundation — health. It contains a multi-disciplinary
literature in which one finds economists, epidemiologists, operational researchers, psy-
chologists and sociologists all working — and sometimes even working together! The
central issues in this box relate to the meaning of “health”, its relationship with “wel-
fare”, and the development of valid and reliable measures of it for a variety of purposes,
specific and general. It is impossible for these matters to be addressed without careful
attention to the value assumptions that are to be made (and where they should come
from). Chapters 2, 4 and 32 survey the content of this box.

Box B is concerned with the determinants of health, broadly genetic and environ-
mental, as human capital, not just in the sense of a stream of discounted benefits over an
expected lifetime but as a distinctive way of treating health itself — a capital stock that
can be invested in, which depreciates, for the demand influences and is influenced by
the demand for other human investments. It concerns the interaction between a health
production function and a health demand function and has been a highly distinctive re-
search area within health economics. Chapters 7, 29, 30, 31 and 33 develop these themes
further.

Box C concerns the demand for health care. This demand is a derived demand (from
the demand for health) and comes logically after boxes A and B. This is also where util-
ity interdependencies come in (externalities), where the tensions between “need” and
“demand” (and the advocates of each) are addressed, and where important questions re-
lated to the normative significance of revealed demand have been extensively discussed.
Like box A, the material of box C requires the careful handling of value judgements.
Chapters 2, 8, 9, 10 and 11 cover the material of box C.

Box D contains the material to be expected in supply-side economics: hospital pro-
duction functions, input substitutions, behavioural relations, labour markets, the re-
sponses of institutions and health industry workers to changes in their environments
and modes of payment, industrial regulation. The health care “industry” encompasses
not only the more obvious health care organisations like hospitals, HMOs, and general
practices, and the again obvious medical supplies sector (pharmaceuticals, equipment,
etc.), but also other public and private caring agencies, often dealing with specific client
groups like the elderly, the mentally infirm and the disabled, and often doing so on a
community basis (for example, caring for them — and their informal carers — in their
own homes). Chapters 10, 13, 21, 22, 24 and 25 covers a large segment of this vast
territory.

Box E deals with the ways in which markets in all these sectors operate and is a ma-
jor chunk of applied health economics, especially in countries where there is substantial
dependence on market institutions for the provision of health care insurance and the
delivery of health care. Even where there are no formal markers, the health care system
operates as a kind of quasi-market, with, for example, contracts between non-profit pub-
lic sector agencies, and pseudo-prices (including time prices) being paid. Queuing and
waiting lists/times for admission to hospital are thus considered in this box. The mate-
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rial of this box is “positive” (i.e. concerned with “what happens”, “what happened” and
“what is predicted to happen” if. . .) as well as “normative”: evaluating the performance
of markets using the tools of welfare economics. The extensive material of box E is
covered in Chapters 2, 3, 5, 11, 12, 20 and 23.

Box F is more specifically evaluative and normative. It is the home of applied cost-
effectiveness and cost-utility analysis. The literature in this genre is now vast and a book
such as this cannot do justice to the immense variety of topics, technologies and mech-
anisms which have been evaluated, let alone to the secondary literature of systematic
reviews and meta-analyses that have developed over the past ten years. Chapters that
deal wholly or largely with these topics are Chapters 2 and 4.

Box G is primarily American in its content, doubtless largely because of the great
variety of health care delivery institution, insurance and reimbursement mechanisms,
and the various roles played by federal and state agencies. The evolution of new forms
of organisation, financing and monitoring/control has flourished apace in the US and
many of these developments are reviewed in Chapters 3, 14, 15, 26, 27 and 28.

Box H is concerned with the highest level of evaluation and appraisal across systems
and countries. The internationally observed differences between the mechanisms, ex-
penditure rates, objectives and outcomes are phenomena needing explanation but they
also raise difficult questions of how best to make comparisons (and for what purpose)
and how best to infer “lessons” from one system for another. Chapters 1, 34 and 35
review much of this material.

Most chapters spread their wings across more than one box. Those dealing with spe-
cific client groups (e.g., Chapters 16-19) range across many. So does Chapter 6 on
econometric methods.

As a “scientific research programme” [Lakatos (1978)], health economics seems to
be in good shape, showing both substantial theoretical growth and immense application.
Moreover, its “hard core” of neoclassical economics (especially welfare economics) is
itself a part of the ongoing developmental agenda of the subject. There is, thus, some-
thing in health economics for almost every conceivable kind of economist: powerful
defenders of conventional methods and aggressive challengers; pure theorists and ap-
plied economists, those who undertake academic research for its own sake and those
who see it as an instrument for the improvement of societies, those who love to engage
in the cut and thrust of debate on important topics and those who prefer to observe and
comment on it, those whose main objective is to do research as well as those who want
an exciting subject to teach and those who want to be active participants in policy forma-
tion processes. One thing is clear: the agenda is sufficiently broad and contains sufficient
unanswered (and doubtless some unasked) questions to keep many health economists
creatively and usefully busy for the foreseeable future.

The scope of the Handbook

We have sought, as editors, to ensure both that the practical scope of application of
health economics is well illustrated in what follows and that the alternative paradigms
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that are in common use are represented. The latter are discussed explicitly in Chapter 2
and also in the chapters that are explicitly in applied welfare economics (with emphases
that vary from author to author). As to the former, we eschewed the idea of trying to
cover every possible field of application (for example, the economics of each of the main
types of labour employed in health care) while including those that have developed a
substantial literature and those that are plainly core to the sub-discipline. We hope, as a
result, that there is something for everyone here though our major target readership (and
one we asked all authors to bear in mind) was a typical UK masters student embarking
on (or in the course of) a master’s degree in health economics or US first year graduate
student in a doctoral program. The book is, therefore, primarily for economists but we
hope nonetheless that it may also be instructive for others who want to find out more
about what is going on in this field.

We hope that all readers will find this Handbook a useful overview of the field as
it currently stands. Most of the chapters in this book finish with some indication of
the authors’ perceptions of what the next steps in research in their subfield might be.
We hope that both the main texts and these further suggestions will prove to be useful
especially for readers seeking topics for masters or PhD thesis topics.
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Abstract

Comparisons of aggregate health expenditure across different countries have become
popular over the last three decades as they permit a systematic investigation of the im-
pact of different institutional regimes and other explanatory variables. Over the years,
several regression analyses based on cross-section and panel data have been used to ex-
plain the international differences in health expenditure. A common result of these stud-
ies is that aggregate income appears to be the most important factor explaining health
expenditure variation between countries and that the size of the estimated income elas-
ticity is high and even higher than unity which in that case indicates that health care is
a “luxury” good. Additional results indicates, for example, that the use of primary care
“gatekeepers” lowers health expenditure and also that the way of remunerating physi-
cians in the ambulatory care sector appears to influence health expenditure; capitation
systems tend to lead to lower expenditure than fee-for-service systems. Finally, we also
list some issues for the future. We demand more efforts on theory of the macroeco-
nomic analysis of health expenditure, which is underdeveloped at least relative to the
macroeconometrics of health expenditure. We also demand more replications based on
updated data and methods that seeks to unify the many differing results of previous
studies.

Keywords

international health expenditure, health system, government policy, econometric
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1. Background and overview

The growth of health expenditure and of its share in Gross Domestic Product (GDP)
is a phenomenon which is constantly the subject of comments and discussions among
politicians, administrators and academics in many countries. One approach to this issue
has been international comparisons of health expenditure. There are substantial differ-
ences in health expenditure across countries, irrespective of how they are measured.
This is even true among the relatively homogeneous industrialized market economies,
e.g., the Organization for Economic Cooperation and Development (OECD) countries.
An illustration of these differences is given by health expenditures per capita measured
in purchasing power parities (PPPs); in 1997 these ranged from less than $1,000 (Mex-
ico $391, Korea $587, Greece $974) to more than $2,500 (Switzerland $2,547 and
the United States $4,090), with an unweighted arithmetical OECD average of $1,725
(see Table 1). In low-income countries outside the OECD area, the amounts are much
smaller, both absolutely — $10 per capita in many African countries, and less than $100
per capita in most of Asia and Latin America — and as a share of income.

The global interest in health expenditure can be explained by the fact that all countries
put similar emphasis on cost-containment and the cost-effectiveness of health expendi-
ture; in addition, the great bulk of health expenditure is publicly financed, i.e. financed
by taxes or compulsory social insurance contributions. This may raise health expen-
diture as a result of additional demand resulting from a decrease in the net price of
care [see Leu (1986)], though there is disagreement on this point. Buchanan (1965) and
Bird (1970) suggested the exact opposite: that the public financing of health expendi-
ture serves as a restraining factor, while Newhouse (1977) suggested that per capita
income is the only relevant variable explaining health expenditure [see Culyer (1988,
1989) for reviews]. The high fraction of public finance in health expenditure creates a
problem because virtually all OECD countries have deficits in the public sector which
have been increasing over time [OECD (1996)]. This increases public debt and interest
payments on the debt. These macroeconomic pressures on public budgets may spill over
to contain health budgets. One approach to reducing the fraction of public financing is
to substitute out-of-pocket payments or private insurance. There are major problems
with this substitution. First, there is a limit to how much out-of-pocket payments can
be increased if the goal of equity is to be fulfilled. Most expenditure in any one year
is concentrated on small segments of the population. For example in the USA, the ten
percent of the population who spend most on health care accounted for 72 percent of all
expenditure [Berk (1992)]. Similar results have been found in other countries [OECD
(1987)]. Second, private insurance as a means of financing poses a problem, because
those with the highest potential expenditure also have the lowest incomes. Since most
expenditure occurs late in life, after the end of the economically active period, a signif-
icant increase in private financing must imply a very long-term perspective. Therefore,
relying on competition between insurers, or allowing opting out of public systems, is not
likely to work without a sound mechanism for allocating public funding to compensate
for these differences.
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Table 1
Public and per capita health spending, OECD countries, 1997

Countries Public financing as Total health GDP per capita #
percentage of total  spending per capita @

Australia 68.7 1805 21671
Austria 72.0 1793 22789
Belgium 87.6 1747 22902
Canada 68.7 2095 22606
Czech Republic 92.0

Denmark 65.0 1848 23874
Finland 77.0 1447 19821
France 78.4 2103 21290
Germany 77.4 2339 22385
Greece 74.8 974 13805
Hungary 69.1

Iceland 83.5 2005 24937
Ireland 75.0 1324 18875
Italy 69.9 1589 20914
Japan 77.4 1741 23765
Korea 56.7 587 14578
Luxembourg 91.8 2340 33089
Mexico 60.0 391 8312
Netherlands 72.0 1825 21450
New Zealand 77.4 1352 17903
Norway 82.2 1814 24423
Poland 93.0

Portugal 60.0 1125 13672
Spain 78.7 1168 15800
Sweden 83.3 1728 20150
Switzerland 69.9 2547 25088
Turkey 6531
United Kingdom 84.5 1347 20139
United States 46.7 4090 29195
Average 74.7 1725 20383.2

4 Note: Data are for 1998. Expressed in purchasing power parity dollars.
Source: OECD Health Database.

Total and public financing of health care in different regions are shown in Table 2.
The public fraction of health expenditure is at least 50 percent in every region except
Asia. The fraction is highest in rich countries, which also have the highest total expen-
diture. Private financing dominates in low-income countries, where direct out-of-pocket
payments are more important than private insurance as a source of revenue. A similar,
though less clear, picture emerges for OECD countries (Table 1). The countries with
the lowest incomes also have the lowest fraction of public finance. The USA is an ex-
ception, having the lowest fraction of public finance of all OECD countries, about 50



Table 2

Global health expenditure by region, 1990

Share of Total health Health Public health Share of GNP Per capita health
world population  expenditure  expenditure as  expenditure as  spent on health expenditure
(%) (billions of percentage of percentage of (%) (US dollars)
US dollars) world total regional total

OECD countries 15 1,483 87 60 9.2 1,860
Transition economies of Europe 7 49 3 71 3.6 142
Developing countries 78 170 10 50 4.7 41
Latin America 8 47 3 60 4.0 105
Middle East 10 39 2 58 4.1 77
Other Asia and islands 13 42 2 39 4.5 61
India 16 18 1 22 6.0 21
China 22 13 1 59 35 11
Sub-Saharan 10 12 1 55 4.5 24
World 100 1,702 100 60 8.0 329

Source: World Bank (1993).
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percent. By contrast, the government pays for nearly all health care resources in Iceland,
Norway, Sweden, and the UK. However, taking into account the high health expenditure
in the USA, the fraction of public finance for health care relative to the GDP is similar
to that in other industrialized countries.

1.1. Why international comparisons?

Since health expenditure typically reaches $1,500-2,500 per capita in rich countries,
intriguing and challenging issues of how to organize and pay for care are highly relevant.
One attraction of using international comparisons in this context is that they can be used
to ask positive question such as:

e Does the overall organization of the health care system have any effect on health ex-
penditure? It is common to distinguish three types of relations between funders and
providers of health care according to whether countries have reimbursement, con-
tract, or integrated systems [OECD (1995a, 1995b)]. Under the reimbursement sys-
tem, providers receive retroactive payments for services supplied. These payments
may be billed directly to insurers or to patients, who may be partly or entirely re-
imbursed by insurers. The reimbursement system, often coupled with fee-for-service
payment arrangements, can be found in systems with multiple private and public
insurers and multiple (usually private) suppliers, as in the USA. In low and middle-
income countries it is rare for the reimbursement model to be combined with public
financing. Chile is an exception, with part of the government financing used to re-
imburse private providers retrospectively. The contract system involves an agreement
between third-party payers (insurers) and health care providers, which aims at greater
control over total funding and its distribution. This approach tends to be found in
social insurance systems with predominantly private (non-profit) providers. Prospec-
tive budgets are combined with per diem, case mix (diagnostic related group DRG)
and fee-for-service payments. A variant of this system is used in Brazil, where bud-
gets are set by the state or municipality and providers are paid under a DRG tariff
[Lewis (1994)]. Preferred provider organizations in the USA also use the contrac-
tual approach. In integrated systems the same agency controls both the funding and
the provision of health services. Medical personnel are generally paid salaries, and
budgets are the main instrument for allocating resources. Integrated public systems
are found in the Nordic countries and the UK, and they are the common organi-
zational form for ministries of health in developing countries. In many such coun-
tries the integrated approach is also used for social security systems, which have
their own hospitals and clinics, although there are often also contractual relations
with private providers. Health maintenance organizations (HMOs) in the USA are
examples of integrated private systems. There may be a trend toward two types of
relation between funders and providers [Jonsson (1996), van de Ven et al. (1994)].
The first type involves a (near) public monopoly in health care funding, through
taxes or compulsory social insurance contributions, and competitive contracts with
private and public providers. Thus financing and provision may be separated, in what
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is sometimes referred to as a purchaser-provider split. The second type is an inte-
grated model with competition between different integrated regimes (HMOs). In ac-
cordance with what might be expected, Hurst [OECD (1992)] found for seven OECD
countries that the success in controlling costs was weakest for the reimbursement ap-
proach and greatest for the integrated system, with the contract approach falling in
between. !

e Have countries with prospective budget ceilings or fee-for-service or payment per
bed-days in hospital care either lower or higher expenditure?

e Does the use of a general practitioner gatekeeper result in lower health expenditure?
OECD (1995b) suggests that gatekeeper arrangements can provide for better con-
tinuity in health care while also acting as a barrier to moral hazard. The use of a
gatekeeper reduces the risk of multiple visits for the same sickness episode, partic-
ularly where there is an over-supply of physicians, strong competition among the
physicians for market shares and remuneration on a fee-for-service basis.

e Do the ways of remunerating doctors in the ambulatory sector make a difference in
health expenditure, i.e. is the expenditure higher in countries which remunerate their
doctors by fee-for-service and lower in countries which remunerate their doctors by
means of capitation or a fixed wage per period?

e Do increases in the supply of doctors result in increases in health expenditure? This
links up with the controversial supplier-inducement hypothesis as an explanation for
the increase in health expenditure [see Evans (1974), Rice (1983), Cromwell and
Mitchell (1986), McGuire et al. (1988), Newhouse (1992)]. Supplier-induced demand
can arise for several reasons, although the form it could take and its extent depend on
institutional arrangements. Under a fee-for-service system, doctors may adjust their
work load in response to changes in the environment so that their target income can
be maintained [Evans (1974)]. When the stock of doctors increases and the work
load decreases doctors may induce the patients to use more services at higher prices,
i.e. conditional on the target income hypothesis we have supplier-induced demand.
Empirical relationships have been reported between the stock of physicians, the re-
muneration system and the number of surgical operations, and between the number
of hospital beds, hospitalization rates and average length of stay in hospital, and be-
tween the physician stock and total outpatient expenditure. However, greater compe-
tition among doctors may encourage them to be more willing to comply with patient
demands for referrals, prescriptions or other health services, particularly where the
cost of these services is covered by insurance. Furthermore, the prediction of greater
spending with additional physicians with no induced demand may also be consistent
with classical microeconomics, because a positive association between the number

1 If one compares the unweighted average health expenditure per capita between reimbursement, contract

and integrated systems, respectively [see OECD (1995b) for a classification] and applies this to the expendi-
ture figures for 1997 [OECD (1998)], it appears, as expected, that the expenditure is highest in reimbursement
systems ($2,336; six countries) and lowest in integrated systems ($1,502; thirteen countries). The average
figures for contract system is $2,086 (three countries).
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of doctors’ and doctors visits may reflect true demand factors; for example, a larger

number of doctors may increase the availability of health care supply since there is

less distance to travel and less time to wait, and unit price does not fall because of

administratively set prices [see Carlsen and Grytten (1998)].

e Do increases in insurance or health system coverage result in higher health expen-
diture? There are two dimensions here: the population covered and the fraction of
individual medical bills covered. Cost sharing is one way to control moral hazard.
Moral hazard can manifest itself in two ways, one static and the other dynamic.
People with health insurance tend to see the doctors more often and to use costly
treatments even if the benefits are small [Pauly (1968), Zeckhauser (1970)]. Doctors
also may change their behavior, particularly in fee-for-service systems. Since costs
are not borne by the patients, it is easier for doctors to suggest more expensive treat-
ments. The dynamic effect of moral hazard is the incentives it creates to introduce
new medical technology, for which there would be no market in the absence of in-
surance [Weisbrod (1991)]. Both problems derive from the inability of the insurer to
monitor service providers and the insured. The conclusion of all this is that increases
in health insurance can influence health expenditure, both through the demand and
supply of health care and through the dynamic effects that may be involved.

e Does the level of high-cost procedures (transplants, dialyses, etc.) have any impact
on health expenditure? Advances in medical technology, though sometimes making
existing procedures cheaper, generally increase the range of what is possible and
thus lead to increasing demand and supply [Weisbrod (1991)]. This may explain dif-
ferences in health expenditure across countries because of the great spread of new
expensive medical technologies among countries.

e Do countries with a higher degree of public supply of health services have higher
health expenditure than those where private sector supply plays a greater role?

e Do countries with a larger fraction of (usually more expensive) in-patient care have
higher health expenditure?

It should be recognized that international comparisons of health expenditure are ex-
clusively concerned with positive questions, as above, and should not be mixed up with
normative questions such as whether health expenditure in different countries is too
low/high or if one health system is better/worse than another health system.

During the last three decades several regression analyses based on international data
have been used to investigate the differences in per capita health expenditure. A com-
mon result of these studies is that aggregate income appears to be the most important
factor explaining health expenditure variation between countries and that the size of the
estimate of the income elasticity is around or even higher than one [see Kleiman (1974),
Newhouse (1977, 1987), Maxwell (1981), Leu (1986), OECD (1987), Culyer (1988,
1989), Pfaff (1990), Gerdtham et al. (1988, 1992a, 1992b), Parkin et al. (1987),
Gbesemete and Gerdtham (1992), Gerdtham (1992), Hitiris and Posnett (1992), Sahn
(1992), Viscusi (1994a), Gerdtham et al. (1998), Barros (1998), Roberts (1998a)]. Fur-
thermore, as indicated above, per capita income may not be the sole determinant, and
Leu (1986), Gerdtham et al. (1992a, 1992b, 1998), Gerdtham (1992), Hitiris and Pos-



Ch. 1: International Comparisons of Health Expenditure 19

nett (1992), and Roberts (1998a) have further demonstrated that demographic and insti-
tutional factors also exhibit a measurable influence on health expenditure in the OECD
countries.

1.2. Methodological problems

International comparisons are fraught with many problems. A first apparent problem is
the weak theoretical base for the determinants of aggregate health expenditure, which
provide little guidance as to the possible explanatory variables and the causal mech-
anisms involved. Parkin et al. (1987), Culyer (1988, 1989), McGuire et al. (1993),
Roberts (1998a), and others, have stressed the lack of theory and the “atheoretical
basis” of macroeconomic analysis of health expenditure. Culyer has called the search
for missing determinants of health expenditure “A quest without a compass” (Culyer,
pp. 29-34). Among the few exceptions which have attempted to provide a “theoretical
compass” of public choice, e.g., Buchanan (1965) and Leu (1986), Culyer concludes
that these compasses are faulty (p. 34): “In Buchanan’s study, the events to be explained
were highly stylized and the theory highly selective”, and in Leu’s study, ... the vari-
ables were (unavoidably) crude and theory again (avoidably) highly selective” (p. 45).
In modeling aggregate health expenditure, it may also be important to note that the
usual separation of demand from supply influences in market analysis is difficult in the
case of the health care market, for a number of reasons. These include: the role of the
physician both as the patient’s agent in advising on health care needs, and as the key
supplier of health services; the fact that health services are usually provided on the ba-
sis of “need” rather than “willingness to pay”’; and the public provision of most health
services coupled with various forms of non-price rationing (such as waiting times).

A second problem is that rigorous assessment of the quality (accuracy and reliabil-
ity) of the cross-national data is difficult. Poullier (1989) describes the prevailing data
compiling approach as: “An analyst’s attempts to “massage” data from various coun-
tries, using as closely comparable units as can be obtained from the readily accessible
information.” (p. 111). There is ample scope for imperfect reliability with respect to in-
ternational comparisons due to differential classification, especially on the borderline of
health services such as care for the aged. For example, the care of the mentally retarded
is not included in the expenditure for Denmark nor for Sweden after 1985, but it is in-
cluded in the expenditure for Finland, Iceland and Norway. Another difference is that lo-
cal nursing homes are not included in the Danish statistics, whereas they were included
in Finland, Iceland, Norway and Sweden before 1992 [Gerdtham and Jonsson (1991a,
1994)].% Thus heterogeneous definitions are present even if one selects apparently sim-
ilar countries such as the Nordic countries, which have similar GDP per capita and sim-

2 Earlier, the latter difference in accounting was often put forward (by Danes) as an explanation for the
comparatively low share of GDP used for health care in Denmark (see Enggard (1986), at that time Denmark’s
Home Secretary).
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ilar social systems, and also that there are heterogeneous health expenditure definitions
for a single country over time. A related issue is that explanatory variables of possible
relevance have to be omitted from the estimation due to lack of data. Health system
variables are often omitted since it is difficult to characterize countries’ health systems
in ways that are tractable to regression analysis. This is because these systems often
combine many differing forms of provision and finance, e.g., no country fits perfectly
into just one of the categories representing public reimbursement, contract and inte-
grated health systems; indeed, many countries have elements of all three. Barr (1992,
p- 782) expressed this by saying that health systems “... merge into each other like
the colors of the rainbow”. (For surveys and assessments of health systems in differ-
ent countries, see Ham et al. (1990), Besley and Gouveia (1994), OECD (1994, 1995a,
1995b).

A third problem of international comparisons is the small sample size (commonly the
OECD countries), which forces restrictions on model size and statistical inference. One
may of course add to the number of countries, but only at the cost of omitted regressors
and aggravated problems of heterogeneous definitions.

A fourth problem is that cross-sectional comparisons implicitly imposes the as-
sumption of homogeneous relationships across countries which may appear unrealistic
for many reasons, i.e. heterogeneous preferences, production functions, etc. [Roberts
(1998a)].

A fifth problem is that cross-sectional comparisons are static, while the observed dif-
ferences in health expenditure and income are the result of both real (permanent) differ-
ences and transistory differences when countries are in different stages of some adjust-
ment process. The actual process of expenditure adjustment is not well understood and
depends on many factors including organizational dynamics, accumulated surpluses and
deficits, technological change and expectations [Getzen and Poullier (1992), see also
Kendix and Getzen (1994)]. An alternative to cross-section studies is a separate time-
series analyses of each country but then the researcher cannot consider the determinants
of variations across countries.

Some studies combine cross-section with time-series data in panel analyses to over-
come some of the above-mentioned problems [e.g., Gerdtham (1992), Hitiris and Pos-
nett (1992), Viscusi (1994a)]. One advantage to using panel data is the larger sample
size and hence more powerful significance tests. Another is the possibility of analyzing
dynamic properties of the relationships. A third is that panel data allow us to relax the
assumption of homogeneous relationships across countries. Moreover these data enable
investigators to include country and time-specific effects, which help to control for the
presence of mismeasured and/or unobserved variables that are correlated with the ex-
planatory variables included in the model. Nonetheless, many difficulties remain, and
Culyer (1988) concluded in his summary that: “We have had crude data, misspecified
equations, contentious theory, and cavalier history” (p. 45). Taken together, these prob-
lems indicate that results obtained with international comparisons should be treated with
considerable caution.
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1.3. Organization of the chapter

This chapter reviews the literature on international comparisons of health expenditure.
The chapter is organized into five sections. Sections 2 and 3 review the first-generation
studies and second-generation studies, respectively. The first-generation studies use in-
ternational cross-section data for a single year (or selected years) to analyze the cross
country differences in health expenditure. One particular methodological issue of these
studies concerns the choice between different conversion factors such as exchange rates
or purchasing power parities (PPPs) and whether this choice affect the empirical results.
The second-generation studies use panels of countries, each with a relatively long time
series of annual data, which enable one to test a more extensive range of hypotheses,
because of the larger sample size, and to control for country and time-invariant vari-
ables whose omission might otherwise result in inconsistent estimates of the regression
coefficients. Methodological issues in the second-generation studies concerns relation-
ships involving non-stationary variables, cointegrating and dynamic relationships, and
heterogeneous relationships across countries. Section 4 summarizes and concludes the
chapter, and lists some issues for the future.

2. First-generation studies
2.1. Cross-section bivariate regressions

The analysis of international health expenditure has to some extent been based on stan-
dard demand theory, typically focusing on the income elasticity of health expenditure
estimated in functions linking per capita health expenditure (henceforth HE) to per
capita GDP (henceforth GDP).

2.1.1. Newhouse (1977)

The seminal article by Newhouse attempted to identify factors determining the quantity
of health care services in 13 developed countries using 1971 data. He regressed HE
on GDP working in US dollars ($) at annual average exchange rates and obtained the
following results (z-value in parenthesis):

HE; = —60 +0.079GDP;, R?>=0.92, Q.1
(11.47)

The two principal results were that aggregate income explains almost all, about 92
percent, of the variance in the level of HE between countries; and the income elasticity
of health care exceeds one.

On the basis of these results, Newhouse made two strong inferences:

(1) Factors other than income, for example the price paid by the consumer and the
method of reimbursing the physician, are of marginal significance.
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(2) Health care is technically a luxury good, possibly arising from the fact that, at the
margin, the demand for health care may relate more to caring (or subjective com-
ponents of health) than to curing (or physiological health).

The latter result is ... consistent with the view that in the developed countries, med-
ical care services at the margin have less to do with common measures of health status
such as mortality and morbidity and more to do with services that are less easily mea-
sured such as relief of anxiety, somewhat more accurate diagnosis and heroic measures
near the end of life” [Newhouse (1977, p. 123)].

Parkin et al. (1987) criticized Newhouse’s conclusions, saying that they were based
on microeconomic concepts but employed macrodata which gave rise to the well-
known — daunting — problem of aggregation, and misspecification arising from omit-
ted variables or inadequate functional form, and the conversion factor problem (see
below).? Most empirical research has confirmed Newhouse’s empirical results con-
cerning the income elasticity and the high explanatory power of the relationship, ir-
respective of whether it is calculated at the mean from linear regressions or estimated
directly as a constant in log-linear regressions. This holds both for rather heteroge-
neous samples such as those in Kleiman (1974) and for more homogeneous sam-
ples such as in the OECD countries [see Leu (1986), OECD (1987), Culyer (1988,
1989), Pfaff (1990), Gerdtham et al. (1988, 1992a, 1992b)], see also Leviatan (1964),
Abel-Smith (1967)]. Parkin et al. (1987) and Gbesemete and Gerdtham (1992) represent
two exceptions from the regular finding that the estimated health care income elasticity
exceeds unity in cross-section studies. Parkin et al. replicated Newhouse (1977) with
research based on 18 OECD countries and 1980 data using different functional forms
(linear, semi-log, double-log, exponential) and using different conversion factors (ex-
change rates and PPPs). Their results indicated that certain functional forms imply spe-
cific magnitudes of Engel income elasticities of medical care (p. 119) and that income
elasticities are around unity in cross-sections when PPP conversion factors, rather than
exchange rates, are used. Gbsemete and Gerdtham investigated health expenditure in 30
African countries and reported an income elasticity not significantly higher than one.*

2.1.2. Is health care a “luxury” good

However, the high income elasticity and the high explanatory power of the relationship
contrast with the evidence obtained from national micro data (for example, household

31t appears that Newhouse later modified his position regarding the size of the income elasticity. Newhouse
(1992, p. 8, footnote 7) argued that since income elasticities from time series data within countries are around
unity, and that time series income elasticity would be expected to exceed the cross section elasticity (because
technology is not held constant over time and new technology is likely to increase health expenditure), the
cross-section income elasticity should be lower than unity.

4 The following explanatory variables were included in the regression analysis: percentage of births attended
by health staff (hospital deliveries), Gross National Product (GNP) per capita in US$, population under 15
years of age as percentage of total population, crude birth rates and foreign aid received per capita in USS$.
In their preferred model, three explanatory variables were positive and significant, i.e. percentage of births
attended by health staff, GNP per capita and foreign aid received per capita.
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surveys), where numerous studies have revealed a low income elasticity for the utiliza-

tion of health care across households [Andersen and Benham (1970), Grossman (1972),

Newhouse and Phelps (1974), Muurinen (1982), Okunade (1985), Wagstaff (1986),

Manning et al. (1987)].

Several hypotheses have been put forward to explain this difference:

e Since insured individuals or households pay only a minor fraction of the health care
costs as direct out-of-pocket payments, income may be less of a budget constraint
on individual HE. By contrast, the nation as a whole faces the full costs of health
care consumption and, where health care is largely financed by the state, the income
constraint may be more binding at the aggregate level, particularly where there is
non-price rationing [Newhouse (1977)]. If non-price rationing is relaxed with in-
creasing income, then the income effect at the aggregate level will be greater than at
the individual level [Culyer (1988)]. However, Blomqvist and Carter (1997, p. 208)
noted further that insurance per se does not explain the discrepancy between micro
and macro income elasticity estimates, and they observed that individuals in a private
insurance system are restricted by the provisions of the insurance plan. If the higher
income of rich families enables them to buy more generous insurance plans than
the poor, then “there is no reason why spending patterns across rich and poor fami-
lies would look any different from spending patterns across rich and poor countries”
(footnote 1).

e Cross-section estimates may have been misspecified: the high income elasticity at the
aggregate level may reflect omitted variables, for example differences in degrees of
supplier-induced demand, so that the income coefficient may not be a measure of the
pure income elasticity in an Engel curve sense [Parkin et al. (1987, 1989), McGuire
etal. (1993)].

e There may be an inadequate distinction between prices and quantities. Newhouse
used market exchange rates to convert expenditure and income data to a common
currency unit. However, exchange rates reflect at best the relative prices of inter-
nationally traded commodities only, and income and expenditure data converted at
exchange rates therefore still in nominal values. The availability of PPPs in recent
years brought the issue of conversion factor into the analysis of health expenditure:
the choice between exchange rates and PPPs, and if PPPs are used then the choice
between PPPs for all expenditure (PPPs for GDP) which erase differences in overall
price levels between countries, or specific PPPs for health care which erase differ-
ences in prices for health care. Parkin et al. (1987, 1989) argued in favor of using
PPPs for health care to convert health expenditure in national currencies, since this
conversion method provides a measure much closer to Newhouse’s “quantity of re-
sources a country devotes to medical care”. They argued that the effect of income
changes on health expenditure and quantity of health care is identical only if prices
of health care do not vary with income, and they noted that this may not be the case.
The production of health care is relatively labor intensive, and if labor is more scarce
in rich countries than in poor countries it is compensated better; thus the relative
prices of health care may increase with income across countries.
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2.1.3. Empirical results on the issue of conversion factor instability

The empirical evidence in this matter seems ambiguous. Parkin et al. (1987, 1989)
found that the (simple) income elasticity of health expenditure dropped when they
used PPPs for health care instead of PPPs for GDP, and the elasticity was not sig-
nificantly different from unity. They used cross-section data from 1980 and the PPPs
estimated that year. They claimed, therefore, that countries spend resources for health
care in proportion to their income, but richer countries pay more for the services. Using
1985 cross-section data and 1985 PPPs for health care, Gerdtham and Jonsson (1991b)
could not replicate this result, and reported that the income elasticity is the same, and
above unity, both when PPPs for health care and PPPs for GDP are used [see also
Murthy (1992) and Gerdtham and Jonsson (1992)]. In sum: Parkin et al. (1987) and
Gerdtham and Jonsson (1991b) focused on the sensitivity of the estimated income elas-
ticity to the choice of different conversion methods, and therefore prices were only
introduced as deflators and not as unrestricted explanatory variables. In a later study,
Gerdtham and Jonsson (1991c) investigated the price/quantity issue using the same
data as in Gerdtham and Jonsson (1991b) but also included the relative price of health
care as an additional explanatory variable on the quantity of health care. The results
showed that the income elasticity and price elasticity were 1.43 and —0.84, respec-
tively, which indicated that the relative price of health care has a strong rationing effect
on quantity, i.e. decision-makers will adjust the quantity of health care according to
price changes. Moreover, the null hypothesis of a unit price elasticity with respect to
health care could not be rejected, which indicated that price inflation above general
price inflation is compensated fully by decreases (increases) in real resources. Milne
and Molana (1991) reached about the same empirical results as Gerdtham and Jons-
son (1991c) when they pooled 1980 and 1985 cross-section data for 11 EC countries
(see their Table 2). Their results indicated in accordance with Gerdtham and Jons-
son (1991c) that the income elasticity on health expenditure was higher than unity
even when the relative price of health care were included as an explanatory vari-
able.” These divergent findings of Parkin et al. and Gerdtham and Jénsson (1991b,
1991c¢) are probably partly attributable to differences between the 1980 and 1985 PPPs
for health care.® Gerdtham and Jonsson (1991¢) noted also that the choice between PPPs
for GDP and PPPs for health care depends on what one wants to measure, whether it is

5 Milne and Molana (1991) interpreted their results differently to Gerdtham and Jonsson (1991c¢) in that they
stated: “Our empirical results, based on a conventional model and cross national data set for the EC, show
that whereas health care may be labeled as a luxury good, the large income effect can be interpreted as merely
offsetting the price effect” (p. 1221). However, it appears that they have no foundation for this conclusion
since they did not estimate the income elasticity on health care relative prices. If this elasticity is zero as
Gerdtham and Jonsson (1991c) found in their study and as was argued by Newhouse (1977, 1987), then the
results of Milne and Molana are consistent with Gerdtham and Jonsson (1991c).

6 There are two main technical problems with PPP adjustments of health expenditure. The first is that the
number of products in the health “basket” was limited. In a sector with complex outputs and significant vari-
ations across countries in the types of outputs produced, this can be a serious problem. The second concerns
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the financing burden on the country (PPPs for GDP) or the quantity of resources spent
by a country on health care (PPPs for health care). Newhouse (1987) pointed out fur-
ther that the finding that the income elasticity exceeds unity is only a secondary issue;
what is more interesting is the finding that the income elasticity found in international
cross sections substantially exceeds zero and substantially exceeds the corresponding
estimates from within-county cross sections; and he asserted that it is this difference
which “... is interesting and suggestive of what the marginal resources are buying”
(pp. 161-162).

2.2. Cross-section multivariate regressions
2.2.1. Leu (1986) — a public-choice approach

Because of possible omitted variable bias in the income coefficient, some researchers

have asked whether other variables have any significant independent impact on national

HE. Leu (1986), using national data for 1974 data for 19 OECD countries (excluding

Luxembourg, Iceland, Japan, Portugal and Turkey), included the following regressors:

e A set of relevant exogenous variables. These included the fraction of persons under 15
and over 65 (these groups tend to use more health care than others); and urbanization
(the risk of contagion is higher (Kleiman, 1974), and time and travel costs are lower
in cities).

e A variable to reflect the extent of public sector provision of health services. On the
basis of “some well-known results in the public choice literature” (p. 42), Leu argued
that an increase in the size of the public share would increase total spending. This
could occur via two channels: bureaucrats in public or private non-profit hospitals
would maximize budgets to increase their own utility (status, better pay, promotion
possibilities etc.); and unit costs at each level of activity would be higher due to
less intensive competition in the public sector. Leu also suggested that HE should
increase with an increased fraction of public finance, assuming implicitly that this
fraction reduces the price to the consumer.

e Dummies for the National Health Service (the UK and New Zealand), where cen-
tralized budgetary control might have a restraining effect; and for direct democ-
racy (Switzerland), on the grounds that controlling HE would be easier if voters had
greater direct control over government choice and tax levels.

the weighting method. The deflators should in principle reflect the health expenditure item in the general
government consumption and private consumption components in the national accounts. There were only 6
countries which provided the expenditure breakdown (i.e. the weights) and the prices for that part of health
expenditure included in general government consumption. In practice, statisticians at Eurostat used only the
private sector weights in calculating PPPs for health expenditure, even in those countries where a breakdown
for the general government component of health expenditure was available. For a country like the UK, the
PPPs are therefore based on weights and prices for only 15 percent of the total. It may be possible in future to
use better PPPs, in part by using general government weights for the countries where they are available and
more appropriate weights for countries where the private sector weights do not appear to be an appropriate
representation of the structure of health expenditure.
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Leu confirmed the predominant effect of the income variable. He also found that a
number of additional variables were significant and with the expected signs, albeit with
mostly small coefficients. The stronger effects were: a 10 percent increase in the public
to total bed ratio was expected to increase HE by 8-9 percent, and the NHS dummy
suggested that this system lowered HE on average by 20 to 25 percent, ceteris paribus.
An increase in the fraction of public financing by 10 percent was associated with 2-3
percent higher HE, ceteris paribus.

These conclusions have remained controversial, particularly as regards the institu-
tional variables. Despite the reference to public choice theory, the a priori signs of
the variables proposed by Leu remain in doubt and Gerdtham et al. (1988, 1992a,
1992b) in subsequent tests on more recent data were not able to reproduce these re-
sults.

Culyer (1988, 1989) noted that private sector bureaucrats are not necessarily better
controlled than their colleagues in the public sector, that costs in the private sector may
be larger due to advertising and selling costs and that market pressures may be less
reliable than professional ethics and regulation (p. 28). He also quoted the conclusion
from a review of empirical comparisons [Stoddart and Labelle (1985)] that privately
owned for-profit hospitals do not operate at lower production costs than non-profit hos-
pitals. Barr (1992) added that much of the private/public argument “is clouded by ide-
ology” and “In many respects, however, managers, administrators, and bureaucrats all
do broadly the same job and face similar problems” (p. 784). Culyer (1989) suggests
that both of Leu’s hypotheses, i.e. that both public finance and public provision in-
crease expenditure, depend on a passive response from the financing agent, who adjusts
the supply of finance to the quantities and prices of health care services. He suggests
further that the financing mechanism, in particular the degree of “open-endedness” of
finance, i.e. the lack of budget restriction, would be more relevant than the distribution
of finance and provision between public and private institutions. Open-ended financ-
ing systems are characterized by multiple finance sources (insurance companies) and
by fee-for-service remuneration. Conversely, closed systems are characterized by one
or a few finance agents, prospective payments such as capitation for out-patient ser-
vices, and global budgets for hospitals. Open-ended systems provide little incentive for
providers and little opportunity for financiers to contain expenditure; the converse is
true for closed systems. The conclusion of all this appears to be that the impact of the
fraction of public finance and/or provision on health care expenditure cannot be deter-
mined a priori. However, countries with more closed health care financing systems are
anticipated to have lower expenditure.

2.2.2. Gerdtham et al. (1992a, 1992b) — impact of open-ended finance

Gerdtham et al. (1992a, 1992b) used cross-sectional and pooled cross-sectional (over
three selected years) data sets. They attempted to measure the effect of open-endedness
of finance on health expenditure. For both data sets, Gerdtham et al. specified the follow-
ing log-linear model (the continuous variables are transformed in natural logarithms),
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implying that the coefficients of the variables are to be interpreted as constant elastici-
ties:

HE; = by + b1GDP; + boRP; + b3DOCT; + b4 TEXMC; + bsPF;
+ b6FEE; + byGLOBAL; + bgFP; + boAGE; + b1oURB; + ¢;, 2.2)

i=1,2,...,19; T = 1987 for Gerdtham et al. (1992a) and T = 1974, 1980, 1987
for Gerdtham et al. (1992b), RP is relative prices,7 DOCT is the number of doctors,®
TEXMC is the ratio of in-patient to total spending, PF is the ratio of government to
total HE, FP is the female participation ratio,” AGE is the ratio between population
65 years of age and over and population aged 15 to 64, URB is urbanization, i.e. the
fraction of population living in towns with over 500, 000 inhabitants (1980), FEE is a
dummy variable for the fee-for-service payment of doctors and GLOBAL is a dummy
variable for global budgeting caps. The latter two dummy variables are measures of the
open-endedness of finance in out-patient service and hospital care, respectively.

Strict cross-section estimates based on 1987 data for 19 OECD countries were re-
ported in Gerdtham et al. (1992a). The preferred model had five variables: per capita
GDP, urbanization, fraction of public financing, fraction of in-patient care expenditure
and the dummy variable for countries with fee-for-service payment; this accounted for
about 95 percent of the variance and nearly all variables had expected sign (Column
GTHI in Table 3). These authors also tested the most appropriate functional form and
found that a logarithmic transformation was superior to linear and exponential speci-
fications. GDP continued to be the most important variable in explaining HE, with an
elasticity of 1.33 (significantly different from one). In contrast to Leu, an increase in
the fraction of public financing by 10 percent was associated with 5 percent lower HE,
while a 10 percent increase in the fraction of in-patient care had a positive impact on
expenditure of around 2 percent. The fee-for-service dummy variable indicated that HE
was about 11 percent higher in countries where that arrangement dominated. None of
the demographic variables except urbanization was significant and this had an unex-
pected (negative) sign.

Gerdtham et al. (1992b) showed that two variables in addition to the five of the pre-
vious cross-section study were statistically significant (Column GHT2 in Table 3): a 10
percent increase in the fraction of those aged above 640 increased HE by about 2 per-
cent; an increase in the number of physicians per capita by 10 percent reduced HE by

7 PPPs for health relative to PPPs for GDP.

8 The term provides a measure of supplier-induced demand — as the number of doctors increases, with work
load held constant, doctors may try to induce patients to use more services [Evans (1974)]. It may also proxy
for unmeasured demand factors. These cannot be distinguished.

9 The participation term represents the possible replacement of informal care in the home by more formal
institutional care as women increasingly go out to work [Fuchs (1972), Stihl (1986)].

10 Relative to those in the 15 to 64 age group.



Results from selected works on comparisons of health expenditure across the OECD countries

Study Newhouse Leu 1
Design Cross-section  Cross-section
Sample 13 countries 19 countries
Year 1971 1974
Estimation OLS OLS

Cross-section Pooled 3 year
19 countries
1974, 1980, 1987 1972-1987

Regressor variable

GDPpc(i, t) 0.0782 (1.31)2 1.182
GDPpc(i,t)/GDPpc(i,t — 1) - -
HEXTpc(i,t —1)/GDPpc(i,t — 1)
Inflation(i, 1) - -
Inflation(i, t — 1) - -

Population < 15 year(i, t) - 0.56* 1.10%

65 + /15-64 years(i, t) - -
65 + /15-64 years(i,t — 1) - -

Urbanization(i, t) - 0.11 0.282
Public financing(i, 1) - - 0.34b

Public financing(i,t — 1) - -

Public beds(i, 1) - 0.902
INP%(i, t) - -
Physicians/pop(i, t) - - -
NHS(, 1) - —0.212
Direct democracy (i, t) - —0.312
Fee/service(i, t) - -
Constant - —12.41% —9.65%
Country dummies - - -
Time dummies - -

R? 0.97

—10.06* 25.10%

—0.12

a,b,c Represent 1%, 5% and 10% levels of significance, respectively.

* Linear regression; elasticity estimated at the mean.
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10 percent. The remaining variables had broadly the same orders of magnitude as in the
strict cross-section estimates.

A further objective of this study was to shed light on econometric aspects such as
temporal stability of the estimated relationships and their functional form.

Temporal stability was analyzed within a model where all coefficients and regression
variances were allowed to vary over the three cross-section years. The actual tests were
carried out sequentially starting with the equality restriction on the regression variances
followed by the equal slope vector hypotheses. It turned out that the specified HE model
was stable over time, both in slopes and in variance, but that the HE function shifted
upwards, i.e. the average HE increased autonomously by 2.5 percent.

The functional form issue was analyzed within the framework of Box—Cox transfor-
mation analysis [Box and Cox (1964), Zarembka (1974), Spitzer (1982)]. The idea in the
Box—Cox analysis is to parameterize the functional form by estimable transformation
parameters. In the study two transformation parameters were specified (Ay; A): one for
the dependent variable and one for a relevant subset of the regression variables. Given
estimates of the transformation parameters, hypotheses about particular values of these
(and hence the functional form) can be tested. The results indicated that the quadratic
(square-root power for response, linear for regressors) functional form fitted the data
best on the likelihood criterion applied to a two-parameter Box—Cox regression model.
Thus the entire regression analysis based on the double log model was replicated, with
square roots of HE in order to examine sensitivity in the results to the choice of func-
tional form. The square root functional form did not alter the general results. The signs
of the coefficients were unchanged, and the outcomes of the model tests and misspeci-
fication analysis were similar to the results based on the double log functional form.

3. Second-generation studies
3.1. Panel data analyses
3.1.1. Methods

Panel data [Greene (1993)] enable one to test for country and time-invariant effects and
carry out appropriate estimation in their presence. The error term in a typical panel data
model is of the form: &;; + u; + 6;, where u is the country-specific term and 6 is the
time-specific term. Different ways of modeling these country and time-specific terms
give rise to different panel data models. Running a simple least squares (OLS) regres-
sion assumes that u; = 0 and 6; = 0. A fixed-effects model assumes that y; and/or
6, are fixed constants for each country and time period respectively, in which case an
appropriate panel estimation model is OLS with country-specific and/or time-specific
dummy variables. If u; # 0 is the correct specification, but a strict OLS regression is
estimated, the coefficient vector will be biased if u; is correlated with other regressors.
The third possibility is that p (or €) is itself a random variable. In this case, there is an
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error components model — referred to as a random-effects model — that can be estimated
using generalized least squares (GLS). The random-effects model is estimated by two-
stage GLS in the following manner: the variance components are estimated using the
residuals from OLS regressions and GLS estimates are calculated using these estimated
variances. Conventional F-type tests can be used (for the joint significance of the coun-
try and time dummy variables) to determine whether the OLS model is rejected in favor
of the fixed-effects model. A Lagrange multiplier test for the random-effects models
devised by Breusch and Pagan (1980), based on OLS residuals, can be used to examine
whether the panel GLS model is more appropriate than the strict OLS model. A Haus-
man test [Hausman (1978)] of the fixed-effects model against the random-effects can be
carried out to test the independence assumption of the random-effects model. If this as-
sumption is not valid, then random-effects models produce biased coefficient estimates
and the fixed-effects model may be preferable. If these effects are uncorrelated with the
regressors, then there is a gain to be made by adopting the random-effects model in-
stead of the fixed-effects model. In addition to using statistical tests to choose between
fixed-effects, random-effects and strict OLS, there are important conceptual issues that
bear on this choice. The fixed-effects model may be more appropriate when the sam-
ple constitutes all or most of the population of interest. Random-effects would be more
appropriate if the sample is drawn from a substantially larger population. This factor
would seem to favor the fixed-effects model in the case of the OECD countries. Greene
(1990, p. 85) states that the fixed-effects model is a reasonable approach when one can
be confident that the differences between units (countries) can be viewed as parametric
shifts of the regression function. If differences between countries are not due to para-
metric shifts, but are more related to variation across countries in the regressors, then
fixed-effects models are less attractive [for thorough discussions of panel data see Hsiao
(1986), Baltagi (1995); see also Pesaran and Smith (1995)].

3.1.2. Gerdtham (1992) — panel data and error-correction models

Gerdtham (1992) used data for 22 OECD countries for the period 1972—1987, explor-
ing different panel data models and issues of lags and dynamic adjustment of HE to
movements in exogenous variables. A reduced number of explanatory variables were
specified: GDP, inflation, fraction of public financing, and the fraction of the aged in the
population. Both static and restricted error-correction models were specified and tests
were carried out using five different panel data models, i.e. two-way country and period
fixed and random-effects models, one-way fixed and random country effects models and
strict OLS without country and time dummies as well. An important conclusion was
that country or time-specific effects, and whether these were treated as fixed or random
variables, had important implications for the results. Indeed, permanent non-identified
country and time-period effects were found to influence HE and had an important im-
pact on the income elasticity of demand. These effects appeared to be fixed, as random-
effects models were clearly rejected by the data. Major statistical results regarding the
influence of variables were: first, the estimated elasticity of HE with respect to GDP was
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0.74 in static equilibrium models (using both country- and time-period dummies) (Col-
umn GTH3) but the remaining variables were insignificant. In dynamic specifications
(Column GTH4), the short-run effect of income on HE was (.18 and a unitary long-run
income elasticity with respect to HE of 1.0 was not rejected. Second, the short-run elas-
ticity for inflation was —0.17, suggesting that when inflation increased, per capita HE
grew less rapidly. There was a short-run elasticity of —0.21 with respect to the fraction
of public financing, but there appeared to be no long-run effect.

3.1.3. Hitiris and Posnett (1992) — replications of Newhouse and Leu

Hitiris and Posnett (1992) re-analyzed the models of Newhouse and Leu using panel
data for 20 OECD countries for the period 1960-1987. The specified models assume
constant regression coefficients but allow for differing intercepts across groups of coun-
tries and for cross-sectionally heteroscedastic and time-wise autoregressive residuals.
All models were estimated both in linear and log-linear form. Their results re-confirmed
the importance of GDP as a major determinant of HE, with an elasticity of about one
(1.026 with an exchange rate adjustment and 1.16 with a PPP adjustment). The impor-
tance of some non-income variables was also confirmed, although the direct effect of
such factors appeared to be small.

3.1.4. Viscusi (1994a) — risk—risk analysis

Health promoting policies intended to reduce mortality risks may actually increase mor-
tality risks since they also reduce citizens’ disposable income, which in turn increases
mortality risks [see Viscusi (1994a, 1994b), Keeney (1997)]. This implies that it is im-
portant to estimate the marginal expenditure per statistical life lost, and Viscusi (1994a)
proceeds from the following relationship between the expenditure that will generate the
loss of a statistical life and the marginal value of life:

Marginal value of life
Marginal propensity to spend on health *

Marginal expenditure per statistical life lost =

If the marginal propensity to spend out of income on mortality-reducing activities
such as health care is 1.0 then the marginal expenditure per statistical life lost will equal
the marginal value of life. Since not all of individuals’ additional income is devoted to
such activities, then the marginal expenditure per statistical life will exceed the marginal
value of life [Viscusi (1994a)]. One approach to estimating the marginal expenditure per
statistical life lost is, first, to estimate the marginal propensity to consume health care
out of income using international OECD data, and then to use this figure as a denom-
inator in the equality above in conjunction with a value-of-life range of $3 million to
$7 million. In the estimation of the marginal propensity to spend, Viscusi used panel
data for 24 OECD countries for the years 1960-1989 and a log-linear weighted least
squares model of HE (weights were country populations by year) including GDP and
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unemployment rates with and without 29 year dummies and 23 country dummies (two-
way fixed-effects models) and also with and without unemployment rates. HE and GDP
were converted by both the current exchange rates and PPPs. In accord with previous
studies, the results show that GDP alone has a extremely high explanatory power, as is
evident from the very high adjusted R?, and that the unemployment rate was insignifi-
cant. The estimated income elasticity in the two-way fixed-effects models is about 1.10
irrespective of whether HE and GDP are converted by exchange rates or PPPs. The es-
timated marginal propensity to spend was around 0.1, which implies that the marginal
expenditure that will lead to the loss of one statistical life ranges from $30 million to
$70 million dollars, with a mid-point of $50 million dollars.

3.1.5. Gerdtham et al. (1998) — effects of institutional variables

Gerdtham et al. (1998) used data for 22 OECD countries for the period 1970-1991
to examine the effects of different sorts of institutional arrangements on HE. The HE
model of the ith OECD country in year ¢ were written in a log-linear form where all
continuous variables were defined in natural logarithms:

14 10 2 2
HEj; =by+ ijxitj + ZCjZitj + ZMOidi + ZQOzdz +eir, (3.D
=1 =1 ; r

where the variables are defined as: X1 = GDP; X2 = % of population 75 years and
over (POP75); X3 = % of population 4 years and under (POP04); X4 = Female labor
force participation ratio, % of active population (FPR); X5 = unemployment rates, %
of labor force (UNR); X¢ = alcohol intake, liters per person (ALCC); X7 = tobacco
consumption per capita (TOBCC); Xg = % of beneficiary’s health bills normally paid
by a public insurer or fund (COPAY); X9 = % of in-patient care expenditure in to-
tal expenditure (TEXMC); X109 = % of public in-patient care beds in total in-patient
care beds (PUSH); X11 = % of the population covered by public insurers (COVERO);
X 12 =renal dialysis per million of population (REND); X3 = number of physicians
per 1000 population (DOCT); X14 = interaction of number of doctors and dummy
for fee-for-service system (DOCT - FFSA); Z1 = dummy for public reimbursement
systems (PUBREIMB); Z, = dummy for public integrated systems (PUBINTEGR);!!
Z3 = dummy for budget ceilings in the ambulatory sector (BUDCEILA); Z4 = dummy
for budget ceilings in the hospital sector (BUDCEILI); Z5s = dummy for gatekeeping

11 The following classification was used: (public) reimbursement: Australia, Belgium, France, Italy (up to
1978), Japan, Luxembourg, Switzerland and the United States. Public contract: Austria, Canada, Germany,
Greece (until 1983), the Netherlands, Portugal (until 1977), Spain (until 1983) and Turkey. Public integrated:
Denmark, Finland, Greece (from 1983), Iceland, Ireland, Italy (from 1979), New Zealand, Norway, Portugal
(from 1978), Spain (from 1984), Sweden and the United Kingdom.
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systems (GATEKEEP);'? Z¢ = dummy for direct payment by patient before reimburse-
ment by insurer (REIMBMOD); Z7 = dummy for capitation (CAPITA); zg = dummy
for wage and salary (WAG&SALA);'? Zg = dummy for “overbilling” where there are
no “official” or agreed price schedules set (OVERBILL = 1); Z1o = dummy for fee-
for-service or payment by bed days in in-patient care (FFSI). The 22 (22) d; (d;) are
dummy variables with the value one for each of the 22 observations corresponding to
country (time) i (¢), ordered alphabetically (chronologically), and zero elsewhere (two-
way fixed-effects models). by is an overall constant as well as a “country” effect for each
country and a “time” effect for each period. The problem of multicollinearity, when the
time and country dummy variables both sum to one, is avoided by imposing the restric-
L2 =22,

tion: ) 7 o= ;"6 =0.

Table 4, Column 1, shows the estimated impact of non-institutional (GDP and
TOBCC) and all the “institutional” variables on HE; Column 2 shows the results after
the elimination of insignificant institutional variables. Columns 3—15 show estimated
regressions for various sub-groups of institutional variables added to a number of non-
institutional variables: GDP, POP75, POP04, FPR, UNR, ALCC and TOBCC.

Amongst the non-institutional variables, only GDP and tobacco consumption
(TOBCC) have generally a significant impact on health expenditure; it appears that
the estimated coefficients are rather stable over the variables excluded. The elasticity
on tobacco consumption indicates that health expenditure would increase by about 1.3
percent if tobacco consumption increased by 10 percent. Tobacco consumption may, in
part, be a proxy for other behaviour that leads to higher health expenditure. Some stud-
ies have shown that smoking does not increase health expenditure over the life cycle,
for example Leu and Schaub (1983). The income elasticity is lower than unity (0.74),
which indicates that health expenditure may be better characterized as a “necessity”
rather than as a “luxury” good, and corresponds with results of micro-level studies.

Considering next the institutional variables, unexpected results were found for the
dummy variables representing the dominant type of institutional arrangement. In con-
trast to the evidence of Hurst [OECD (1992)], public reimbursement (PUBREIMB) ap-
peared the least expensive, with public integrated arrangements (PUBINTEG) about as
costly as public contract (benchmark). Countries with budget ceilings on inpatient care
(BUDCEILI) appeared to have higher total expenditure, while larger numbers of doctors

12 Countries with primary physicians as gatekeepers: Austria, Canada, Denmark, Germany, Iceland, Ireland,
Italy, the Netherlands, New Zealand, Norway, Portugal, Spain and the United Kingdom. Countries where this
does not appear to be the case: Australia, Belgium, Finland, France, Greece, Japan, Luxembourg, Sweden,
Switzerland, Turkey and the United States.

13 Countries were classified as follows: fee-for-service: Australia, Austria, Belgium, Canada, France, Ger-
many, Greece, Ireland (up to March 1989), Italy (up to 1977), Japan, Luxembourg, New Zealand, Norway,
Switzerland and the United States. Capitation: Denmark, Iceland, Ireland (from March 1989 on for the pub-
licly financed system), Italy (1978 on), the Netherlands, Spain (up to 1983 and then falls gradually) and the
United Kingdom. Wage and salary: Finland, Portugal, Spain (gradually increasing after 1984), Sweden and
Turkey.



Table 4

Estimated coefficients using the two-way fixed effects model for health expenditure. Coefficients (country and time-effects) are not presented
Variables/Models 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
GDP 0.76*  0.74* 0.67* 0.74* 0.66* 0.75* 0.78% 0.68*  0.80* 0.71* 0.79* 0.71* 0.79¢ 0.822 0.732
POP75 —0.04° -0.02 -0.04 -0.03 —-0.03 —-0.04° -0.01 —-0.02 —-0.02 —-0.02 —0.03 —0.03 —0.04°
POP0O4 0.03 0.10° 0.10° 0.10> 006 0.07 0.02 0.02 0.04 0.04 0.06 0.04 0.03
FPR 0.04 —-0.05 0.00 -0.06 -0.07 —-0.01 -0.04 003 -0.05 0.02 —-0.02 —-0.03 0.03
UNR 0.00° 0.00° 0.00° 0.00° 000 0.00° 000 0.00 0.00 0.00 0.00 0.00  0.00
ALCC -0.01 -0.03 —0.02 —0.02 0.01  0.01 0.01  0.00 0.02 0.02 —-0.04 -0.04 —0.04
TOBC 0.12*  0.13* 0.11* 0.09* 0.10* 0.09* o0.11* 0.12* 0.12* 0.13* o0.11* 0.13* 0.11* 0.11* 0.11*
COPAY —0.08 —0.07 —0.07 0.01 —0.08 —0.06 —0.09
TEXMC 0.05¢  0.06° 0.05 0.05 0.04 0.07¢ 0.07¢ 0.04
PUSH —0.342  —0.322 —0.16° —0.212 —0.282 —0.222 —0.222 —0.142
COVERO 0.05 0.13¢ 0.06 0.16" 0.07 0.06 0.12¢
REND 0.01 0.03" 0.02 0.02 0.01 0.01 0.03°
PUBREIMB —0.11* —0.07° 0.07°  0.01
PUBINTEG —0.03 0.11* 0.08*  0.07*
BUDCEILA —0.01 0.00  0.00
BUDCEILI 0.03 0.042 0.05>  0.082
GATEKEEP —0.19* -0.18* —0.20* —0.19* —-0.20* —0.19*
REIMBMOD —0.10° —0.08°¢ —0.16 —0.08 —0.10
CAPITA —-0.21* —-0.17* —0.222
WAG&SALA —0.10 —0.10
CAPITA+WAG&SALA —0.23* —0.22%

continued on next page
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Table 4, continued

Variables/Models 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
OVERBILL 0.03 —0.05¢ —0.05 —0.09° —0.06
FFSI —0.02

DOCTCA —0.10° —0.142 —0.08 —0.09¢ —0.07 —0.09°

DOCTCA*FFSA 0.18  0.20° 0.18% 0.19°  0.20° 0.20%

Constant 0.07 0.02 —051 —097 017 —0.95 —1.28 —049 —1.59® 047 —1.50> —0.46 —1.36° —1.57° —0.78
R? 0.985 0984 0981 0.980 0981 0980 0980 0.982 0982 0.983 0.982 0.983 00980 0.981 0.982
Hausman x2(k — 1)  29.54° 167.07% 27.87* 203.51* 29.94% 194.96° 180.79% 28.99% 176.64% 30.01* 121.43% 29.52% 29.76* 157.10* 29.14?
F-test 2-15 against 1 - 0.49 1528 11.53% 18.64% 11.028 11.88% 14.912  9.83 13.45%  7.84% 11.90% 12.312 -

F-test against I-FEM,C  6.15% 11.43% 5.89% 12.59% 6.52% 12.29* 12.26* 6.73* 12.62* 6.29*° 8.10° 4.82% 11.36* 11.82% 5.99%
F-test against 1-FEM,P 47.58% 70.78% 62.10* 68.30* 63.98% 71.21* 69.96* 67.11*% 73.51* 65.81* 78.17* 71.17* 56.39% 62.78% 53.65%
F-test against 0-FEM ~ 27.03%  47.52% 33.68% 40.38% 30.38% 41.84% 41.18* 35.05* 43.16* 35.64* 45.60* 38.58* 33.54% 39.03% 29.29%

a.b.c Represent 1%, 5% and 10% levels of significance.

Abbreviations: Hausman x2(k — 1) = test of the 2-way random effects model against the 2-way fixed effects model. The test is asymptotically distributed as
a chi-squared variable with k — 1 degrees of freedom. F-test 2—15 against 1 = F-test of model 2—15 against model 1; F-test against 1-FEM, C = F-test of the
1-way fixed country effects model (not presented) against the 2-way fixed effects model. F-test against 1-FEM, P = F'-test of the 1-way fixed period effects model
(not presented) against the 2-way fixed effects model. F'-test against 0-FEM = F-test of the 0-way fixed effects model without country and period specific effects
(not presented) against the 2-way fixed effects model.
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(DOCTCA) appeared to be related to lower expenditure. A number of model specifica-
tions were tested in order to evaluate whether these results reflected inter-relationships
between various institutional variables and to assess the robustness of the results more
generally. Some additional information about the robustness of the coefficients for pub-
lic integrated (PUBINTEG) and public reimbursement (PUBREIMB) systems was ob-
tained by examining the interaction of these variables with the in-patient proportion
variable (TEXMC) and the dummy for gatekeeping (GATEKEEP). In general, in-patient
expenditure was more costly than ambulatory care and pharmaceutical expenditure, and
countries with integrated systems appeared to have higher fractions of inpatient care.
Furthermore, additional tests indicated that fewer countries with integrated systems have
gatekeeper arrangements than in public reimbursement and public contract setups. On
both these grounds, one might expect that public integrated systems could show up
as being more expensive, on balance, than public contract systems. In equations with
the non-institutional variables and these two system dummies alone (PUBINTEG and
PUBREIMB), this appears to be the case. However, once the in-patient care variable
(TEXMC) or the gatekeeper dummy (GATEKEEP) were introduced, the positive coef-
ficient of the integrated model disappears; including these factors therefore appears to
control for influences which tend to make integrated systems more expensive.

The results for public reimbursement systems are more difficult to explain. In the
equation reported above (including the non-institutional variables and only the two
dummies) public reimbursement systems were more expensive than public contract sys-
tems. However, once the additional variables, including the in-patient proportion vari-
able and the gatekeeper dummy, were introduced such systems appeared to be the least
expensive of the three, even though one would expect an even larger positive coeffi-
cient for PUBREIMB once the influence of their lower proportion of in-patient care
and the (possible) tendency to have more gatekeeping is controlled for, i.e. once the
influences tending to hold down health expenditure in reimbursement systems are con-
trolled for. In this context, the approximate nature of the dummies for the three systems
needs to be stressed. It remains difficult to judge to what degree country dummies, for
example for the United States, may be picking up part of the variance which should
be attributed to institutional differences. Further investigations suggested that the vari-
ables representing coverage of the population (COVERQO) do not add anything to the
explanatory power of the model if the reimbursement and integrated system variables
(PUBREIMB and PUBINTEG) are included in the regression. The variable for budget
ceilings on in-patient care (BUDCEILI) captured the possible impact of budget ceil-
ings in ambulatory care (BUDCEILA) on HE. Finally, they found that the negative im-
pact of the number of doctors per capita (DOCTCA) on HE appeared to result from
the interaction between several variables, including the non-institutional variables, the
gatekeeping dummy, and the interactive variable for doctor numbers and fee-for service
arrangements (DOCTCA - FFSA).

Bringing the results together, it seems to be the case that:

e The proportion of in-patient care expenditure (TEXMC) tends to be positively related
to health expenditure.
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e A higher proportion of public coverage of medical care billing (COPAY), and of
public beds to total beds (PUSH), tends to generate lower health expenditure, contrary
to hypotheses in previous work, e.g., Leu (1986). However, this impact was not robust
to the sample.

e Public reimbursement systems (PUBREIMB) tend to be less expensive than public
contract systems, although the significance was not robust over different country
groups and time periods. There is no evidence which supports the hypothesis that
public integrated systems (PUBINTEG) are less expensive than public contract sys-
tems, once the effects of the proportion of in-patient care and gatekeeping arrange-
ments are allowed for.

e Systems with budget ceilings in ambulatory care (BUDCEILA) do not appear to be
less expensive than systems without budget ceilings and, similarly, budget ceilings in
in-patient care (BUDCEILI) do not seem to lower health expenditure.

e Countries with primary physicians as gatekeepers for in-patient care (GATEKEEP)
have consistently lower health expenditure, a finding that was robust in different sam-
ples.

e Countries with more doctors have lower health expenditure (DOCTCA). This result
was sensitive to the variables included in the equation. Although unexpected, this
result is consistent with earlier studies [see, for example, Gerdtham et al. (1992a,
1992b)]. One possible explanation may be that an increase in doctor numbers gener-
ally drives down income levels (as appears to be the case, for example, in Belgium).
However, it seems that the number of doctors increases health expenditure in systems
which reimburse their physicians by fee-for-service (DOCTCA - FFSA). This latter
finding was robust to the sample.

e Countries which reimburse their physicians by capitation (CAPITA) appear to have
lower health expenditure, but there was no evidence in favor of the hypothesis that
countries reimbursing physicians by means of salaries (WAG&SALA) have lower
health expenditure than those using a fee-for-service approach.

e Health expenditure does not appear to be higher in countries with payments by bed-
day or fee-for-service in in-patient care (FFSI).

e Countries where the patient pays the provider and then seeks reimbursement
(REIMBMOD) tend to have lower health expenditure.

One particular problem in using the fixed-effects model is that “too much” of the
cross-section variation may be attributed to the dummy variables representing specific
countries and/or time-periods, rather than to the regressors which attempt to capture the
influences of economic and institutional factors. For example, the relatively high health
care expenditure in the USA, or the relatively low health care expenditure in Japan
(even after controlling for GDP), may appear to be “explained” by the dummy variable
for these two countries rather than by their particular mix of institutional arrangements.
Such findings may to some extent be valid: influences which are unique to particular
countries (such as social and cultural factors) or particular time-periods (e.g., cyclical
downturns) may well account for some of the variations observed in health care expen-
diture. Nevertheless, the concern is that this estimation method may further weaken the
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scope for finding significant differences in health expenditure as a result of institutional
factors. This risk of the fixed-effects models needs however to be balanced against that
arising from specification errors if relevant dummy variables are not included.

Another important problem concerns how the individual effects should be interpreted;
for example, budget ceilings may be endogenous to health expenditure because pol-
icy makers in different countries may respond to higher expenditure by implementing
spending caps. If this is the case, then it is possible that the direction of causality be-
tween health expenditure and budget ceilings runs two ways, and estimated effects of
the dummy variable for budget ceilings on expenditure will be biased by assuming one-
way causality from budget ceilings to expenditure.

A third problem is that several variables appear to be closely related, such as the two
budget ceiling variables, and also the dummies for gatekeeping, the fraction of in-patient
care, and public integrated systems. It is possible under these circumstances that one
variable will turn out to be insignificant, even if it has contributed to a significant effect
found for the related variable. Multicollinearity may be severe, tending to confound the
measurement of separate effects of individual regressor variables on expenditure and
making it harder to obtain significant results, and rendering the coefficient estimates
highly sensitive to the addition or deletion of other regressor variables.

3.1.6. Barros (1998) — levels and growth rates

Barros (1998) dealt with the same issue as in the previous studies but in a different way.
He looked at differences in growth rates (averaged across decades) rather than in levels
of health expenditure. He used data for 24 OECD countries from the period 1960—1990.
The explanatory variables were as follows:

o Initial health expenditure, i.e. health expenditure per capita (in levels) in the first year
of the period;

Square of initial health expenditure;

Gatekeeper dummy [as in Gerdtham et al. (1998)];

Public reimbursement and integrated system dummies [as in Gerdtham et al. (1998)];
GDP growth rate;

% of population aged over 65 years;

Two time decade dummies (1970-1980 and 1980-1990).

Barro’s results indicated that the health system dummies (gatekeeper, public reim-
bursement and integrated systems) were clearly insignificant and the only significant
variables were initial health expenditure, the square of initial health expenditure and
growth of GDP. Not even the decade dummies were significant. The effect of initial
health expenditure was negative, implying that a higher initial health expenditure would
lead to lower growth rate in the next decade, which indicates convergence among coun-
tries. The effect of the square of initial health expenditure was positive, indicating that
the absolute effect is stronger for heavier spenders but at a decreasing rate. In contrast to
Gerdtham et al. (1998), Barros concluded that the existence of gatekeepers and the type
of health system (public reimbursement and integrated systems) have played no signifi-
cant role in containing health expenditure growth. He also concluded that aging and the
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relative size of public financing have not contributed to the growth of health expenditure.
In accordance with Gerdtham et al. (1998), Barros concluded that the income elasticity
was lower than but close to one. This result is also consistent with Gerdtham (1992),
Gerdtham et al. (1998) and Blomgqvist and Carter (1997). Barros also re-estimated his
results with five-year average growth rates and year-to-year average growth rates and
found similar results. Barros further re-estimated his models in level form and found
about the same qualitative results as Gerdtham et al. (1998), at least with regard to the
negative effect of public reimbursement systems on health expenditure.

3.1.7. Roberts (1998a) — heterogeneous models and average effects

Roberts (1998a) considered three issues in HE modeling: heterogeneous relationships
across countries; dynamic relationships, and relationships including non-stationary vari-
ables (this issue will be discussed separately in the next subsection). In the paper, she
used new methods to estimate the average effects of explanatory variables in hetero-
geneous dynamic and non-stationary relationships. Four alternative estimation methods
were considered [see Pesaran and Smith (1995), Pesaran et al. (1995)]. One of these was
the homogeneous fixed-effects estimator with common slopes which has been used by,
for example, Gerdtham (1992). The remaining three estimation methods were: (1) the
mean group (country) estimator, in which separate time series regressions are estimated
for each group and the coefficients are averaged across groups; (2) time series regres-
sions with the data averaged across countries; and (3) cross-section regressions with
the data averaged over time. In the static case, if the coefficients differ randomly, these
methods provide consistent (and unbiased) estimates of coefficients means but this is not
true in the dynamic case, i.e. the fixed-effects estimator tends to underestimate short-
run effects and overestimate long-run effects (p. 10). Roberts therefore suggested that
fixed-effects error-correction results should be treated with caution.

Roberts used data from 20 OECD countries over the period 1960-1993 and she es-
timated static and dynamic models by use of the above mentioned estimation methods
(except for the time series regression). The exogenous variables included in the HE
models were: GDP, % of public finance of health expenditure, % of population above
65 years and the relative price of health care. The results indicated that the estimated
mean group dynamic long-run income elasticity was significantly higher than unity and
higher compared with Gerdtham’s fixed-effects estimates. This appears to run against
theory which predicts that the fixed-effects estimator should overestimate the long-run
effects (see above). The estimated mean group short-run effect of income was —0.221
and similar to Gerdtham. The estimated mean group static long-run income elastic-
ity was lower compared to the dynamic estimate but was still significantly higher than
unity. Roberts further obtained a positive and significant long-run elasticity of public
financing which suggested that a 10 percent increase in the fraction of public financ-
ing increases health expenditure by 7 percent. This effect was similar to Leu (1986)
but differed from Gerdtham (1992) and Barros (1998). In accordance with Gerdtham
(1992) and Barros (1998), the effects of aging of population was not significant. The
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relative price of health care was also not significant. Roberts concluded overall that
the estimated average effects based on the dynamic and static fixed-effects estimator
were similar to those derived from the mean group estimator. However the long-run
mean group elasticities were extremely sensitive to exclusion of a time trend in the es-
timated relationship, i.e. the long-run income elasticity exceeded one if the time trend
was included but was approximately one if the time trend was excluded. Roberts tested
further several restrictions on the dynamic HE model and found, in accordance with
Gerdtham, that the static model could be rejected (for all countries). She also found,
like Gerdtham, that the long-run unitary income elasticity restriction could not be re-
jected (for any country). In contrast to Gerdtham, she rejected the joint hypothesis of
a unitary long-run income elasticity and zero restrictions on the long-run elasticity of
other explanatory variables (for nearly all countries).

3.2. Unit root and cointegration analyses
3.2.1. Methods

A further concern arises from the presence of several non-stationary variables in panel
data regressions, e.g., HE and GDP. A major finding in econometrics during the past
decade is that regressions involving non-stationary variables may lead to spurious re-
sults showing apparently significant relationships even if the variables are generated
independently [Phillips (1986), Engle and Granger (1987)]. Non-stationarity in the data
can arise from deterministic trends or stochastic trends in the data. One important differ-
ence between these kinds of non-stationarity is that variables with deterministic trends
would be stationary after detrending (computing residuals from a regression on time)
while variables with stochastic trends should be differenced to achieve stationarity; vari-
ables which are stationary after they have been differenced are said to be integrated of
degree one [ (1), i.e. they contain one unit root. This implies that it may be important
to discriminate between deterministic and stochastic trends before proceeding with es-
timation to avoid misleading inferences, and a number of alternative tests are available
for testing [see Perman (1991)].

The standard test for non-stationarity of an observed time-series {y;} observed over
T time periods is to estimate an augmented Dickey—Fuller regression (here including a
time trend):

p
Ayi=a+8i+ By +) pjAy—j+e. t=1...T, (3.2)
j=1

where Ay; = y; — y;—1. The number of included lags p should be large enough to make
the residuals serially uncorrelated. The unit root null hypothesis Hy : 8 = 0, that the data
generating process (DGP) for the series can be characterized as a non-stationary 7 (1)
process, is tested against the stationary alternative H; : 8 < 0 based on the ¢-statistic of
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the B estimate (see, e.g., Hamilton (1994) and Campbell and Perron (1991) for thorough
treatments of the univariate unit root tests). An alternative test approach is suggested by
Phillips (1987), Perron (1988) and Phillips and Perron (1989). This approach tests for
unit root based on a non-parametric correction of the ordinary statistics obtained from
a simple Dickey—Fuller regression without added lags of differenced variables as in
the ADF regression. Asymptotically, the tests have the same limiting distribution. One
argument for the use of the ADF tests is that several Monte Carlo simulation studies
have found that the Phillips and Perron tests do not always have the correct size, even
in fairly large samples, whereas the ADF tests in general are more robust. See, Banerjee
et al. (1993) for discussion and references on this issue.

Im et al. (1997) proposed an approach to performing non-stationarity unit root tests
for panel data of a sample of N cross-sectional units (industries, regions or countries)
observed over T time periods {y;j;, i =1,...,N, t =1,...,T,}. These authors pro-
posed that a panel unit root test can be based on the average of the N individual ADF
t-statistics as:

N

_ 1

INT = v E 1 tit(pi), (3.3)
i=

where ;7 (p;) is the individual ADF ¢-statistic unit root test based on the inclusion of
pi lags in the individual ADF regression:

pi
Ayir =i + 8t + Biyiu—1 + Y pijAyiu—j+ei, i=1,... Nit=1,.,T.
j=1

The null hypothesis of unit roots for the panel unit root test is given by:
Hy:Bi =0 foralli,
against the stationary alternative:
Hy:6i<0, i=1,2,....,N;, Bi=0, i=N+1,N+2,...,N.

This alternative allows B; to differ between groups and only a fraction Ni/N of the
individual series to be stationary. If the null hypothesis cannot be rejected it is concluded
that the panel data series are 7 (1), or difference stationary, around a linear trend. Im et al.
showed that the proposed panel test (specified below) is consistent under the alternative
hypothesis that the stationary fraction of the individual processes is non-zero. That is,
as T and N — oo, the test is consistent as long as limy_.oo N1/N =6, with0 < § < 1.
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Assuming that the cross-sections are independent, Im et al. proposed using the following
standardized z-bar statistic:

_ VN(nr — E@inr)
VvV Var(fNT) ’

w7

(3.5)

where

_ g
E(tnT) = v ZE(liT(Pi)|/3i =0), and
i—1

_ 1 &
Var(tyr) =~ Y Var(tir (p)|fi =0),

i=1

assuming the individual ADF tests #;7(p;) (estimated with p; lagged differences) are
independent. The means E(f;i7(p;)|8;i = 0) and variances Var(t;7(p;)|8; = 0) of the
individual ADF f-statistics can be obtained from Monte Carlo simulations. Im et al.
provided the relevant mean and variance for a selection of sample size and individual
lag-structures, for models including an intercept and an intercept and time trend, respec-
tively. The authors conjecture that the standardized W; statistic converges weakly to a
standard normal distribution. Hence the panel data unit root inference can be conducted
by comparing the obtained W; statistic with critical values from an N (0, 1) distribu-
tion.

It might further be the case that the failure to reject the unit root null hypotheses for
the variables is due to the fact that the variables can be characterized by a higher order
of non-stationarity, i.e. the series might need to be differenced more than once to attain
stationarity. This means that one should also apply unit root tests on the differenced
variables, i.e. 1(2) hypothesis tests. If this hypothesis can be rejected, then one may
conclude that the variables are 7(1).

If the non-stationarity tests fail to be rejected, then one can difference the variables to
achieve stationarity as in the Box—Jenkins methodology and estimate the relevant coeffi-
cients using only differenced variables. While this is acceptable, differencing may result
in a loss of information concerning long-run relationships between variables. One way
out of this is that non-stationary variables (which are integrated of the same order) may
be cointegrated, i.e. that a linear combination of non-stationary variables is itself sta-
tionary. Granger (1981) has shown that if this set of variables are cointegrated the OLS

14 Im et al. note that the test procedure is not longer applicable if the disturbances are correlated across groups
(countries). To allow for the possibility of correlated errors in the case where the correlation arise as a result
of a time-specific effect 6; common to all countries, Im et al. propose to use a de-meaning procedure where
the time-effect 6; is removed by subtracting cross-section means from both sides of the ADF regression.
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estimator will still produce consistent estimates and the OLS residuals of the possible
cointegrating regression can be used to test for cointegration.

The most straightforward approach to test for cointegration is the two-step approach
suggested by Engle and Granger (1987). Based on the static cointegration regression
model with an intercept and a time trend:

yi=a+8t+x,8+¢. (3.6)

The null hypothesis of no-cointegration is performed based on the ADF residual ADF
regression:

pi
AE; = per—1 +Z‘ﬂjA§t—j + vy, 3.7
=1

where €, are least squares residuals from (3.6). The null hypothesis Hp : p = 0, that
the data generating process for the residuals can be characterized as a non-stationary
1(1) process (and hence that the series y and x are not cointegrated), are tested against
the stationary alternative Hj : p < 0 based on the 7-statistic of the p estimate. There are
many alternative test approaches which can also be extended to panel data [see Johansen
(1991), Levin and Lin (1993), McCoskey and Kao (1997)].

3.2.2. Empirical results

Four recent articles have focused on non-stationarity and cointegration of HE and GDP
and reached partly different conclusions:

(1) Hansen and King (1996) used data for 20 OECD countries for the period 1960—
1987 and presented individual country-by-country Augmented Dickey—Fuller (ADF)
unit root and Engle—Granger cointegration tests. The unit root hypothesis could (gener-
ally) not be rejected for either HE or GDP. Nor could the hypothesis of no-cointegrating
relationship among HE, GDP and a range of other variables (generally) be rejected.
Hansen and King consequently suggest that panel data estimations of the GDP/HE
relationship may be spurious;

(2) Blomgqvist and Carter (1997) used data for 18 OECD countries for the period
1960-1991 and reported various unit root and cointegration test results of an HE model
including GDP, an intercept and a time trend. In accordance with Hansen and King, the
country-by-country results of Blomqvist and Carter, based on the Phillips and Perron
(1989) test, reject the unit root hypothesis in only one case (Finland) for GDP and in no
case for HE. Consequently Blomqvist and Carter proceeded by country residual-based
cointegration tests based on static as well as dynamic models. The results differ from
Hansen and King in that the null of no-cointegration is rejected for all countries by the
Phillips and Perron test and the null of cointegration by the Shin (1994) test cannot be
rejected for any country;
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(3) Roberts (1998b) used data for 10 EC countries for the time period 1960—1993
and reported individual country-by-country and panel data unit root tests and individual
country-by-country cointegration tests. In the ADF regression, she included an intercept
and time trend and found that the null hypothesis of a unit root cannot be rejected for
HE and GDP among a number of other variables. Roberts reported contradictory results
based on various country-by-country cointegration tests: Engle-Granger and Pesaran et
al. (1996) tests failed to reject the null of no-cointegration but the Johansen (1991) test
provided evidence for the existence of at least one cointegrating vector for most of the
countries studied;

(4) McCoskey and Selden (1998) used the same data as Hansen and King and applied
the recently developed heterogeneous panel unit root test by Im et al. (1997). In contrast
to both Hansen and King, Blomqvist and Carter, and Roberts, McCoskey and Selden
(1998) rejected the null hypothesis of unit roots for both HE and GDP and suggested
“that researchers studying national health care expenditure need not be as concerned
as previously thought about the presence of unit roots in the data” (McCoskey and
Selden, p. 8).

McCoskey and Selden declared that it is not surprising that Hansen and King could
not reject the unit root hypothesis, since they relied on low-powered country-by-country
unit root tests (augmented Dickey—Fuller tests; ADF). To reduce this problem, Mc-
Coskey and Selden employed the recently developed panel unit root test by Im et al.
(1997). However, Blomqvist and Carter and Roberts also used panel unit root tests by
Levin and Lin (1993) and the same panel test as McCoskey and Selden, respectively,
and none of them could reject the unit root hypothesis. So it is not likely that it is the low
statistical power of the country-by-country tests that principally explain the conflicting
results between Hansen and King and McCoskey and Selden. Apart from the new panel
test, McCoskey and Selden argued that the ADF regression should not include time
trends, despite that both HE and GDP are trended and despite the fact that McCoskey
and Selden (footnote 9) were conscious of the fact that their results and conclusions are
conditioned upon whether time trends are included or not. McCoskey and Selden (p. 6)
motivated the exclusion of the time trend by the argument that it is not needed since the
intercept term by itself allows the series to drift over time. This indicate that the reason
for the differing results on non-stationarity is the omission of the time trend in Mc-
Coskey and Selden. However, the cointegration results also differ between Hansen and
King, Blomgvist and Carter and Roberts, i.e. Hansen and King says “no-cointegration”,
Blomgqvist and Carter says “cointegration” and Roberts says “it depends. ..”. One pos-
sible, and the most likely, explanation for the differing results is the fact that different
methods for estimation of cointegration relationships are used; for example, Hansen and
King and Roberts tests the null hypothesis of “no-cointegration” on static models while
Blomgvist and Carter tests the same hypothesis on dynamic models, although it is still
open to considerable question which test is the most reliable.
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4. Summary and concluding remarks

This chapter has reviewed the literature on international comparisons of health expendi-
ture which has attracted considerable interest inside and outside health economics dur-
ing the last three decades. One reason for this interest is the large cross-country differ-
ences in health expenditure and the opportunity for analyzing institutional arrangements
influencing the demand, funding and delivery of health services in different countries. It
is intriguing to ask: Does the organization of the health care system have any impact on
health expenditure, and in that case, how large is this impact? Over the years, interna-
tional comparisons of health expenditure have also become an active research area with
a growing range of participants. But, in spite of this intellectual activity, research is still
in its infancy and has raised more questions than it has answered. However, this should
not come as a surprise in view of the lack of theoretical guidance and the numerous
data and measurement problems. Before we discuss some issues for future research we
briefly summarize the empirical results, which are frequently contradictory and incon-
clusive.

4.1. Summary of empirical results
4.1.1. Estimated effects of explanatory variables

The more significant results on the estimated effects of various explanatory variables
are summarized below. We begin with the effects of non-institutional variables, and
then consider effects of institutional variables. With regard to the institutional variables,
we focus mainly on the results of Gerdtham et al. (1998); they tested an extensive range
of explanatory variables on health expenditure which relate to different health system
characteristics. One should bear in mind, however, that many of the variables tested
in that paper have only been tested once and in one data set, which means that it is
important to validate these results with updated data and methods. Moreover, many
of the variables used in the estimation, such as those representing the public fraction
in health care financing, overbilling, and the use of high cost procedures, are at best
rough approximations of the underlying influences of interest. The distinctions between
institutional arrangements of different countries are not usually as simple and clear-cut
as implied by the use of dummy variables. Thus all results at this stage must be treated
with considerable caution.
Non-institutional variables
e A common and extremely robust result of international comparisons is that the effect
of per capita GDP (income) on expenditure is clearly positive and significant and,
further, that the estimated income elasticity is clearly higher than zero and close to
unity or even higher than unity. This result appears to be robust to the choice of
variables included in the estimated models, data, the choice of conversion factors and
methods of estimation. However, it is still unclear if the income elasticity is unity or
higher. Most recent studies indicate that the income elasticity is about one, with the
exception of Roberts (1998a).
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e The effects of population age structure and unemployment rate are usually insignif-
icant. Age of population is included in almost every estimation, while the un-
employment rate is included in only a few studies. The same insignificant result
usually also holds for female labor force participation, which has been used as a
measure of the substitution of informal care [see Gerdtham et al. (1992a, 1992b,
1998)]. Gerdtham et al. (1998) also found that the effect of per capita tobacco con-
sumption on health expenditure was positive and significant.

Institutional variables

Gerdtham et al. (1998) tested a number of variables related to different OECD coun-
tries’ health systems, and six results appeared to be reasonably strong and in the “ex-
pected” direction.

First, the use of primary care “gatekeepers” seems to result in lower health expendi-
ture. The estimated coefficient suggests that countries with gatekeepers have expendi-
ture which is about 18 percent lower than those without gatekeeper. It should be noted,
however, that the effect of gatekeeper was not significant on decade health expenditure
growth rates as in Barros (1998).

Second, significantly lower levels of health expenditure appear to occur in systems
where the patient first pays the provider and then seeks reimbursement, compared to
other systems. The expenditure was about 9 percent lower in systems with patient
reimbursement.

Third, the method of remunerating physicians in the ambulatory care sector appears
to influence health expenditure. Capitation systems tend to lead to lower expenditure on
average than fee-for service systems by around 17 to 21 percent.

Fourth, there are indications that in-patient care is more expensive than ambulatory
care. The ratio of in-patient expenditure to total health expenditure is positively related
to health expenditure.

Fifth, there is some evidence that public sector provision of health services (proxied
by the ratio of public beds to total beds) is associated with lower health expenditure. This
result was inconsistent with Leu (1986). The validity of this result was tempered by the
poor quality of this proxy, given the fact that many “private” beds are in the voluntary
sector, are quasi-integrated into the public sector, or face fixed reimbursement rates.

Finally, the total supply of doctors may have a positive effect on health expenditure,
and this also appeared to be the case for countries where doctors practice under fee-for-
service arrangements. However, this needs to be balanced against the result of a negative
effect of the supply of doctors.

Turning to results which differed from expectations, there were indications that bud-
get ceilings on in-patient care are associated with a higher health expenditure. One pos-
sible explanation for this result is that it reflects reverse causality: countries with high
expenditure may be more inclined to introduce budget ceilings or to introduce them
earlier. Of course other explanatory variables may also be endogenous, and in partic-
ular other institutional variables. Newhouse (1977) suggested that the organizational
form and financing of health care are endogenous and do not exert independent effects



Ch. 1: International Comparisons of Health Expenditure 47

on health expenditure. He suggested that centralized control of, or influence on, health
budgets is itself a response to low income and a desire to control costs.

Contrary to the evidence given by Hurst [OECD (1992)], health systems character-
ized by the public reimbursement approach appear to have a lower health expenditure
on average than public contract systems, and expenditure in public integrated systems
is broadly the same as in public contract arrangements. Further tests suggest that public
integrated systems might be even more costly than public contract systems, possibly
because countries in this group also tend to have higher fractions of high cost in-patient
care and fewer gatekeeping arrangements. It remains difficult to explain the result for
public reimbursement systems.

The conclusion drawn from this analysis was that the organization of ambulatory care
— the first contact point with the health system for most people — appears to be of par-
ticular importance for the containment of health expenditure. This conclusion was sug-
gested by the relatively robust findings regarding the gatekeeper role, capitation-based
remuneration systems in ambulatory care, and up-front payments by patients (which
may later be reimbursed by insurers). As noted above, the findings above need to be
interpreted cautiously and should be validated in future studies. Nevertheless, building
in better incentives for doctors and patients at the ambulatory care level, through these
and other methods, may help to counter some of the influences which tend to expand the
supply and demand for health services — particularly as a result of asymmetric informa-
tion in the doctor-patient relationship and moral hazard arising from health insurance
coverage. Furthermore, the suggested importance of improving incentives at a microe-
conomic level stands in contrast with the relatively weak, and at times unexpected, re-
sults found for measures reflecting broader system characteristics and restraints (such as
the use of integrated, contract, or reimbursement approaches, and the effects of overall
budget caps).

4.1.2. Unit root and cointegration analysis

The results of unit root and cointegration analysis can be summarized as follows:

(1) Hansen and King (1996) performed individual country-by-country unit root and
cointegration tests. Their results did not (generally) reject the unit root hypothesis
for HE or GDP. Nor could they reject the hypothesis that HE and GDP are not coin-
tegrated, which provides no support for the existence of equilibrium cointegrating
relationships between HE and GDP. Hansen and King consequently suggested that
panel data estimations of the GDP/HE relationship may be spurious;

(2) Blomgvist and Carter (1997) performed individual country-by-country and panel
data unit root tests and individual country-by-country cointegration tests. They
reached the same results as Hansen and King concerning the unit root hypothesis
but they rejected the no-cointegration hypothesis;

(3) Roberts (1998b) performed individual country-by-country and panel data unit root
tests and individual country-by-country cointegration tests and found clear evidence
of non-stationarity (unit roots) in the series. The evidence regarding the existence
of equilibrium cointegrating relationships between HE and GDP is not conclusive.
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(4) In opposition to Hansen and King, Blomqvist and Carter and Roberts, McCoskey
and Selden (1998) rejected the null hypothesis of unit roots for both HE and GDP
based on individual country-by-country and panel unit root tests.

The conflicting results regarding unit root tests are principally due to the fact that
the recent work by McCoskey and Selden omits the time trends in the ADF regressions
while Hansen and King, Blomqvist and Carter and Roberts include time trends in the
unit root tests. Hansen and King (1998) argued that the omitted time trends raise doubts
about the validity of the results by McCoskey and Selden, since both health expenditure
and GDP are clearly trended. If, and only if, this argument is valid then we can conclude
that both health expenditure and GDP are non-stationary since all three studies which
have included a time trend in the ADF regression could not reject the unit root hypoth-
esis. However, cointegration results in previous studies appear also confused. The most
likely explanation for the differing results is difference in methods, and it is an open
question which test is most reliable.

4.2. Issues for the future

Some issues for future research are listed below:

e We need more theory of the macroeconomics of health expenditure, at least relative to
the macroeconometrics of health expenditure. Some approaches have been suggested
previously in the literature. McGuire et al. (1993) and Roberts (1998a) have suggested
that future work on aggregate health expenditure can build on Dunne et al. (1984)
and Selvanathan and Selvanathan (1993), which analyze health expenditure within a
macroeconomic framework of expenditure.

e Empirical studies in recent years have been remarkably unwilling to test “new” vari-
ables as regressors in their models. One possible such “new” candidate is government
budget deficits, which is likely to be a strong constraint on public health expenditure
[Jonsson (1996)]. Another possible candidate is tax subsidy of private health insur-
ance, which may be expected to increase health expenditure since a higher tax subsidy
reduces the relative price of health insurance which in turn increases insurance cov-
erage and health expenditure [Pauly (1986)]. It may also be important to replicate
Gerdtham et al. (1998) with extended data sets and also with respect to growth rates
of health expenditure as in Barros (1998), and new methods as in Roberts (1998a).

e It is important to continue the analysis of the role and effects of relative health care
prices on health expenditure and the effects of income on the relative prices since the
existing literature on this subject is ambiguous. It may further be interesting to discuss
effects of institutional factors on quantity of health care and the relative price of health
care, separately, and eventually also investigate possible endogeneity between health
care prices and quantity. It may, for example, be the case that an increase in the
number of physicians drives down salary levels, which implies that countries with
more quantity may have lower relative health care prices.

e One final issue that merits further attention is the inconclusive results in the area
of testing for non-stationarity and cointegration of health expenditure relationships.
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Why do the results differ between different studies and what conclusions can be
drawn? The tests need also to be developed further to account for possible het-
eroscedasticity across time and dependent ¢-statistics across countries. Yet another
important extension is to consider tests for the validity of the various forms of homo-
geneous model restrictions commonly imposed in studies of determinants of health
expenditures [see, e.g., Gerdtham (1992), Hitiris and Posnett (1992), Viscusi (1994a),
Gerdtham et al. (1998)].
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Abstract

This chapter provides an overview of normative analysis in the health sector in recent
decades. It surveys two distinct, but related, literatures. The first is normative analysis
of the operation of health care and health care insurance markets, market failure, and the
scope for non-market institutional arrangements to improve the efficiency and equity of
the financing, funding, organization and delivery of health care. The second is the debate
about the most appropriate normative framework within which to carry out normative
analysis in the health sector, focusing on the welfarist and extra-welfarist frameworks.
This is a debate about assumptions and methods. Although the rival frameworks share
the broad conclusion that market failure pervades the health sector, the diagnoses re-
garding nature of that failure sometimes differ and, more importantly, the prescriptions
to improve efficiency and equity often differ. Because it is not always clear what writers
mean by “welfare economics” and “extra-welfarism,” I briefly summarize key concepts
of efficiency and key assumptions and elements of each framework. The three subse-
quent sections then analyze the nature of health care as an economic commodity and
the implications of these characteristics both for the operation of health care and health
care insurance markets and for the methods of normative economic analysis. Section 4
surveys prominent approaches to analyzing equity in health care. Section 5 examines
the methods of normative analysis as applied to evaluate individual health care services.
Finally, I end with some observations on recent discussions of the role of normative
economic analysis in policy making and of health economists as policy advisors.

Keywords

welfare economics, extra-welfarism, health care efficiency, health care equity,
economic evaluation
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1. Introduction

As the sub-title of a recent book on health economics underscored,! the hand (or more
correctly, “the hands”) that guides resource allocation in the health sector is neither hard
to see nor necessarily as magical as the metaphorical invisible hand of Adam Smith. In
virtually every advanced economy the majority of health care expenditures is financed
from the public purse either explicitly or through tax expenditures such as the exemption
of health care benefits from taxable income [OECD (1998)]. Regulations and other non-
market institutions play a major role in guiding behaviour and the attendant resource al-
locations in the private sector. If the role for the invisible hand working through markets
is in practice quite circumscribed in the health sector, how do we know what institutional
designs will produce an efficient and equitable allocation of health care resources? It is
one thing to demonstrate what does not work; it is quite another to demonstrate what
will. Normative economics is precisely about attempting to rank, from better to worse
from an economic perspective, resource allocations and the policies that generate them.
Ranking a policy requires positive analysis that correctly describes the effect that the
policy will have on resource allocation and ethical criteria regarding what constitutes
a “better” resource allocation. The market failures that pervade the health care sector
create an important role both for non-market institutional arrangements (i.e., the visible
hand) and for normative economic analysis to help sort “good” policies from “bad.”

Historically, much of this normative work in the health sector has been done within
the neo-classical tradition and specifically within Paretian welfare economics. Health
economics, however, is increasingly divided over the most appropriate framework for
normative analysis in the health sector. In the introduction to his now classic text on
welfare economics de V. Graaff observed that:

“...whereas the normal way of testing a theory in positive economics is to test
its conclusions, the normal way of testing a welfare proposition is to test its
assumptions. . . the interest attaching to a theory of welfare depends almost en-
tirely upon the realism and relevance of its assumptions, factual and ethical, in a
particular historical context” [de V. Graaff (1967, p. 3)].

This observation captures well the central features of the recent debate regarding the
normative economics of health care, a debate rooted in different views regarding the
“relevance and realism” of various factual and ethical assumptions, particularly those
associated with neo-classical welfare theory.

The conventional assumptions of welfare economics are challenged in the health sec-
tor for many reasons. Many health economists argue that some of the characteristics of
health care as a commodity that cause markets to fail also cause aspects of conventional
neo-classical economic methods (both positive and normative) to “fail” [Evans (1984),

1 Donaldson, C., and K. Gerard (1993), The Economics of Health Care Financing: The Visible Hand
(Macmillian, London).
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Culyer (1989), Rice (1992, 1998)]. Informational asymmetries in the market for health
care, it is argued, jeopardize the status of the standard neo-classical demand curve as a
normative construct. Further, unless the potential for supply-side demand inducement
is incorporated into models, even positive predictions based on demand analysis can
be inaccurate. The applied, interdisciplinary nature of much health economic analysis
exposes health economists to non-economist researchers who challenge the realism and
relevance of the assumptions and methods of mainstream economics. It is interesting
in this respect that a survey of health economists found that those based in economics
departments were more likely to believe in the applicability of standard neo-classical
models for health sector than those based on other settings [Feldman and Morrisey
(1990)].2 Self-selection may also be at work. Until recently health economics has been
a relatively small sub-discipline that has perhaps attracted those intrigued by an area
that poses so many challenges to traditional analytic economic approaches.? Regard-
less of the specific reasons, while Paretian welfare economics has proven invaluable
in understanding the nature of market failure in the health care sector, it has proven
a less durable basis for normative economic analysis of alternative policy responses to
these failures. The health sector has proven fertile ground for extra-welfarist approaches
that emphasize non-utility, and in particular health information, in evaluating resource
allocations. Extra-welfarist methods for many years have largely supplanted welfare-
economic approaches to the economic evaluation of individual health care services and
procedures.

This chapter provides an overview of normative analysis in the health sector in recent
decades, dating roughly since Arrow’s seminal article on the economics of medical care
[Arrow (1963)]. The chapter surveys major developments in normative analysis during
this period, identifying key issues and the relationship among rival approaches, empha-
sizing both points of shared understanding and points of debate. Health economics has
developed remarkably as a specialty area of economics during this period (witness this
Handbook) and normative analysis has been a particularly vigorous area of inquiry in
recent years. Even with a generous space allocation, it has been necessary to treat only
selected material and to treat it often at a fairly general level.

The overview attempts to survey two distinct, but related, literatures. The first is
normative analysis of the operation of health care and health care insurance markets,
market failure, and the scope for non-market institutional arrangements to improve the
efficiency and equity of the financing, funding, organization and delivery of health care.
As noted, historically much of this analysis has been conducted within the Paretian wel-
fare economics [Culyer (1989)]. The conclusion that the characteristics of health care
as a commodity lead to pervasive market failure, however, is shared by adherents to
both Paretian welfare economics and alternative frameworks. Regardless of whether it

2 This observation is based on the responses to questions pertaining to demand inducement and the applica-
bility of models of perfect competition.

3 Self-selection may also explain why economists who subscribe more strongly to the applicability of the
standard neo-classical model tend to be based in economics departments.
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is utility or health in the objective function, the basic conclusion that a system of private
markets leads to an inefficient allocation of resources remains intact.

The second literature surveyed is the debate about the most appropriate normative
framework within which to carry out normative analysis in the health sector. This is a
debate about assumptions and methods. Although the rival frameworks share the broad
conclusion that market failure pervades the health sector, the diagnoses regarding nature
of that failure sometimes differ and, more importantly, the prescriptions to improve
efficiency and equity often differ. The literatures on the nature of market failure in the
health sector and on the methods of normative analysis obviously intertwine, though for
expositional clarity I try to keep them separate. My hope is that the overview will set
a broad context for normative analysis within which to place later chapters that delve
more deeply into specific issues.

The plan for the overview is as follows: because it is not always clear what writers
mean by “welfare economics” and “extra-welfarism” and because much of the discus-
sion makes little sense without an understanding of the central differences among them,
in the next section I briefly summarize key concepts of efficiency and key assumptions
and elements of each framework. The three subsequent sections then analyze the nature
of health care as an economic commodity and the implications of these characteris-
tics both for the operation of health care and health care insurance markets and for the
methods of normative economic analysis. Section 4 surveys prominent approaches to
analyzing equity in health care. Section 5 then shifts gears to examine the methods of
normative analysis as applied to evaluate individual health care services, an area com-
monly referred to as the “methods of economic evaluation.” Finally, I end with some
observations on recent discussions of the role of normative economic analysis in policy
making and of health economists as policy advisors.

A few caveats on language are required before I begin. I use the term “market fail-
ure” to refer in general to a situation in which a freely operating market results in an
inefficient allocation of resources, where that inefficiency could be defined from the
perspective of either welfare economic theory or extra-welfarism. “Welfare” refers to
well-being as assessed specifically in utility terms; in contrast “well-being” is used more
generally and can be assessed in terms other than utility. Where important, I have also
tried to be specific about the relevant efficiency concepts. For each of these terms I
have tried to be consistent, though I have undoubtedly slipped in places. I apologize in
advance for any resulting confusion.

2. Efficiency and normative frameworks

Efficiency is a purely instrumental concept. It is meaningful to discuss the efficiency
of a service, good or activity only if an explicit objective has been articulated against
which efficiency can be assessed. Economists generally distinguish three concepts of
efficiency. The first two concern supply-side efficiency. Technical efficiency is achieved
when production is organized to minimize the inputs required to produce a given output.
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This is a purely physical, engineering-based notion of efficiency that depends solely
on the physical production function. Technical efficiency coincides with being on an
isoquant (and so there are many technically efficient input combinations for a given
production function). Cost-effectiveness efficiency is achieved when production is orga-
nized to minimize the cost of producing a given output.* It is determined by both the
production function and prevailing input prices. It coincides with the tangency of the
isoquant and the isocost line (and so, under standard convexity assumptions, in a given
setting there is normally only one cost-effective input mix). The third efficiency con-
cept, allocative efficiency, incorporates demand-side, or consumption factors: allocative
efficiency is achieved when resources are produced and allocated so as to produce the
“optimal” level of each output and to distribute the outputs in line with the value con-
sumers place on them. Within allocative efficiency there exist alternative ways to define
“optimal” and to assess “value.” Within welfarist approaches value is assessed using
utility; within extra-welfarism value is assessed using subjective health measures. And
within either, optimality can be assessed using the Pareto criterion (i.e., an allocation
of resources is allocatively efficient only if it is not possible to increase one person’s
utility (health) without decreasing another person’s), or a maximization criterion (i.e.,
an allocation of resources is allocatively efficient if it maximizes the sum of utility
(health)). There is a hierarchical relationship among the concepts — technical efficiency
is a necessary condition for cost-effectiveness, and both technical efficiency and cost-
effectiveness are necessary conditions for allocative efficiency.

2.1. Neo-classical welfare economic framework

Four tenets of neo-classical welfare economics are of particular importance for under-
standing the development of normative analysis in the health sector: utility maximiza-
tion, individual sovereignty, consequentialism and welfarism. The first of these, utility
maximization, is essentially a behavioral assumption; the latter three of these are nor-
mative assumptions regarding who is in the best position to judge welfare and the types
of information relevant to judging the goodness of a resource allocation. Utility max-
imization holds that individuals choose rationally — that is, given a set of options, an
individual can rank the options and choose the most preferred among them according
to defined notions of consistency. Without consistency, one could infer little from ob-
served behaviour. Individual sovereignty asserts that individuals are the best judges of
their own welfare; that any assessment of individual welfare should be based on a per-
son’s own judgement. It rejects paternalism, the notion that a third party may know
better than the individuals themselves what is best for them. Consequentialism holds
that any action, choice or policy must be judged exclusively in terms of the resulting,
or consequent, effects. Outcome, not process, matters. Welfarism is the proposition that
the “goodness” of any situation (e.g., resource allocation) be judged solely on the basis

4 This is sometimes referred to as “production efficiency.”
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of the utility levels attained by individuals in that situation. It excludes all non-utility
aspects of the situation.

Group welfare is defined in terms of an individualistic social welfare function: overall
welfare is a function only of the levels of welfare (utility) attained by members of the
group. The social welfare function and the associated ranking criterion in classical [e.g.,
Mill (1994 [1848])] and early neo-classical [e.g., Marshall (1961)] welfare economics
were utilitarian: utility was assumed to be cardinally measurable and interpersonally
comparable, so the optimal policy was that which maximized the sum of utilities in the
group. With the development of ordinal utility theory, which dropped the assumptions
that utility was cardinally measurable and interpersonally comparable, so the criterion
of maximizing the sum of utilities was replaced by the criterion of Pareto Optimal-
ity. A resource allocation is Pareto Optimal (i.e., allocatively efficient) if and only if it is
impossible to increase one person’s utility without simultaneously decreasing another’s.
Hence, although the basic nature of the social welfare function remained the same (in-
dividualistic, utility-based), the understanding of utility and the decision criterion for
identifying the optimal allocation changed.

For applied welfare economics, this change came with a heavy price. For a given
set of resources, each of many possible allocations of those resources can be Pareto
Optimal; the Pareto criterion does not lead to a single, best allocation. The assumption
that utility is not interpersonally comparable severely limits (and indeed effectively pre-
cludes) the analysis of distributional issues. Because nearly all policy changes make
someone worse off, strict application of the Pareto criterion leads to policy paralysis.

In an effort to overcome this latter limitation, attention shifted to the criterion of a Po-
tential Pareto Improvement.> A policy is said to produce a Potential Pareto Improvement
if benefits that accrue to the gainers are sufficiently large to enable them (hypothetically)
to compensate the losers, making the losers no worse off than they were before the pol-
icy, while still retaining some net benefit for gainers. Most applied, empirical welfare
analysis is based on this criterion which harkens back to the utilitarian roots of welfare
economics in which the goal is to maximize utility. In applied welfare economics, utility
(benefit) is normally measured in a money metric. The measure of benefit is the area un-
der the demand curve.® For valuation of non-marketed goods, which are common in the
health sector, willingness-to-pay is often assessed using contingent valuation methods.

Two “fundamental” theorems of welfare economics have been influential in setting
market allocation as the reference standard in normative economic analysis and in jus-
tifying a near exclusive focus on efficiency concerns over distributional equity. The
first theorem states that the allocation of resources generated by a perfectly competi-
tive market process is Pareto optimal (i.e., achieves all three levels of efficiency). The

5 Also called the compensation test or the Kaldor—Hicks criterion in honor of the two individuals who first
proposed variants of it [Hicks (1939, 1941), Kaldor (1939)].

6 For Marshallian demand curves, the consumer and producer’s surplus; for compensated demand curves,
the compensating or equivalent variation.
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second theorem states that any Pareto optimal allocation can be achieved through a per-
fectly competitive economy.’” The theorems provide the rationale within welfare eco-
nomics for taking a market allocation as the reference standard. The only efficiency
rationale for non-market arrangements is market failure caused by the violation of one
or more of the model’s assumptions. The burden of proof falls on advocates for non-
market institutional arrangements to show why a market will not produce an efficient
allocation of resources.® Second, given the above noted problem of analyzing distri-
butional issues under the assumption that utility is ordinally measurable and interper-
sonally non-comparable, the second theorem provides economists with a rationale for
separating efficiency and distributional concerns (or, some would argue, for ignoring
distributional concerns [Reinhardt (1998)]). Because any Pareto optimal allocation can
be reached through a competitive market process given the right initial distribution of
resources (income), economists have felt free to analyze only questions of efficiency,
leaving questions of the right distribution of resources to the political process. In the
absence of costless, lump-sum transfers (i.e., in the real world), however, efficiency and
distributional concerns obviously cannot be separated [Reinhardt (1992)].

In summary, key elements of the welfare-economic framework include individual
sovereignty, welfarism, willingness-to-pay as a monetary metric for utility in applied
analysis, market allocation as a reference standard, and a separation of efficiency and
equity with an almost exclusive focus on efficiency. This brief summary admittedly does
not do full justice to the field of welfare economics’ but rather it has highlighted some
of the controversial aspects whose relevance and realism within the health sector have
been questioned.

2.2. Critiques of welfare economics within the health sector and extra-welfarism

There is a wide variety of critiques of neo-classical welfare-economics, many of which
have a long history in economics. This section cannot comprehensively discuss them, or
even all those specific to the health sector. Rather, it tries to identify key concerns and
alternative approaches prominent in the health sector.

Some health economists do not necessarily reject the philosophical bases of welfare-
economic theory but believe that important assumptions of the model do not hold
[Rice (1998)]. It is commonly held, for example, that the assumption of individual

7 See standard texts on welfare economics for a full discussion of the theorems and their associated assump-
tions [Koopmans (1957), Bator (1957), Ng (1979), or Boadway and Bruce (1984)].

8 Demonstrating that a market fails is not sufficient justification for government intervention. Government
can also fail. In a second-best world, a non-optimal market allocation may be preferred to the best possible
allocation under government intervention. The vast majority of welfare economics, however, has focused on
problems of market failure. See Chalkley and Malcomson (2000) for a more extended discussion of govern-
ment failure.

9 For in-depth treatments see, for example, Bator (1957), de V. Graaff (1967), Ng (1979), or Boadway and
Bruce (1984).
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sovereignty is violated in the health sector. Consequently, measurement techniques such
as willingness-to-pay, as represented by the area under a demand curve, lose their nor-
mative relevance [Evans (1984), Rice (1992, 1998)].

Others reject at a philosophical level important assumptions of the welfare-economic
framework, such as the ethical proposition that the value of a health care service to
an individual is accurately represented by the person’s willingness to pay for the ser-
vice [Williams (1981)]. Because health care is necessary at times for a person’s very
existence, its value, or benefit, should not be linked to the economic resources of an in-
dividual. This also negates the normative interpretation of the demand curve; indeed, it
invalidates virtually any willingness-to-pay metric. Consequently, there has been a ma-
jor effort in health economics to develop benefit measures that do not depend directly
on a person’s income and wealth.

More fundamentally, extra-welfarists argue that utility is not the only relevant argu-
ment, or indeed even the most important argument, in the social welfare function. They
argue that health, not utility, is the most relevant outcome for conducting normative
analysis in the health sector [Culyer (1989, 1990), Culyer and Evans (1996)]1.10 Debate
concerning the nature of the relevant objective function for normative economic analy-
sis in the health sector, and in particular the place of health in that function, has erupted
as a major point of controversy within the field in recent years [Labelle et al. (1994a,
1994b), Pauly (1994a, 1994b, 1996), Culyer and Evans (1996)], though its roots extend
far back. As early as 1963, for instance, Feldstein asked “. .. should not health care be
allocated to maximize the level of health of the nation instead of the satisfaction which
consumers derive as they use health services?” [Feldstein (1963, pp. 22-23), quoted in
Culyer (1971, p. 190)].

Culyer has attempted to develop an alternative, extra-welfarist framework that em-
bodies the centrality of health as the outcome of concern [Culyer (1989, 1990)]. Build-
ing on Sen’s notion of extra-welfarism, Culyer argues that normative evaluation should
focus on the characteristics of people, including non-utility characteristics: “if the char-
acteristics of people are a way of describing deprivation, desired states, or significant
changes in people’s characteristics, then commodities and their characteristics are what
is often needed (emphasis in the original) to remove their deprivation. ..” [Culyer (1990,
p- 12)]. The most relevant characteristic in evaluating alternative policies in the health
sector is health. I1l-health creates a need for health care, which restores a person’s health
(or forestalls a worsening of health).!! By this reasoning, extra-welfarism integrates two

10 I this respect, it is part of a broader intellectual tradition that questions the place of preferences in social
evaluation [Sen (1985), Sagoff (1994), Scanlon (1975)].

1 With its empbhasis on need, extra-welfarism has affinity with an earlier tradition of the materialist school,
which gave central place in normative analysis to meeting basic human material needs, and which was dis-
placed by the “new” welfare economics [Cooter and Rappoport (1984)].
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key concepts that do not fit easily in a welfarist framework: the concept of need (as op-
posed to demand) and health (as opposed to utility) as a final outcome of concern.'?

More generally, rejection of the welfarist individualistic social welfare function has
led to the development of a “decision-maker” approach to cost-benefit analysis [Sugden
and Williams (1978), Williams (1993)] and a call for a more communitarian approach
to evaluation [Mooney (1998)]. Under the decision-maker approach, the relevant argu-
ments in the objective function are defined by the decision-maker commissioning the
analysis. Hence, the role of the analyst is limited to identifying the most efficient way
to achieve the decision-maker’s objectives. The decision-maker approach does not pre-
clude either a welfarist or an extra-welfarist objective function. The relevance of one or
the other depends on what the decision maker specifies as the objective. Extra-welfarists
have argued that, in fact, decision makers have declared that producing health is the pri-
mary objective of the health care system [Culyer et al. (1991)].

Mooney’s recent communitarian critique of the individualism that underlies norma-
tive health economics (both welfarist and extra-welfarist) explored the role of individ-
ual preferences, the relationship between individual preferences and the preferences of
a community as a community rather than as simply the aggregation of individual pref-
erences,' and the question of the value of a community as a community.'* The work
is exploratory, probing the nature of individual preferences that should be included, the
nature of what is evaluated (the specific services in health care system or the system
per se), and the ways in which preferences are aggregated.

Table 1 summarizes the relationships among the alternative normative approaches
discussed. The rows of the table represent different conceptions of the outcome of inter-
est (welfarist and extra-welfarist). The columns represent different conceptions of the
form of the social welfare function. In the welfarist row, the first three cells represent
perspectives found in welfare economics, all of which are based on individualistic social
welfare functions. The first two cells, sum-maximizing social welfare functions (cell 1)
and those based strictly on Pareto optimality (cell 2) are insensitive to distributional
issues. The sum-maximizing version of welfarism corresponds to traditional utilitarian-
ism and to applied welfare economics (cost-benefit analysis) based on the Kaldor—Hicks
potential-Pareto-improvement criterion, which seeks to identify programs that generate
positive net benefit. The second cell corresponds to strict Pareto optimality concepts for
ranking allocations. Cell 3 includes Bergson—Samuelson-type social welfare functions

12 Extra-welfarism, in principle, does not supplant utility information with non-utility information. Rather,
it extends the relevant information set by including both utility and non-utility information. In practice in
the health sector, however, it has often placed a near exclusive focus on health. See Culyer (1989, 1990) and
Hurley (1998) for further discussion of the issue.

13 Shiell and Hawe (1996) explore this issue in the context of the economic evaluation of community-level
health promotion programs.

14 Mooney is welfarist, rejecting the extra-welfarist emphasis on health outcomes [Mooney (1994)], espe-
cially when combined with its consequentialism that disallows consideration of such factors as process utility
associated with receiving health care [McGuire et al. (1988)] or the value of access to health care per se,
independent of whether it is consumed [Mooney et al. (1991)].
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that have utility arguments and that incorporate distributional concerns through their
functional specification. The last two cells in this row represent approaches that reject
individualistic social welfare function but which see a central place for utility informa-
tion in the social welfare function. In the case of the communitarian perspective, individ-
ualism is rejected because it is argued that social welfare is more than the aggregation
(no matter what method is used) of individual preferences over individual programs. In
the case of the decision-maker approach, the objective function is defined by the deci-
sion maker. Although in principle it could be welfarist (with any functional form), I am
unaware of examples based on a decision-maker approach focused on utility outcomes.
The second row corresponds to extra-welfarist approaches. Cell 6 represents the most
dominant form of extra-welfarism in applied work to date, where the objective is spec-
ified to be maximizing the health of the population. Though he does not necessarily
advocate it, Culyer (1995b) discusses the possibility of applying standard Pareto con-
cepts within an extra-welfarist perspective (Cell 7).!% Cell 8 corresponds to the use of
social welfare functions that incorporate both efficiency and distributional concerns but
which include only health outcomes as arguments. Wagstaff (1991) first explored such
an approach. I am unaware of any extra-welfarist communitarian approaches (Cell 9).
Cell 10 corresponds to the frequent justification for extra-welfarist approaches based on
the stated objectives of decision-makers.

This chapter concentrates on the welfarist and the extra-welfarist distinction, with
reference to specific variants of each as is appropriate to the context, with particular
emphasis on the differing abilities of the variants to accommodate equity concerns.
Welfarism and extra-welfarism represent the two most prominent approaches to nor-
mative economic analysis in the health sector and have been the focus of the most
intellectual groundwork and debate. They also represent, in important respects, non-
reconcilable frameworks for normatively assessing health policies and their attendant
resource allocations. They derive from distinct conceptual foundations: welfare eco-
nomics is utility-based and gives primacy to satisfying preferences; extra-welfarism
is health-based. But it is also the case that, structurally, the two approaches share
key elements, including strong consequentialist reasoning, a (near) exclusive focus
on a single outcome, and an ability to accommodate only a limited range of eq-
uity concerns. Hence, both are subject to some of the same recent criticisms of nor-
mative economic analysis in general [Hausman and McPherson (1993), Sen (1979,
1987), Hurley (1998)].

With this background, then, let us turn to what the frameworks have to say about
implications of the nature of health care as an economic commodity for efficient and
equitable resource allocation in the health sector.

15 Allocation A is preferred to allocation B only if the health of at least one person is greater and no one’s
health is worse.
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3. Health care as an economic commodity

The question, “Is health care different?”” has been a refrain since economists first focused
on the health care sector in the 1950s [Mushkin (1958), Arrow (1963), Klarman (1963),
Culyer (1971), Pauly (1978), Pauly (1988), Folland et al. (1996)]. The consensus is
that yes, health care is different in ways that generate market failure and which are
therefore important for formulating public policy in the health sector. Its distinctiveness
is rooted in four characteristics of health care: (1) demand for health care is a derived
demand (for health); (2) externalities; (3) informational asymmetries between providers
and patients; and (4) uncertainty with respect to both the need for and the effectiveness
of health care. Individually, each of these features can be found in other commodities,
but no other commodity shares all of these features to the extent found in health care.
It is the combination of these features that poses such a challenge for sound economic
analysis and sound health policy.

Health care is generally defined to encompass those goods and services whose pri-
mary purpose is to improve, or prevent deterioration in, health.!6 It includes a heteroge-
neous set of goods and services that vary in the extent to which they share these distinc-
tive features. The informational asymmetries faced by a consumer in deciding whether
to take an aspirin normally pale in comparison to those faced in deciding whether to
undergo neurosurgery; the uncertainty in a given year regarding the need for drugs to
treat chronic arthritis is considerably less than that regarding the need for repairing a
broken bone; the uncertainty regarding the effectiveness of repairing a broken bone is
normally much less than the uncertainty regarding the effectiveness of chemotherapy
for cancer; and the externalities generated by ensuring access to cosmetic surgery may
be considerably less than those generated by ensuring access to life-saving appendec-
tomies. Amidst this heterogeneity, however, lies the basic truth that, as a class of goods
and services whose primary purpose is to improve health (and thereby, well-being),
health care shares these features and sound economic analysis of the health care sector
must be built on this insight.!”

Consensus also does not imply unanimity and among health economists there are
gradations of belief regarding the extent to which health care differs from standard,
textbook commodities, the relative importance of various features of health care, and

16 Definitions of health range from narrow conceptions based solely on abnormal physiological function to
broad definitions such as the World Health Organization’s, which defines health as “a state of complete phys-
ical, mental and social well-being and not merely the absence of disease and infirmity” [WHO (1947)]. The
problem with the latter for an economist is that it conflates health and utility. The working definition of health
in this paper emphasizes physical and mental function, encompassing more than a purely physiological defi-
nition but falling short of the WHO definition [see Evans and Stoddart (1990) for further discussion of health
concepts]. In addition, strictly interpreted, this definition would include safety interventions such as crash
barriers whose primary purpose is to reduce injuries. Such interventions, however, are not conventionally
considered health care.

17 In the analysis of a specific service, of course, one or more these characteristics may not have an important
bearing.
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the implications of these differences for both public policy and methods of economic
analysis in the health sector [Pauly (1978, 1988), Feldman and Morrisey (1990)]. Dif-
ferences in such beliefs have even generated a rough typology of health economists into
“broads” — those who emphasize the distinctiveness of health care and believe it has
important implication for the operation of health care markets and modes of economic
analysis — and “narrows” — those who believe that health care is not so distinctive and
that health care markets can be fruitfully analyzed using standard neo-classical eco-
nomic models [Evans (1976a)]. Perhaps not surprisingly, there is a strong correlation
between whether one is a broad or a narrow and the preferred normative framework.
Let us examine each of health care’s features in turn.

3.1. Derived demand for health care

Health care is one of many determinants of health and, from an economic perspective, it
is simply an input into the production of health.!® Consequently, unlike most consumer
goods, which are consumed for their direct utility generating properties, health care is
consumed to produce health, which is the desired good. In fact, health care itself is
often a “bad,” whose direct effects decrease utility (e.g., it is often painful). Most of us
would be happy never to consume health care. But, conditional on being ill, health care
becomes a “good” because of its ultimate effect on our health, the benefits of which
outweigh health care’s short-term direct negative effects. Demand for health care is
derived from our demand for health itself [Grossman (1972)].1°

The implications of this insight for normative analysis can be illustrated within a
simple consumer framework. Following Evans (1984), suppose an individual’s utility
depends on general goods and services, X; health status (HS), which is produced by
health care (HC) and other determinants of health (Z); and health care:

U =U(X, HC, HS(HC, Z)). (1)
The effect of health care on welfare then depends upon:

dU/90HC, (2)
the direct effect on welfare of consuming health care; and

(0U/9HS)(dHS/0HC), 3)

18 The determinants of health include genetics, the social environment, the physical environment, and individ-
ual responses to these determinants [Evans and Stoddart (1990)]. Evidence suggests that these non-health care
determinants may, on average, be more important than health care in determining the health of populations.
19 Grossman provided the first formal treatment of this within an intertemporal human capital framework.
Subsequent efforts to analyze the demand for health care within such a framework can be found in Muurinen
(1982) and Reid (1998). See Grossman (2000) for an overview of this human capital framework. In this
model, health care has both consumption and investment properties.
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the contribution of health care to health status, combined with the contribution of health
status to welfare.

The first term, dU/9dHC, is the direct effect of health care on utility just like that found
for standard consumer goods. This is often negative and, though important in some
contexts to the decision to consume health care (e.g., the strong negative side effects
associated with some chemotherapies), it is generally of less analytic importance. Of
more general analytic importance is the effect of health care on welfare through its
effect on health status. This depends on two factors: (1) the marginal contribution of
improvements in health status to utility, dU/9dHS, which is subjective and known only
by the individual; and (2) the marginal productivity of health care in producing health,
odHS/0HC, which is a technical relationship that can, in principle, be established by
scientific research and is knowable by a third party. To the extent that a health care
service is consumed to improve health, a positive marginal product of health care in
producing health is a necessary condition for a service to improve welfare.

This physical production relationship provides a foundation for a class of third-party
normative judgements in health care that are not possible for standard consumer goods
whose effects on welfare depend solely on subjective assessments known only by the
consumer. If a health care service has been demonstrated to be ineffective in improving
health, a third-party can often speak with confidence in stating that it is will not improve
well-being to consume it.”?0 Because the effects on welfare of consuming health care
depend in part on a production relationship, health economists can use technical and
cost-effective efficiency concepts in making assessments of consumption decisions.

This can lead to considerable confusion (particularly for non-economists) when dis-
cussing efficiency in health systems. Efficiency concepts can apply at three levels: (1) ef-
ficiency in the production of health care services; (2) efficiency in the use, or consump-
tion, of health services; and (3) efficiency in choosing a level of health. At the first
level, producing health care services, only the supply-side notions of technical and cost-
effectiveness efficiency are relevant. At the second level (consuming health care) both
supply- and demand-side efficiency concepts are relevant. To the extent that health care
is consumed to produce health, technical and cost-effectiveness efficiency are relevant
in assessing both the mix of health care services consumed and the use of health care
versus other inputs to produce health. However, because health care also has direct ef-
fects on welfare, demand-side, or allocative efficiency concerns also arise. A consumer
may trade-off efficiency in the production of health for direct utility effects by choos-
ing a less effective treatment that also has fewer negative side-effects. Finally, at the
third level, allocative efficiency is relevant in choosing the optimal level of health for
the consumer, where health is traded off against other goods and services to maximize
welfare.

20 While health care is sometimes consumed for reasons other than improving health, such as a diagnostic test
that provides information valued by the patient even if it will not alter treatment decisions or health [Mooney
and Lange (1993)], the above observation holds true for a large portion of health care consumption.
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Derived demand and the associated relevance of supply-side efficiency concepts in
assessing patients’ consumption of health care services also serve as a basis for a use-
ful concept of need in the health sector [Boulding (1966), Culyer (1995a), Williams
(1978)]. There is general agreement that a necessary (though perhaps not sufficient)
condition for a need for a good or service to exist is that the good or service be effec-
tive in attaining a desired objective. Hence, the technical effectiveness relationship can
serve to operationalize the concept of need in health care: a need can exist only where
there is an effective service to improve health [Williams (1978)].2! Again, because this
relationship can be established by clinical research (at least at a population level) and is
knowable by a third party, need can serve as a basis for normative analysis in the health
sector.

Health economists therefore distinguish between need and demand. Need depends
on the ability to benefit from health care; demand depends on preferences backed by
ability to pay. Normative approaches rooted in neo-classical welfare economics empha-
size demand, with its foundation in allocation according to preferences supported by
ability and willingness-to-pay. Extra-welfarist approaches posit a central role for need
as a normative standard in assessing the efficiency and equity of alternative systems of
finance and delivery.

The derived nature of the demand for health care, with the associated relevance of
both supply-side and demand-side concepts of efficiency in the analysis of health care
consumption, therefore has profound implications for normative analysis in the health
sector. It underlies both the usefulness of the concept of need as a basis for normative
analysis of health care utilization,?? which is unavailable to economists in other sectors
and which economists more generally reject, and the disputes over the nature of the
appropriate objective function to guide normative analysis in the health sector.

3.2. Externalities

Externalities remain one of the most discussed, if least empirically studied, aspects of
health economics. Except for physical health externalities, most arguments regarding
the presence and nature of externalities for health care services are based on introspec-
tion and the broad public support in most countries for subsidies to increase citizens’
access to health care. The first attention by economists to externalities associated with
health care services arose in the early and middle 1960s in the context of a debate re-
garding the potential efficiency of heavy public involvement in health care finance and
delivery, particularly as represented by the British National Health Services [see, e.g.,

2L A fuller discussion of the concept of need and alternative definitions of need is provided in Section 4.

22 The large literature on small-area variations, for example, makes little sense in the absence of the technical
concept of need [see, e.g., Anderson and Mooney (1990), Paul-Shaheen et al. (1987), Folland and Stano
(1990), Phelps and Parente (1990)].
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Lees (1960, 1962, 1967), Buchanan (1965), Klarman (1965a)].23 The work, however,
was intended as much to be an effort in positive economics to provide models of why
such public programs might be efficient as it was to be a normative assessment of such
arrangements.

Culyer and Simpson (1980) document three phases in the evolution of economic
analyses of externalities in the health sector. In the first phase, economists argued
that external effects were small or non-existent for general health care services such
as physician and hospital care. Policy-relevant externalities were limited to physical
health effects associated with interventions targeted at communicable diseases, passed
either directly among humans (e.g., small pox, syphilis) or indirectly through the phys-
ical environment (e.g., tuberculosis, polio) [e.g., Weisbrod (1961), Lees (1960, 1962,
1967)]. An action taken by one person (e.g., ensuring clean, safe water; immunizing
oneself against, or seeking treatment for, a communicable disease) generates direct
health benefits for other individuals (i.e., reduced rates of disease). Market exchange,
which ignores such positive external effects, yields less than socially optimal levels of
such activities. Because such interventions fall so clearly within the classic concept of
public goods and externalities, some of the earliest health economics work focused on
analyzing the economic efficiency of such efforts [e.g., Klarman (1965b)].

Clean water and air, as well as aspects of sanitation, are pure public goods. Others
cannot be excluded from enjoying the benefits of providing them. The potential for free-
riding, which can threaten their provision at any level without collective action, is most
pronounced for pure public goods. Immunization against communicable diseases con-
fers appreciable private benefit, especially at low levels of population coverage where
the disease is still prevalent. But, as coverage rises, herd immunity causes immuniza-
tion to approach a pure public good: if virtually everyone has been immunized, an un-
immunized person is effectively as well protected as if immunized though he has not
incurred the cost of the immunization [Musgrove (1996), Phillipson (2000)].

Goods with external effects therefore call for collective action to ensure their pro-
vision at efficient levels. Pure public goods often require both collective financing and
public provision. For goods that produce positive externalities for which exclusion is
possible, the standard corrective policy is price subsidy. In some cases in the health
sector, however, additional action may be justified. For asymptomatic communicable
diseases requiring treatment, such as some sexually transmitted infections, people may
not realize that they are infected and demand would be too low even if the care were
free. Hence, in addition to providing a price subsidy, ensuring optimal level may call
for education and/or mandatory programs. Within welfarist approaches mandatory pro-
grams can be Pareto optimal under certain conditions [Brito et al. (1991)]. Alternatively,
within an extra-welfarist approach, mandatory programs have been supported by merit-
good arguments, which are more paternalistic.

23 At this time for example, universal Medicare was introduced in Canada, Medicare and Medicaid were
introduced in the United States, and many European countries, which previously had social insurance systems,
expanded coverage.
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In the second phase emphasis shifted to general health care services as a source of
policy-relevant external effects. Externalities were modeled as being generated by good-
specific utility interdependencies in which others’ consumption of health care services
enters a person’s utility function. The interdependency was modeled in a variety of
ways, but generally the interdependency related to either the absolute level of health
care consumption by others [e.g., Pauly (1970)] or the relative levels of consumption,
with a particular concern for the extent of inequality in health care consumption [e.g.,
Lindsay (1969)]. Health care was generally treated as any standard commodity in the
utility function except for the argument pertaining to others’ consumption that generated
an external effect. In particular, consumers of health care were assumed to be able to
judge the value of health care and health care entered the utility function only as a direct
argument (rather than via a demand for health). Consequently, the welfare-maximizing
policies derived from such frameworks were price subsidies to encourage the consump-
tion of health care services, such as is derived from standard analyses of policies to
correct for consumption externalities.?*

Weisbrod (1964) argued for an additional type of externality associated with some
health-care services, an externality he labeled “option value.” Current period market
demand for goods and services that are purchased infrequently (including some health
care services), for which there is uncertainty in demand, and for which there are high
costs to resume production if it is curtailed, will reflect only the value accruing to the
users. It ignores the “option value” that accrues to non-users for whom such a service
will be available should it be needed in the future (e.g., emergency services, hospital
services). The optimal level of production may therefore call for public subsidy.

The third phase marks a period in which externalities in the health sector were pre-
dominately seen to derive from concern over others’ health status. Others’ consumption
of health care per se is not the object of concern; rather, it is their health status. And
because health care is one determinant of health, often the most important determinant
when ill, ensuring access to health care services is one policy response to the externality
[Culyer and Simpson (1980), Evans and Wolfson (1980)].

This formulation of the external effects generates policy implications that do not nec-
essarily follow from the previous formulations. External effects associated with others’
health status may call for policy interventions outside the health care sector that have
important health effects but which do not generate physical health externalities (e.g.,
occupational safety). Because health care services generate externalities to the extent
that they affect health status, people derive benefit from knowing that others receive not
just any health care services but needed health care services. Interdependencies asso-
ciated with utilization of needed health care may justify a larger public role in financ-
ing, organization and delivery. Public financing and price subsidies (for either health
care insurance or health care itself) may be necessary for ensuring widespread access

24 Models that focused on equality of consumption potentially also had implications for reducing the con-
sumption of high-users (as well as increasing it for low-users). See [Lindsay (1969)].
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to needed health care, but they are seldom sufficient. Where need is a pivotal concern,
purely demand-side, price-based policies are inadequate. Ensuring widespread access to
and utilization of needed health care may call for regulation of the supply and distribu-
tion of providers, initiatives to ensure the appropriate delivery of services and, at times,
public delivery itself where private interest is not sufficient to bring forth appropriate
supply of services [Culyer and Simpson (1980)].

3.3. Informational asymmetry

Informational asymmetry occurs when one party to a transaction has more informa-
tion pertinent to the transaction than does the other party, which may allow the better-
informed party to exploit the less-informed party. Informational asymmetries pervade
the health sector and cause market failure in both health care and health care insurance
markets.?> In this section we focus on health care; health care insurance is discussed in
the next section.

The principal informational asymmetry in the health care sector is that between a
provider and a patient. This informational asymmetry is pivotal because most health
care resources are allocated through decisions made in the provider-patient encounter. It
is also one of the most inescapable asymmetries: information is often the good patients
most seek from providers when they perceive themselves to be ill. Patients normally
seek two types of information. The first is diagnostic information — what is wrong with
me? Is the pain in my chest indigestion that will pass or is it angina that presages a heart
attack? Because patients are unable to self-diagnose many types of illness or injury, they
rely on a health care professional for such information. The second type of information
patients seek from providers is treatment information — given the diagnosis, what should
I do to restore my health? If the diagnosis is angina, what will be the most effective
treatment — drugs, coronary-artery bypass surgery, angioplasty, etc.? The provider has
the technical information regarding the treatment options that can form a basis for a
decision as to what health care to consume.

Optimal health care consumption depends on utilizing effective health care to im-
prove health to the extent that health is valued by an individual (relative to other activi-
ties to improve well-being). Within the simple framework set out earlier, patients know
best how improvements in health affect their well-being (0U/dHS), while providers
have better information regarding both the causes of ill-health and the effectiveness of
alternative health care services in restoring health or preventing the further deterioration
of health (0HS/dHC).

25 Though it has received the most attention, informational asymmetry is only one type of informational
problem found in the health sector. Problems of symmetric but incomplete information, for instance, have
been analyzed as a source of variations in the level of health care utilization that can not be explained by either
needs or preferences for care in the population. Health economists are drawing more heavily on developments
in the economics of information to understand both the behavior of actors in the health sector and the welfare
implications of information problems [e.g., Harris (1977), Dranove and White (1987), Phelps and Parente
(1990), Phelps (1992), Gaynor and Polachek (1994)].



74 J. Hurley

The asymmetry between the patient and the provider regarding both the nature of
the illness and the effectiveness of alternative treatments causes market failure. Because
of informational asymmetries, patients may fail to purchase care they would if well-
informed, they may purchase care they would not have purchased if well-informed, they
may purchase care of a differing quality, etc. “Well-informed” does not mean “perfectly
informed,” but simply as informed as a knowledgeable provider. More generally, the
informational asymmetry confers an advantage on the provider that can be exploited for
the provider’s gain by manipulating one or more of the quantity, quality and price of
health care services in a way not easily detected by consumers.

The problems caused by informational asymmetry are exacerbated by the context in
which many health care consumption decisions are made. Patients often have very lim-
ited time to shop around or seek out information?® and health care is often consumed
at times of extreme vulnerability and sometimes cognitive impairment for individuals,
compromising the ability of individuals to process information. Finally, even where
patients do not face such problems, the opportunities for learning from experience in
health care may be limited. Learning from experience is most feasible for repeat pur-
chases. Although much primary care may reasonably fall into such a category, much
secondary and tertiary care does not (one only has one’s gall bladder removed once!).
This is where the majority of health care resources are consumed. It is estimated, for in-
stance, that among beneficiaries in the US Medicare program 28% of health care expen-
ditures are for those in their last year of life [Newhouse (1992) and references therein].
Weisbrod (1978) emphasized that learning is inhibited by a further problem: it is often
impossible for the patient to know the counterfactual — what would have happened in
the absence of treatment. Many ailments are self-limiting and would resolve themselves
in the absence of intervention. The inherent uncertainty associated with medical treat-
ment at the individual level makes it difficult for consumers to judge quality. Even a
well-provided, appropriate treatment may still fail.>’

There is considerable heterogeneity in the extent of informational asymmetry in
health care services, and corresponding variability in the scope for using market forces.
It is generally acknowledged, for instance, that for optometry services advertising and
associated competition can have beneficial effects [Benham (1972), Kwoka (1984)].
Similarly, while informational problems require that patients have access to prescription
drugs only through a licensed health care provider, there may be considerable scope for
competitive processes in the market for dispensing prescriptions [Evans and Williamson
(1978)]. Although important, such examples make up a small portion of all health care
consumed.

26 Although many individuals face similar informational asymmetries with respect to auto repair, as Mus-
grove (1996) points out, one can rent a car while shopping around for the automobile repair shop that provides
the best value for money; one can not rent another body to shop around for alternative providers.

27 This contrasts with automobile repair, a sector with analogous informational problems, where there is far
less uncertainty regarding the effectiveness of a repair procedure, and hence, greater scope for learning about
the quality of a particular supplier over time.
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Demand-side policies attempt to correct the market failure by providing consumers
with relevant information. Such policies are generally advocated by economists with a
stronger allegiance to neo-classical methods, who do not perceive asymmetries to be
severe, who judge health care to be “not that much different” than “standard” com-
modities and who generally favor market-oriented approaches to resource allocation
[e.g., Pauly (1978, 1988), Feldman and Sloan (1988)]. Initiatives to provide consumers
with information upon which to make choices in market contexts are most developed in
the United States, which, among OECD countries, relies most heavily on private mar-
kets in health care. Most of these efforts, however, are targeted not at patient-provider
choices regarding treatment. Rather, they are targeted at the choice of health care plan or
provider organization through which to receive care. The efforts have been spearheaded
less by typical consumers than by large purchasers such as employers (who provide
health insurance to employees as an employment benefit). The objective is not, there-
fore, to address the informational gap in a given provider/patient clinical encounter, but
to inform choices in the context of a competitive market in health care insurance among
multiple health care plans.

Even for the circumscribed context of choosing a provider/insurance organization, ef-
forts thus far have had mixed results [Schneider and Epstein (1998), Hibbard and Jewett
(1996, 1997), Hibbard et al. (1996)]. Considerable progress has been made in collecting
more standardized data upon which to base measures of quality. Its use, however, has
been limited to large purchasers. Individual consumers often find it difficult to under-
stand the meaning of quality and performance measures presented, they have difficulty
relating the measures to aspects of care of value to them, they find the volume of data on
multiple dimensions of performance difficult to process and there are important ques-
tions as to what consumers find most important regarding quality [Hibbard and Jewett
(1996, 1997)].

Independent of these efforts to provide purchasers/consumers with information to fos-
ter conditions conducive for markets are initiatives in what may be termed the “shared
decision-making movement.” The objective of these efforts is to provide information
to patients relevant to their specific clinical situations so that they can participate more
fully in their treatment choices [Charles and Demiao (1993), Levine et al. (1992)]. Cre-
ating more informed consumers working with health professionals in making treatment
decisions increases the likelihood of generating efficient allocations that reflect both
technical information on effectiveness and the preferences of the patients.

A complementary approach to informational asymmetry is agency. As agent for their
patients, a provider is expected to act in the interest of patients, not self-interest [Evans
(1984), Mooney and Ryan (1993)]. This notion of agency is distinct from that encoun-
tered in the literature on principal-agent problems. The principal-agent literature fo-
cuses on contexts in which both the principal and the agent are assumed to be wholly
self-interested, there are informational problems that preclude perfect monitoring of the
agent by the principal, and the problem is to design efficient, incentive-compatible ar-
rangements between the principal and the agent [for a survey of this literature, see Sap-
pington (1991)]. Although the provider-patient context shares some of these elements,
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agency in the provider-patient relationship is crucially different in that the provider
is not expected to act self-interestedly. The agency relationship has been incorporated
into economic models of physician behaviour in a variety of ways, either in the objec-
tive function of the physician or through the constraint [Evans (1976b), Woodward and
Warren-Boulton (1984), Dionne and Contandriopoulus (1985)].

Agency is fostered through two strategies. One is to create a professional culture that
emphasizes agency, that socializes health care providers (or, in economic jargon, that
modifies provider preferences) to act differently than a prototypical supplier of a good
who is assumed to pursue profit in a wholly self-interested fashion. As the informed
agent for the poorly informed patient, a provider is to act in the interest of the patient,
providing those services which the patient would demand if she had the same infor-
mation as the provider. But if providers operated in a competitive environment, survival
would demand that they act self-interestedly. So the second strategy is to reduce compet-
itive market pressures that might induce providers to give primacy to self-interest rather
than patient interest. Providers, and physicians in particular, have been protected from
competitive pressures through supply-side regulations such as licensure (which restricts
entry), limitations on advertising, and other professional norms that reduce competition
among providers.

These supply-side policies also have another rationale — to prohibit low levels of qual-
ity. Under certain conditions, it is welfare-improving to prohibit low qualities that few
well-informed consumers would voluntarily choose rather than providing information
to consumers and allowing them to choose their own quality levels [Pauly (1988)]. Li-
censure of health care providers, accreditation of health care facilities, drug approval
regulations, and so on attempt to prohibit quality of care below a specified level.?®
Chalkley and Malcomson (2000) provides a more extended treatment of these issues.

Supply-side approaches to correcting market failure induced by informational asym-
metry attempt to balance their counteracting effects. On the one hand, it can be welfare-
enhancing to specify minimum quality levels and to foster agency relationships. On the
other hand, it can be welfare-reducing to grant monopoly powers to providers and to
create work contexts that allow providers discretionary scope to pursue professional
and other objectives not consistent with patient needs, preferences or an efficient use of
resources. Within traditional public-utility approaches to regulation, the balance is to be
maintained by the regulator who monitors the behaviour of the regulated. Here again,
however, we bump up against an informational problem: in general, non-professionals
do not have the requisite expertise to judge when health care providers are acting in

28 An alternative explanation for licensure, especially of physicians, is self-interested advocacy to garner
higher incomes by limiting entry [Kessel (1958)]. Physicians (and others) have undoubtedly used licensure
and regulation to advance their own interests, and such “capture” presents real challenges for advancing the
public interest through such policies. These issues do not disallow that licensure represents an attempt by
society to ensure that all providers are above a minimum level of quality. Licensure has also been criticized
as ineffective because it has not required continuous re-certification throughout a physician’s career. Again,
while this may be true and more effective programs may be required, the basic point still holds.
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ways consistent with the public interest, particularly with respect to the content of
clinical care.?’ Consequently, in most settings governments have granted health care
providers, and physicians in particular, broad powers of self-regulation [Tuohy and
Wolfson (1978)].3°

Providers have not, nor probably could they, act as perfect agents, either in individual
encounters or as self-regulators. It is likely impossible both to ascertain patient pref-
erences perfectly and to repeatedly ignore self-interest. Perfect agency is therefore the
ideal. Mounting evidence of the extent of the apparent deviation from perfect agency
has spawned a host of regulatory initiatives that challenge provider autonomy, includ-
ing managed-care approaches to the organization and delivery of health care — utiliza-
tion review, pre-certification programs, practice guidelines, and other initiatives to re-
duce variation in practice across providers that cannot be linked to differing needs for
care.

Asymmetries of information underlie the design of recent reforms to exploit com-
petitive forces through the creation of “internal markets” with purchasers and providers
[e.g., Shackley and Healy (1993)]. Equity concerns associated with health care (dis-
cussed in Section 4 below) demand that competition be introduced in a way that con-
tinues to provide universal access to needed health care (hence, an “internal” market,
within a public system) and asymmetry of information precludes extensive demand-side
competition at the level of individual patients. Instead, competition is restricted to com-
peting providers (hospital trusts, laboratories, long-term care facilities, launderers, and
so on) who must sell their services to “purchasers,” either regional health authorities
who procure services on behalf of their residents or providers such as GP fundholders
in the UK, who purchase services on behalf of their rostered patients. Providers retain
the agency relationship with patients and suppliers, dealing with knowledgeable pur-
chasers, face competitive pressures. Because there are often only one or two potential
suppliers of many services in a region and because many of the services purchased (e.g.,
surgical operations) are complex in nature, must be custom-designed to the specific in-
dividual, and have high asset-specificity for the producer, the market is very different
from typical textbook competitive markets. Rather, the internal markets rely heavily on
contestability (the threat of entry by another) among suppliers and long-term relational
contracting between purchasers and providers.3! Successful contracting arrangements
depend on effective agency relations and overcoming informational problems associated
with health care.

29 This asymmetry is directly analogous to that found at the patient level.

30 1n a related but distinct analysis, recent work modeling physician behaviour has also tried to model the
dual agency role of physicians — agent for their patients and agents for the funder, especially within publicly
financed systems [Bloomqvist (1991)].

31 Williamson (1986) provides a general transaction-cost analysis of the economic issues involved in such
contracting arrangements; Shackley and Healy (1993) provide an economic analysis of the NHS internal
market.
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3.3.1. Supplier-induced demand

Lastly, informational asymmetries are at the root of what has been one of the most
prominent debates within health economics: supplier-induced demand. Providers, act-
ing as agents for their patients, have a major influence in “demanding” the services
they will supply to the patient. This influence violates the assumption of neo-classical
economic theory (both positive and normative) that the demand and supply sides of a
market are independent. For a fuller discussion of supplier-induced demand, particu-
larly the myriad statistical and econometric challenges faced in empirically testing for
inducement see Feldman and Sloan (1988, 1989), Rice and Labelle (1989), Labelle,
Stoddart and Rice (1994a, 1994b). However, a few observations about supplier induce-
ment that bear directly on normative analysis are in order.

At its most general level, supplier inducement refers to a phenomenon whereby a
provider shifts the demand curve for health care by patients. More commonly in the lit-
erature, inducement refers to a situation in which a provider violates the agency relation-
ship out of financial self-interest by recommending services of questionable benefit to a
patient. In this definition, motive is an operative element which, in a strict sense, makes
it virtually untestable. Although controversy continues as to whether providers have
such power [e.g., Pauly (1994a)], there is a broad consensus among health economists
that they do.32 Much less clear, however, is the extent to which, and the contexts in
which, they are most likely to induce demand. Feldman and Sloan have argued that the
key policy issue associated with supplier-induced demand is “not whether physicians
have ever induced consumers to purchase a service that they would not have purchased
had they been fully informed; rather, it is whether such care is quantitatively important
and whether the amount of induced demand varies systematically with variables such
as physician supply” [Feldman and Sloan (1988, p. 240), see also Folland et al. (1996)].

Labelle et al. (1994a) have argued that for policy purposes, the concept of supplier-
inducement should drop the question of motive and be broadened to include consid-
eration of both the integrity of the agency relationship (in recommending a service, is
the provider reflecting patient preferences?) and the effectiveness of the induced service
(does the service improve health status?). Because both providers and patients oper-
ate in a world of imperfect information, even some services provided under perfect
agency may create policy concerns (e.g., if they are not effective or if they are not cost-
effective). Within this broader framework, allocative efficiency implies that inducement
may be a concern even if it is not correlated with changes in other system variables.
A policy concern arises whenever a provider recommends a service that violates the
agency relationship or whenever an ineffective service is provided.

32 Specifically, in a survey of health economists, 82.6 percent agreed with the statement that, “Within broad
limits, physicians generate demand for their services in response to economic incentives” [Feldman and Mor-
risey (1990, pp. 640-641)].
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The consequences of supplier-induced demand for welfare analysis in the health sec-
tor are two-fold. Normative analyses are valid only if the positive analyses that under-
lie them are valid. To the extent that positive economic models assume that supplier-
induced demand will not occur when in fact it does, the predictions of the underlying
model will be false, as will any normative analyses that flow from it. This concern,
for example, leads many to question the estimates of the aggregate welfare loss as-
sociated with “excessive” health insurance coverage (and, by implication, the welfare
gains to increasing patient cost-sharing) based on demand elasticities from the Rand
health insurance experiment (e.g., Manning et al. (1987), Feldman and Dowd (1991)].
In the experiment, because only a small proportion of any provider’s patients faced
increased cost-sharing, the effects of their reduced utilization on the provider’s income
was minimal. If substantial cost-sharing were to be implemented system-wide, however,
a large reduction in utilization by patients would have large income effects for providers,
and potentially generate demand inducement by providers.>3 Hence, aggregate analysis
based on elasticities from the experiment would be misleading. Valid normative anal-
ysis of the effects of broadly-based cost-sharing must incorporate expected behavioral
responses of providers. Inducement therefore undermines the positive economic analy-
sis upon which the welfare analysis is built.

More importantly, asymmetry of information, agency and supplier inducement viti-
ate the assumption of individual sovereignty, which transforms a demand curve from a
purely positive construct (the relationship between the quantity of a service demanded,
prices, income, etc.) into a normative construct that can be used to measure consumer
welfare. If consumer ignorance and provider influence pervade the markets for health
care services, then the area under the demand curve for health care will not represent
a valid measure of consumer welfare. Neither demand based on poorly informed con-
sumer judgements nor demand based on provider influence in the presence of imperfect
agency accurately represent the welfare associated with the service. In either case, the
traditional assumption is violated and the normative significance of the demand curve
is undermined, which in turn undermines traditional welfare analysis [Evans (1983,
1984), Rice (1992)].

3.4. Uncertainty

Arrow (1963) identified two important types of uncertainty associated with health care:
uncertainty in the demand for health care and uncertainly regarding the effectiveness of
treatment. Because illness and injury at the individual level are to a great extent random
events, individual demand for health care and the associated expenditure have a large
random component. Although clinical research can demonstrate whether, on average, a
treatment is effective for a given condition (i.e., whether there is a scientific basis for

33 McGuire and Pauly (1991) analyze the crucial role of income efforts in predicting physicians responses to
payments policies.
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offering a treatment in a particular context), in the end, it can not demonstrate whether
a treatment will be effective for a particular individual with a particular condition: prior
to treatment there is uncertainty as to a service’s effectiveness. Both of these types
of uncertainty at the individual level — uncertainty in demand and uncertainty in the
effectiveness of treatment — are inherent.

The economic efficiency of market arrangements therefore depends on the ability of
a competitive system to create a full set of risk-bearing (i.e., insurance) markets. If a
full set of markets is not created, market failure results and non-market arrangements
may improve economic efficiency. Missing markets in risk-bearing may explain a num-
ber of the non-market institutional forms observed in the health sector [Arrow (1963)].
Although health care insurance exists for many types of health care expenditures, insur-
ance markets themselves suffer from market failure.

3.4.1. Welfare improving effects of insurance

In the presence of uncertainty risk-averse individuals, each of whom is at risk for a
negative event such as illness, can often make themselves better off by risk-pooling.
Risk-pooling reduces risk because, although an event is unpredictable for any single
individual, the number of such events that will occur in a large group of individuals can
be predicted.>* Risks can be pooled only for events (phenomena) that can be traded. It
is not possible to pool the risks of illness per se, as one can not trade health (i.e., give
up a little bit of health at the start of the year for a guarantee that no severe illness will
occur). But the financial risks associated with illness can be pooled.

The welfare gain of insurance for a risk-averse individual seeking to maximize ex-
pected utility can be illustrated as follows. Let Wy be the individual’s level of wealth
if healthy. The individual will become ill with probability p, and experience a finan-
cial loss of L. The individual’s expected wealth is: p(Wo — L) + (1 — p)(Wp), which
equals Wy — pL, where pL is the expected loss. Figure 1 depicts their level of utility
under the different health states. The vertical axis represents total utility, the horizontal
axis represents wealth, and the total utility curve is concave to reflect risk aversion (or
equivalently, diminishing marginal utility for wealth). If the individual remains healthy,
they attain U (Wp) [point CJ; if they become ill, they attain U (Wy — L) [point A]. Their
expected utility is therefore pU (Wy — L) + (1 — p)U (Wy), which can be found on the
chord connecting points A and C, in this case, at point B. Suppose, however, that the
individual could buy an insurance contract with an actuarially fair premium (i.e., equal
to the expected loss (pL)) that provided coverage for the financial loss in the event
of illness. The individual would face a certain wealth level of (Wy — pL), and they
would achieve utility of U(Wp — pL) [point D]. Purchasing such an insurance contract
increases the individual’s expected utility by the amount BD.

34 Phelps (1992) derives the relationship between the average risk faced by individuals and both the number
of individuals pooling their risks and the independence of the risks across individuals.
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Figure 1. Welfare effects of insurance under risk aversion.

Because actuarially fair premiums provide an insurance organization no revenue to
cover administrative costs, premiums must include loading charges to cover such costs.
As long as the loading charges do not exceed EB in Figure 1, the individual is still better
off purchasing insurance. Under certain conditions, loading charges cause consumers to
prefer policies with a deductible, particularly if the loading factor is larger for small
claims than for large, as would be expected [Arrow (1963)]. An individual is better
off self-insuring for small losses through a deductible in a policy that provides full
coverage for large losses. All of the above analysis assumes that the utility of wealth
is independent of health status (healthy or ill). If the utility of wealth is health-state-
dependent, then the optimal level of insurance is unknown [Shavell (1978)].

Given that insurance is welfare-improving for individuals, the critical issue from a
policy perspective is how best to organize insurance markets to provide such insurance.
This is particularly challenging because insurance markets are subject to a number of
types of market failure, the most prominent of which arise from economies of scale,
adverse selection, and moral hazard.

3.4.2. Economies of scale
The fixed costs associated with establishing the insurance pool and with calculating a

full set of risk-adjusted premiums generate economies of scale. Depending on the over-
all size of the markets, attempting to sustain competitive markets with numerous small
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firms creates technical inefficiencies as each firm operates at output levels below mini-
mum average cost. On the other hand, if only one or a small number of firms operate,
one risks inefficiency associated with monopolistic practices. In both cases, some indi-
viduals willing to purchase insurance at an actuarially fair premium that reflects their
risk status plus a load factor associated with lowest costs production will not be able to
purchase insurance, reducing allocative efficiency. Hence, economies of scale can create
market failure from both technical and allocative inefficiencies.

Single-payer, tax-financed public systems of insurance, one possible response to
economies of scale, can generate technical efficiencies. Evidence suggests that such
systems can reduce administrative costs by avoiding a separate infrastructure to collect
revenue (it is integrated into the existing tax system), eliminating the need to set pre-
miums altogether and for advertising among competing firms, as well as reducing the
resources required for providers to collect reimbursement. Woolhandler and Himmel-
stein (1991), for example, estimated that administrative costs accounted for 19-24% of
health care spending for the multi-payer US health care system but only 8—11% for the
single-payer Canadian system.

3.4.3. Risk selection

Risk selection arises from informational asymmetries between the insured and insurers.
Adverse selection, a process whereby low-risk individuals drop out of the insurance pool
leaving only high-risk individuals, arises when the individuals purchasing insurance
have better information regarding their risk status than does the insurer. An insurer that
can not distinguish low- and high-risk individuals must base the premium on a risk-pool
that includes both high- and low-risk individuals. Low-risk individuals (who know they
are low-risk) will not purchase insurance because the premium does not reflect their
risk status. This leaves only high-risk individuals in the pool and the premium revenue
of the insurer is insufficient to cover expected losses. If the insurer raises premiums to
reflect the increased risks remaining in the pool, another segment of lower-risks will
exit, again leading to losses. In the limit, adverse selection can make insurance markets
unsustainable. Even short of the market disappearing altogether, individuals who would
be willing to purchase insurance contracts that reflect their risk status are not able to
because the insurer does not have the information required to offer them such a policy.
The market cannot offer a full set of insurance contracts, reducing allocative efficiency.
The most prominent strategy to combat adverse selection is to define risk pools in ways
that retain individuals from all risk levels, such as through compulsory public insurance

35 The optimal level of administrative costs is unknown. While the US system clearly has administrative
waste, it can reasonably be argued that the Canadian system has historically underspent on administrative
and management functions. And an overall evaluation of alternative systems of finance would have to assess
allocative as well as technical efficiency.
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or by basing risk-pool membership on a group, such as employee-sponsored plans, that
requires all members to participate.3®

A second risk selection problem is cream-skimming, which occurs when insurers
have better information on an individual’s risk status than does the individual. Under
cream-skimming, an insurer generates higher profits by purposefully selecting low-
risk individuals for coverage whose expected losses are below the premium charged.’’
Insurers can cream-skim in a number of ways including designing policies with de-
ductibles and co-insurance provisions that prompt individuals to self-select into risk
categories, selling insurance in settings where low-risks predominate, and other cre-
ative strategies [Giacomini et al. (1995), Neuman et al. (1998), Newhouse (1996,
1998)]. Cream-skimming is normally combated through either regulatory approaches
to control risk selection behaviours or through the development of risk-adjusted pre-
miums, which reduce the incentive to risk-select by better matching the premium to
an individual’s risk-status. Risk-adjustment however, remains a rather crude science at
this point [Giacomini et al. (1995), Newhouse (1996, 1998), van den Ven and Ellis
(2000)].%8

3.4.4. Moral hazard

Moral hazard refers to the tendency for insurance coverage to induce behavioral re-
sponses that raise the expected losses that are insured, because it increases either the
likelihood of a loss or the size of a loss. Those with health insurance coverage may take
less care to avoid illness or injury knowing that they will not have to bear the associated
financial consequences. In general, this is probably not a large source of moral hazard
in the health sector, as the financial consequences are only a portion of the total “costs”
associated with illness or injury, which often include pain and suffering.

Of more importance in the health sector is moral hazard associated with the fact that
once an insurable event occurs, because an insured individual does not have to pay
for the full cost of treatment, the individual may incur higher total costs than in the

36 0On average, workers are healthier than the general population, but such plans include all risk levels among
workers.

37 In the context of integrated systems with capitation payment, it arises when the provider/insurance organi-
zation enrolls low-risk individuals whose costs are below the capitation payment received.

38 1t s important to distinguish two streams in the risk-adjustment capitation payment literature. One stream
focuses on risk-adjustment in the context of competitive health insurance markets. Here the goal is to ensure
that capitation payments accurately represent the expected utilization of an enrollee, with risk adjustment
often based in part on past utilization. The criterion for successful risk-adjustment is financial. In the second
stream, developed predominantly in publicly funded systems (e.g., UK, Canada), the goal is to adjust for
relative need for care from a population perspective. Hence, whether it is intended to fund a geographically
defined population or an enrolled population, the criterion by which to judge a capitation formula is the extent
to which it captures variation in relative need, assessed independent of previous patterns of utilization (that
often reflect many factors other than need). See, e.g., Hutchison et al. (1999), Birch et al. (1993), Mays and
Bevan (1987).
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Figure 2. Neo-classical analysis of moral hazard.

absence of insurance. The increased expenditures associated with such moral hazard
result from the behavioral responses of either patients or providers: patients, whose
care is now subsidized may (and would be expected to) demand a greater quantity of
services; providers, knowing that patients do not bear the full cost of services, may
increase the quantity of treatments recommended and/or the prices of those services.

Moral hazard has the potential to limit the range of insurance contracts that can be of-
fered, decreasing allocative efficiency. To remain in business, an insurance organization
has to set a premium based on ex post losses in the presence of insurance, but indi-
viduals may make their consumption decisions on the basis of ex ante expected losses.
Individuals willing to purchase an insurance contract based on ex ante losses, find such
contracts unavailable. Hence, moral hazard can lead to missing, or at least incomplete
markets, for risk-bearing [Evans (1984)].

A second type of allocative efficiency loss arises from the “excess” utilization gen-
erated by insurance, which creates an excess burden [Pauly (1968)]. The argument is
as follows. Assume the health care market is as depicted in Figure 2. Price Py, equals
the long run (constant) marginal cost of care.3® In the absence of insurance, Q care
will be consumed; under full insurance that provides first-dollar coverage, Q1 care will
be consumed. For each unit of increased consumption under insurance (Q1 — Qo), the

39 The argument does not depend on constant marginal cost, but the elasticity of supply does affect the size
of the excess burden associated with a given increase in utilization, ceteris paribus.
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marginal cost exceeds the marginal benefit, generating an excess burden for the econ-
omy. Moral hazard can be eliminated by increasing the price that the consumer faces to
Po, but, of course, this completely eliminates insurance coverage.

This analysis provides the foundation for the argument that optimal insurance cover-
age must balance the competing welfare consequences of insurance. On the one hand,
insurance increases welfare by reducing risk for individuals, with (subject to some
caveats) the welfare gain directly related to the extent of coverage. On the other hand, in-
surance creates a welfare burden through moral hazard. Hence, optimal insurance must
balance these competing welfare effects by including patient cost-sharing provisions
[Zeckhauser (1970)].

The positive and normative basis of the analysis, however, remains controversial.
From a positive perspective, the analysis assumes that health care is produced in a per-
fectly competitive market by profit-maximizing firms supplying care at a price equal to
its long-run marginal cost. Health care, however, is dominated by highly regulated non-
profit and not-only-for-profit providers, so it is not clear that the supply curve represents
the true opportunity cost of the resources used to produce the care provided.

Normatively, the analysis rests on an standard welfare interpretation of the demand
curve. “Excess” or “inefficient” is defined solely with reference to the market de-
mand derived from preferences backed by willingness-to-pay. Even if one accepts wel-
farism, as we saw above, informational problems may invalidate the assumption of con-
sumer sovereignty, which in turn invalidates the normative interpretation of the demand
curve. Because cost-sharing selectively reduces utilization on the basis of ability and
willingness-to-pay rather than on the basis of need for health care, cost-sharing may re-
duce care that is effective and needed. Hence, from an extra-welfarist perspective, care
between Qo and Q1 is not necessarily wasteful or inefficient when viewed against the
standards of need and health improvement (indeed, by these standards care to the left of
Qo may well be inefficient). In fact, studies of cost-sharing demonstrate that it reduces
both necessary and unnecessary care [Lohr et al. (1986), Rice (1992), Stoddart et al.
(1994)].

Rather than demand-side cost-sharing policies to address moral hazard, an alternative
is to intervene on the supply-side to reduce selectively ineffective or inappropriate uti-
lization. Because of their informational advantage, providers are in the best position to
judge what utilization cannot be expected to improve health. Such efforts vary from in-
stilling a culture of evidence-based practice, regulatory initiatives associated with man-
aged care (utilization review, pre-authorization programs, and practice guidelines), and
designing funding models that attempt to align the incentives of providers with issues
of efficiency. In fact, this is much of what health reform in the 1990s has been about.

This “standard” model of insurance may be seriously incomplete as a basis for policy
prescriptions in the context of health care markets. Nothing about the model is specific
to health care — simply by re-labeling the axes it would be just as suitable for analyzing
the welfare improving effects of house insurance, automobile insurance, flight insur-
ance, and so on. The sole effect of insurance in the model is to lower the price of a
good that enters individual utility functions directly and that is produced and exchanged
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in competitive markets through arms-length relationships among well-informed buyers
and sellers, all of which we know to be uncharacteristic of most of health care.*°

Active, interventionist insurers have a much larger impact in the health care market
than do insurers in other markets such as housing or automobiles. Under universal house
insurance, the proportion of all housing transactions (purchases or renovations/repairs)
covered by the house insurance contract is small; the same is true for automobile repair
(though a higher proportion of the automobile repairs is probably covered in some way
by insurance). For both of these insured goods (and many others), a large proportion
of purchases of the insured good happen in the absence of an insured loss, outside any
insurance contract. In contrast, the vast majority of health care purchases occur only in
the presence of an insurable loss (i.e., ill-health). Hence, insurers and insurance play a
much more dominant role in the dynamics of health care markets.

Weisbrod (1991), for example, argues that the static analysis of the welfare loss as-
sociated with excess utilization induced by insurance is incomplete. He posits that, in
a dynamic analysis, the level and extent of health care insurance and the development
of health care technologies are endogenous. Because insurance coverage affects the ex-
pected returns to R&D investments in health technology, the spread of insurance is an
important factor in explaining the post-war growth of technology. The development of
new technologies, however, also affects the demand for health care insurance. Extensive
insurance coverage combined with retrospective, cost-based reimbursement encouraged
the development of costly technologies that offered minimal increases in quality. The
combination may even encourage the development of technologies we would not col-
lectively be willing to pay for, inducing potentially negative welfare effects. In contrast,
prospective reimbursement, which dominates today in many countries, encourages the
development of cost-reducing technologies that have minimal negative effects on as-
pects of quality that can easily be monitored by patients, but that may have negative
effects (especially combined with behavioral incentives facing providers under prospec-
tive reimbursement) on aspects of quality not easily monitored by patients. Weisbrod’s
analysis is, by his own admission, more speculative than definitive, but a key message is
simply that at present we do not have well-developed models with which to explore the
behavioral and normative aspects of the dynamics between insurance, health care and
technological development, though these issues are of crucial importance for the design
of health care systems.

Evans (1983) argues that one cannot fruitfully understand the rationale for, or the wel-
fare effect of, universal, first-dollar public insurance using the standard insurance model.
The potential welfare implications of universal, first-dollar public insurance (with cap-
ital financed separately), such as that found in Canada, can be understood only by si-
multaneously considering asymmetry of information, the attendant agency relationship
and potential for the supply-side to influence resource allocation; externalities; the dy-
namics between insurance, providers and technological development and diffusion; and

40 Pauly (2000) analyzes some additional differences between health care markets and other insurance mar-
kets.



Ch. 2:  An Overview of the Normative Economics of the Health Sector 87

broader social goals concerning income redistribution (generally favoring redistribution
from the healthy wealthy to the sick poor). All of these potential effects of single-payer
public insurance fall outside the standard insurance model, and can be understood only
in light of the full nature of health care and health care markets.*!

More generally these analyses highlight why analyzing each feature of health care in
isolation provides only limited guidance to policy. Health care is a classic second best
world in which one cannot be sure that prescriptions to fix one source of inefficiency,
based on models that do not reflect the other distinctive features of health care, will
in fact improve resource allocation. Jointly analyzing the features of health care, and
the markets for health care and health care insurance in particular, can lead to policy
prescriptions quite different than may be derived considering each in isolation.

4. Equity in the health sector

Equity concerns fairness and justice, the idea of balancing legitimate, competing claims
of individuals in society in a way that is seen as impartial or disinterested.*? Distribu-
tional equity, which concerns the fair distribution of some good or service of interest, has
been the dominant equity concern both of normative economic analysis and of health
policy makers. Most of the analytic arguments justifying a focus on distributional equity
in the health sector draw on one or more of the following lines of reasoning. Health is
a critical component of well-being, a basis for a person’s ability to function and, where
a person’s life is at stake, the ability to achieve anything at all. Ill-health and the need
for health care have large random components; people suffer the misfortune of ill-health
for reasons beyond their control and should not have to suffer excessively because of
fate. Justice therefore dictates that those in ill-health should receive treatment on the
basis of their need for care, not on the basis of non-health-related attributes (such as
ability-to-pay, as is the case for most commodities).

41 This is not to say that Evans has provided an unassailable argument supporting such a system of public
insurance, or that there are no concepts from the standard insurance framework that are useful in a welfare
analysis of such a system; it is simply to say that any welfare analysis that relies primarily on the standard
insurance framework will be incomplete.

42 Equity arguments, which often serve as a basis for redistribution of resources within society, can be dis-
tinguished from arguments for redistribution based on caring externalities or even compassion. Each may
serve as a legitimate basis for distributional concerns, but in the case of caring externalities, the argument
rests on efficiency concerns and the nature of the utility functions. If utility functions are interdependent then
efficiency dictates that these interdependencies be taken into account in assessing the optimal allocation of
resources. It ultimately rests on the standard economic arguments of respecting preferences and allocating
resources efficiently. In the absence of such interdependencies, there is no case for distributional concerns. In
contrast, because it is grounded in notions of fairness and justice, equity appeals more explicitly to reasoned
arguments about what is right and just, and therefore what ought to be done as a matter of principle. Equity
concerns may underlie utility interdependencies, but they need not. See Culyer (1989), van Doorslaer et al.
(1993), Dolan (2000), and Williams and Cookson (2000) for a discussion of these distinctions.
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Empirically, there is strong support for equity in health care. Van Doorslaer et al.
(1993), for instance, found that among the 10 OECD countries included in their anal-
ysis, official policy statements place great emphasis on equity both in financing health
care and in its use. These statements are backed by extensive efforts by governments to
achieve these objectives through public systems of finance, funding and delivery. These
policies enjoy extensive support among the public; so much support that governments
act contrary to them at their own risk. A growing experimental and survey literature
documents the extent to which individuals care about distributional equity in the health
sector. When given the task of allocating resources with health-improving effects among
individuals who can benefit, rather than allocate resources to maximize the total health
benefit generated, respondents consistently opt for allocations that provide for a more
equal distribution of the benefits [Yaari and Bar-Hillel (1984), Kahneman and Varey
(1991), Nord et al. (1995), Ubel et al. (1996), Ubel and Loewenstein (1996)]. Individ-
uals display a willingness to sacrifice total benefit for a more equitable distribution in
the face of trade-offs between total health and its distribution, even when they are in
the group who may be “hurt” by the more equal distribution. In a typical result, for ex-
ample, Kahneman and Varey (1991) found that more than three-quarters of respondents
allocated a fixed supply of pain relief medication between two individuals, identical in
all respects (including level of pain) except their ability to metabolize the pain medica-
tion, so as to equalize the pain experienced by each rather than to maximize the amount
of pain relieved. The decisions do not appear to result from a misunderstanding of the
effects of alternative allocations — the researchers went to great lengths to ensure that
the participants understood the consequences of their decisions. The equity concerns
appear to be specific to health-related effects. Yaari and Bar-Hillel (1984) found that
participants choose very different allocations for goods perceived to have important
health consequences compared to non-health-related goods. Participants chose different
allocations for the same good depending on whether the good is described as generat-
ing important health effects (which creates notions of need) or as simply desired as a
consumer good (which is based simply on tastes/preferences).

Agreement on the importance of equity concerns, however, does not translate into
agreement on the relevant notion of equity. Sen (1992) has argued that virtually every
theory of justice that has withstood reasoned argument has had at its core, the proposi-
tion that justice demands equality in the distribution of something (which Sen calls the
“focal variable”). Different theories differ on what the focal variable is. The choice of
focal variable is critical because, given the diversity of human beings, achieving equality
with respect to the focal variable implies inequalities in other dimensions (and in par-
ticular, in other, competing focal variables). In the pill example cited above, achieving
an equal distribution of pain relief required an unequal distribution of the pills. Hori-
zontal equity calls for equal treatment of equals — those who are similarly situated with
respect to the focal variable. Hence, horizontal equity in financing health care may call
for those with the same income to pay the same amount; horizontal equity in the alloca-
tion of health care resources may call for equal treatment for equal need. Vertical equity
calls for unequal treatment of unequals — those who are differentially situated with re-



Ch. 2:  An Overview of the Normative Economics of the Health Sector 89

spect to the focal variable. Specifically, it calls for unequal treatment in accord with the
extent to which they are unequal. Vertical equity in finance may call for a person with a
higher income to pay greater tax than a person with lower income, just as it might call
for greater resources for those with greater needs. Many different focal variables have
been proposed for the health sector — access, utilization or expenditure, resources, met
need, health, etc. Those that have received the most sustained attention are variants that
fall within three broad distributional equity principles: (1) allocation according to need;
(2) allocation to ensure equality of access; and (3) allocation to equalize the distribution
of health [see Wagstaff and van Doorslaer (2000)].43

4.1. Equality of access

Equality of access is an often heard standard for health care [Olsen and Rogers (1991)].
Access has been defined as “freedom or ability to obtain or make use of” [Merriam-
Webster (1986)]. Equal access, then, implies that everyone in society is equally able to
obtain or make use of health care. It pertains to the ability or capacity to do something,
and not to whether it is actually done; it is independent of demand or utilization. Hence,
as Olsen and Rogers (1991) and Mooney et al. (1991) emphasize, it can not be assessed
by examining consumption patterns: equality of access does not imply equality of con-
sumption. The ethical basis for equality of access does not derive from any necessary
relation with its ultimate effects on the distribution of health care or health. It is inti-
mately linked to the notion of equal opportunity or a fair chance. Nord et al. (1995),
for example, found in their survey that whatever level of resources are available in a
system, people want to know that the system will provide them the same opportunity as
all others for treatment.

Equality of access has perhaps more affinity to process notions of equity than to
strictly consequentialist notions. The principle has at times been coupled with the no-
tion of need, so that it has been stated as equal access for equal need. Here the principles
of horizontal and vertical equity become important, as this does not imply strictly equal
access to all health care. Rather, those with equal needs should have equal access to ser-
vices, while those with unequal needs should have differential access. To cite a common
example, access to an emergency room physician is not based purely on a first-come,
first-serve basis. Although everyone has access to emergency care, priority is given to
those most in need, so that, ceteris paribus, the person in cardiac arrest does not have
to wait as long as a person with a sprained ankle. The principle may also justify equal
access to primary care but unequal access (through the filter of a primary care provider
on the basis of need) to higher levels of care.

43 Space does not allow discussion of broad theories of justice that underlie specific conceptions of equity
[e.g., Rawls (1971), Dworkin (1981), Nozick (1974, 1989)]. Nor do I treat some approaches to equity that
have received considerable attention in economics (e.g., envy-free allocations [Varian (1974, 1975), Baumol
(1986)], rank reversal measures of horizontal equity [Plotnick (1981, 1982)]. See Pereira (1993) for a broader
survey of equity principles and theories of justice in health; see also Williams and Cookson (2000).
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LeGrand (1982) defined equal access to a good as a situation in which individuals
face the same price (both monetary and non-monetary) for the good. This definition has
been criticized, however, as falling short of equality of access because two individuals
with different income or wealth would have different abilities to pay for a good even if
they faced identical (positive) prices. Equal prices are therefore not sufficient to ensure
equal “ability to make use of.”

LeGrand (1987, 1991) proposed an alternative definition based on the notion that
individuals have equal access only if they face the same feasible choice set. This requires
that they have the same budget space, where again this is interpreted to include monetary
and non-monetary factors. Individuals would have the same opportunities to trade-off
different goods and services at the same rate so differences in consumption would reflect
nothing but differences in preferences.**

Olsen and Rogers (1991) argue that this definition is too broad, that it does not corre-
spond to a common concern for equal access to a particular good whose distribution is
of special interest, such as health care. They define equal access to a good as a situation
in which everyone is able to consume the same quantity of the good (i.e., the budget
constraint with respect to the good in question is identical for everyone). This defini-
tion, they argue, is consistent with the literal meaning of access and is not obviously
inconsistent with a concern for equal access to a particular good. It allows individuals
differential ability to purchase other goods and services and implies that if two people
with different incomes choose to consume the same quantity of the good in question,
they will not be able to consume the same quantity of other goods.

They develop the welfare implications of this definition using a two-person, two-good
model that assumes a linear production possibilities frontier, and that limits government
intervention to lump-sum taxes and grants and to per-unit taxes and subsidies on the
good for which there is a concern about access. Among other things, they demonstrate
that if both individuals care about equal access to one of the goods and the situation
in the absence of government action involves unequal access, then: (i) this situation in
inefficient; (ii) all states preferred by both individuals to the initial situation involve
greater equality of access; (iii) all efficient states preferred by everyone to the initial
situation involve greater equality of access to the good; (iv) it is not necessarily the case
that all efficient states involve greater equality of access to the good; and (v) it is not
necessarily the case that all efficient states preferred by everyone to the initial situation
involve greater equality in consumption of the good.

4.2. Allocation according to need

The idea that health care resources should be allocated in line with health care needs has
a strong intuitive appeal. If those most in need are also those who can most benefit from

44 Note that it does not imply equal rates of trade-offs or sacrifices among goods in terms of utility, which
of course depends on preferences. But there is no a priori reason to believe that these will be systematically
correlated with socio-economic characteristics.
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health care, then under the efficiency objective of maximizing health gain, equity and
efficiency are not in conflict: the same allocation of resources advances both efficiency
and equity [Culyer (1989, 1990)]. Hence, the principle of allocation according to needs
had received considerable attention within health economics, particularly among extra-
welfarists.

Need is often not explicitly defined, though doing so is obviously essential to judge
whether allocations of resources are consistent with the principle. Differing definitions
of need can have important effects on what would be judged to be an equitable allocation
[Culyer and Wagstaff (1993a)]. Three definitions have received the most attention. The
first equates need for health care with ill-health and the degree of need with the severity
of illness — those most severely ill have the greatest need. This definition, however,
ignores the fact that there may be no effective treatments for some types of ill-health.
No matter how ill a person is, if there is no effective treatment there is no need for health
care (though there may be a need for other types of care or services).

The second, and perhaps most prevalent, definition of need is strongly consequen-
tialist and centers on effectiveness. It argues first that a need can be defined only with
respect to a specific objective: “Y is needed to achieve X.” A need exists only when
Y has been demonstrated to be effective in achieving X. Finally, within public systems
of funding, normally not just any X will do; X must be an objective that the broader
community endorses as being meritorious or worthwhile, such that “needs” can be dis-
tinguished from mere “wants” [Williams (1978), Culyer and Wagstaff (1993a)]. Some
would add the further proviso that Y must not only be effective, but it must also be the
cost-effective way to achieve X.

Although this definition establishes when a need exists, it does not establish how
much health care is needed. Culyer and Wagstaft (1993a) proposed an alternative def-
inition for need: the expenditure required to effect the maximum possible health im-
provement, or equivalently, the expenditure required to reduce the individual’s capacity
to benefit to zero. This definition is consequentialist, because it links need to the out-
come (health), and it is quantifiable in a metric that forms a direct link to resource
allocation (expenditure). A potential disadvantage is that it conflates two concepts, the
extent of need and the amount of resources required to meet that need. By this definition
a person suffering from a severe allergic reaction to a bee sting, who requires a simple
and inexpensive anti-toxin to prevent sure death, would have less need than a person
with a moderate cataract who requires eye surgery to exhaust benefit. Although the lat-
ter person needs more health care (as measured by expenditures), would we say that
they have a greater need for health care? This distinction becomes relevant when pri-
orities must be set regarding the use of health care resources either at the individual or
population level. At the individual level, the principle of triage dictates that the person
with the allergic reaction receive priority. An analogous principle holds at the popula-
tion level when allocating resources among regions if the system is constrained so that
each region must leave some needs unmet. One region’s needs may be more urgent (or
serious) in some sense than another’s, even if it requires fewer resources to meet them.
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Priority would be given to meeting all of its needs before funding lesser needs in the
second region.

Under the principle of allocating resources according to need, horizontal and vertical
equity call for equal treatment for equal need, and unequal treatment in proportion to
unequal need.*> Some have objected to this formulation of the principle at the individual
level as being too coercive: strictly interpreted it implies that a person should receive
health care even if they do not want it [Mooney (1986), Mooney et al. (1991)]. It rides
roughshod over personal autonomy, over heterogeneity of preferences for health care
and for health improvements.

This principle is widely used, however, at the population level to allocate resources
among defined populations on the basis of relative need for care. Within regional sys-
tems of governance, for example, the share of the budget allocated by the central au-
thority to each region is commonly based on each region’s relative need [Birch et al.
(1993), Mays and Bevan (1987)]. The average expenditure on residents of the region
therefore corresponds to the need for care in the region (compared to other regions) but
no individual is forced to consume care. Heterogeneity may still therefore exist in the
extent to which those with the same needs within a region utilize services.*®

4.3. Equality of health

Culyer and Wagstaft (1993a) have argued that the relevant equity principle is equality
of health. Their argument is as follows. Health care is consumed to produce health; that
is, for purely instrumental reasons. Hence, the equitable distribution of health care can
be judged only in relation to the ultimate good toward which health care is consumed:
health. Because good health is necessary for individuals to “flourish,” and any position
other than one in which everyone has the same opportunity to flourish is hard to defend,
a just distribution of health is an equal one. Given that health care is consumed to pro-
duce health, it follows that an equitable allocation of health care is that which gives rise
to an equal distribution of health. They make two qualifications, however: (1) health
care is not the only determinant of health, so it is not expected that health care alone
can lead to an equal distribution of health; and (2) equalizing the distribution of health
is not to be achieved by intentionally, as an act of policy, reducing the health of some
members of society.

45 A variant of this is the principle of equalization of marginal met need [Steele (1981), Mooney (1986),
Culyer (1995b)]. It has been criticized as really being an efficiency criterion, as equalization of marginal met
need is a necessary condition for maximizing health in a population.

46 Whether this is a problem depends on the source of the variation. If the source is on the demand-side, it
may not be perceived as a problem (especially if those with equal needs had the opportunity to consume the
same services); if it is on the supply-side because of poor system design or performance, it may represent
a problem. This highlights the close relation between this principle at the population level and the principle
of equality of access — allocation by need at the population level may be an important ingredient in creating
equal access.
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One way to capture a concern for the distribution of health is through an extra-
welfarist social welfare function (SWF) in which the health of the members of society
are the arguments [Wagstaff (1991)]. Ideally, the social welfare function should be flex-
ible enough to reflect both the strength of aversion to inequality and allow for different
weights to be attached to the health of different members of society. Wagstaff explores
the properties of the following SWF:

W=(—D"(@ha)' "+ Bh)'T], T#1, )

where W indicates the level of social welfare, &, and h;, are the levels of health for two
individuals A and B, t indicates the degree of aversion to inequality in the distribution
of health between A and B (tr > 0 indicates some aversion to inequality), « indicates
the weight attached to A’s health and 8 indicates the weight attached to B’s health. This
SWEF is increasing in the level of health attained by A and B, it accommodates a range
of concern for inequality as t varies (t = 0 implies lack of concern for inequality; as
T — oo it approaches a Rawlsian SWF in which overall welfare depends only on the
health of least healthy individual) and the parameters o and 8 allow for differential
concern for the health of A and B.

The question of differential aggregation weights that reflect differential levels of con-
cern among the population has received considerable conceptual and empirical atten-
tion. The question has arisen most forcefully in the context of the economic evaluation
of health care interventions and programs, where the effects of the intervention must
be aggregated across affected individuals. The standard methods for doing so (see Sec-
tion 5 below) call for equal weights for each individual (total benefits is an unweighted
sum), which ignores any distributional issues. Society, however, may care about who is
affected by a program. To the extent that these distributional concerns are linked to ob-
servable characteristics of individuals, a system of differential aggregation weights may
be able to reflect theses concerns, an idea that can be traced back at least to Weisbrod
(1968). Harberger (1971) argued vigorously against such weights in the context of cost-
benefit analysis, arguing that any set of weights would be arbitrary. (His own proposal
for unitary weights is as arbitrary as unequal weights.) Strictly speaking, such weights
also do not fit easily into the welfare economic framework, which calls solely for util-
ity information when ranking resource allocations. In contrast, the notion of weights
linked to the characteristics of an individual (current health status, age, income, etc.)
fits easily into the extra-welfarist approach. Hence, they have received considerable at-
tention among extra-welfarists. Culyer (1989) argued that through such weights, one
could reconcile efficiency and distributional equity concerns by allocating resources so
as to maximize the weighted sum of health in society.*’

Harberger’s basic question still stands, of course: On what basis can such weights be
justified and how can they be estimated? A number of approaches have been suggested.

47 He has since modified his views, emphasizing the importance of equality of the final distribution of health
as discussed above.
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One is to base the weights on the preferences or values of members of society. That
is, elicit the «’s and B’s from the general public. This is consistent with the economic
tradition of respecting individual preferences. Research in this vein has focused on elic-
iting the value individuals place on producing health among individuals in different age
and occupational categories. Findings consistently give priority to individuals responsi-
ble for children and the young [Williams (1988), Charney (1989), Nord et al. (1995)].
Such efforts are exploratory at this stage, but this approach runs up against the well-
established problem of building a social welfare function from individual preferences
in the face of heterogeneity of preferences and preferences that might be judged to be
morally repugnant.*3

Murray and Lopez (1996) took a different tack in developing disability-adjusted life-
years for use in estimating the level of health in a country. They based their aggregation
weights on the expected productivity of a member of society. Hence, working-age indi-
viduals received the highest weight and the elderly and children receive lower weights.
Many object to such weights because they link the value to society exclusively to a
person’s economic productivity and appear motivated more by efficiency concerns than
equity concerns.

Finally, Williams has recently proposed basing the weights on an ethical principle he
terms the “fair-innings” approach [Williams (1997)]. The fair-innings approach is based
on the premise that everyone in society is entitled to some “normal” span of health.
Those who fall short of this have been “cheated” in some sense, and those who exceed
it are living on borrowed time. Hence, the “normal” span might be taken as quality-
adjusted life-expectancy. This principle can be used to derive weights to be attached to
generating health (quality-adjusted life-years) for individuals at different stages of their
life [see Williams (1997) for an attempt to do this].

These represent only three justifications for a system of weights (social preferences,
economic productivity, and derivation from an ethical principle). Others are obviously
possible. The critical point is the imperative to assess the source and rationale of any
weights that are used. Unequal weights are often motivated by a concern for equality in
a particular dimension. In the fair-innings approach, the unequal weights are motivated
by a desire that individuals be given a chance for an equal amount of health over the
lifetime (which is one possible interpretation of Culyer and Wagstaff’s call for an equal
distribution of health). In the previously discussed pill experiment, the unequal distri-
bution of pills was motivated by a desire for an equal distribution of pain relief across
individuals. Hence, unequal weights can be motivated by egalitarianism in a different
domain and any justification for the weights must be made on the basis of egalitarianism
in this other domain.

48 1 empirical work the mean or some other measure of central tendency would likely be used in a social
welfare function, which would ignore heterogeneity. Still, the mean is a summary measure based on the
distribution of individual preferences.
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4.4. Rival notions of equity

Given that striving for equality in one focal variable necessarily means tolerating in-
equality in rival variables, it is perhaps not surprising that the above equity principles
are mutually incompatible: each of them would lead to a different distribution of health
care resources [Culyer and Wagstaff (1993a), Culyer (1995b)]. Policy making there-
fore requires that we choose among them. Unfortunately, there is no scientific basis for
choosing among them — they are, by definition, normative principles.

Each of the equity principles articulated strives in a sense to be a general, universal-
istic principle to guide resource allocation throughout a health care system. This raises
a more fundamental issue: must we choose a single, over-arching equity principle, and
if we do, what does it mean to do so? Resources are allocated through myriad decisions
in a multiplicity of contexts throughout the health care system, ranging from cabinet
decisions at the national level, through the deliberations of regional and institutional
boards, all the way down to each individual clinical encounter. If coherence demands
that at the population level the system have a single over-arching equity goal, what does
it demand at these other levels, where a host of contingent factors bear directly on the
(real and perceived) claims of specific individuals or groups that impinge on allocation
decisions? One of the strongest and most consistent messages from the empirical re-
search on moral and ethical reasoning of people is the context-specific nature of such
judgements [Walzer (1982), Yaari and Bar-Hillel (1984), Elster (1992), Miller (1992),
Mannix et al. (1995)].

As one changes decision contexts, factors beyond distribution emerge such as notions
of procedural fairness, duty, obligation, due process, informed consent, non-coercion,
or rule of rescue. An equitable or just allocation is one that conforms to the relevant
principle. Regardless of the health impact, for example, a person can not be coerced
into receiving medical treatment, except in the most extreme cases involving serious
public risks. Public hospitals have an obligation (subject to capacity constraints) to treat
all those in need who walk in their doors. Because these principles are often posed as
ethical imperatives regarding the behaviour of individuals or organizations within the
health care system, to the extent that they enter economic analysis, they often enter
as constraints in the choice problem. They can often, therefore, be important for under-
standing behaviour.*® They have received less attention in normative economic analyses
because they tend to apply at lower levels of decision making rather than with respect to
system-level issues and because they do not conform well to consequentialist reasoning.

Although the work of economists analyzing equity at a conceptual level cannot, by
definition, provide guidance as to what equity principle(s) should guide decisions in a
given context, health economists have a vital role to play in explicating the differences
among the principles, identifying the implications of alternative principles, and demon-
strating the relationship among them. Although today there is no greater consensus than

49 Recall the extensive effort noted above to develop models of physician behaviour that reflect the ethical
dimensions of a physician’s professionalization.
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before on the appropriate equity principle to guide allocation in the health sector, the
work of health economists has advanced the discussion considerably by carefully ana-
lyzing the rival conceptions of equity.

5. Evaluation of programs and interventions

This section shifts focus from normative analysis of system-level issues (e.g., such as the
operation of health care and health care insurance markets) to the normative economic
analysis of individual services, interventions and programs.>® The development and ap-
plication of such “methods of economic evaluation,” as they are commonly called, com-
prise a large part of health economics because reliance on non-market allocation mech-
anisms generates extensive need for the explicit evaluation of the efficiency and equity
effects of policies, programs and services. The role of evidence produced by such eval-
uations, for example, has figured prominently in the methods proposed for setting prior-
ities for resource allocation within health systems [e.g., Oregon Health Services Com-
mission (1991), Fox and Lichter (1993), Coast et al. (1966), Maynard and Bloor (1998)].

The different methods derive from the two normative frameworks emphasized thus
far — neo-classical welfare theory and extra-welfarism — which posit different ways to
measure, value and aggregate the costs and consequences. Detailed discussion of the
methods of economic evaluation are contained in a number of chapters in this Hand-
book, including Dolan (2000) and Garber (2000). This section outlines some of the im-
portant questions/controversies in the development of such methods in recent decades
and highlights how these developments relate to broader developments in normative
analysis in the health sector.

Paretian welfare economic theory provides the conceptual foundation for the methods
of cost-benefit analysis, although it must be recognized that there are more gaps than
is commonly appreciated between the foundation of formal Paretian welfare economics
and the edifice of empirical cost-benefit analysis.?! Critical elements of cost-benefit
analysis drawn from welfare economic theory include the centrality of individual util-
ity (preferences) in valuing resource allocations and the proposition that under certain
assumptions regarding the nature of individual utility functions for members of soci-
ety: (1) utility can be measured in a money metric (compensating variation, equivalent
variation, consumer’s surplus); (2) such monetary measures can be summed across in-
dividuals to obtain an aggregate benefit measure; (3) the sign of this aggregate benefit
measure can indicate whether the hypothetical compensation test is passed (indicating a
potential Pareto improvement); and (4) that a potential Pareto improvement represents
an increase in welfare. The set of assumptions required for this chain to hold together is

50 The focus is on the evaluation of “small” programs and interventions, where small means that they are
not expected to generate changes in price and the analysis does not therefore require general equilibrium
approaches.

51 See, for example, Blackorby and Donaldson (1990).
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large and includes assumptions unlikely to be met in the real world, especially for the
types of interventions being evaluated in the health sector, which generate a wide range
of effects beyond price and income effects.’> Nonetheless, welfare economic theory
provides the intellectual pretext for the practice of assessing programs and services by
measuring the costs and benefits in monetary units, calculating the net benefit (benefits-
costs), and ranking the allocative efficiency of those programs and services on the basis
of net benefit.

A second tradition, emanating from the decision sciences and systems analysis, em-
phasizes assessments of technical and cost-effectiveness efficiency, and is exemplified
by cost-effectiveness analysis and cost-utility analysis. In cost-effectiveness analysis,
costs are measured in monetary units but the benefits are measured in natural units of
outcome for the programs being evaluated. In the health sector, these may be life-years
gained, cases prevented, cases detected, etc., depending on the nature of the interven-
tion. The result is summarized in a cost-effectiveness ratio, which represents additional
cost per additional unit of outcome achieved. In cost-utility analysis, costs are again
measured in monetary units, but the outcome is measured in terms of quality-adjusted
life-years (QALYs) that reflect both the quantity and quality of life years gained as a
result of the intervention. As in cost-effectiveness analysis, the results are summarized
by a ratio that indicates the cost per QALY achieved.”?

Although not initially developed in reaction against cost-benefit analysis, cost-
effectiveness and cost-utility analysis were embraced by economists within the health
sector because of the difficulties (conceptual, ethical, practical) in monetarily valuing
life-years gained, as well as by extra-welfarists who emphasize health as the primary
outcome for normative analysis in the health sector. Their ancestry within decision sci-
ence, and its emphasis on seeking the best way to achieve an objective defined by those
who commission the analysis, also spurred the development of the decision-maker ap-
proach to economic evaluation (see Section 2 above).

Adherents of both welfare economic and extra-welfarist approaches agree that op-
portunity cost, not accounting or financial cost, is the relevant cost concept for eco-
nomic evaluations. Hence, at a conceptual level, the cost side has not been a source of
controversy. There are, of course, a number of problems associated with empirically
estimating opportunity costs. Because health care markets are generally heavily regu-
lated and decidedly non-competitive, prices cannot be assumed to represent opportu-
nity cost. Shadow pricing is therefore often necessary though seldom straightforward.>*

52 The assumptions can be found in Boadway and Bruce (1984) or similar welfare economic texts.

53 Some consider cost-utility analysis as a special case of cost-effectiveness analysis and therefore refer to
both as cost-effectiveness analysis. Because constructing a QALY as part of a cost-utility analysis involves
valuation of a health outcome (unlike CEA — more on this below), and because recent work has attempted
to provide a welfare economic foundation to cost-utility analysis (but not CEA — again, more on this below),
I retain the distinctive labels.

54 There is one context in which welfarists and extra-welfarists may differ in the approach to opportunity
cost. Extra-welfarists accept price as measuring the opportunity costs of a resource because it represents
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There has been long-standing controversy regarding the inclusion of certain costs. De-
bate has recently erupted, for example, as to whether treatment costs incurred during
the additional life years attributed to an intervention should be included as a cost of
the intervention (Klarman (1982) discusses early work on this question; for a more re-
cent discussion, see Johannesson and Meltzer (1998)), or whether productivity gains
should be included as a negative cost in cost-effectiveness analyses [Williams (1981),
Johannesson and Meltzer (1998)]. Including such productivity effects would reflect a
person’s earnings. This raises some difficult issues for extra-welfarists who advocate
for the use of cost-effectiveness and cost-utility analysis in an attempt to avoid linking
the evaluation of health interventions to individuals’ economic resources. With the ex-
ception of some issues like these, however, costing has not been the focus of the most
intensive methodological developments and of sustained controversies in the economic
evaluation of health care programs and interventions.

Far more contentious, and the locus of much more methodological development, has
been the outcome, or benefit side of the equation, where vigorous debate continues
regarding the outcomes to be included, how they are to be measured, valued and ag-
gregated, and the nature of the social welfare function. A defining element in the his-
torical development of outcome measures is the fact that the primary “output” of many
health care interventions is life-years, and in particular, life years of varying quality.
How should one value the extension of a person’s existence, without which nothing
else is possible and which cannot be traded (intra-personally over time or interperson-
ally among individuals)? Health economists have led in the development of methods for
valuing life-years gained. Within the welfarist tradition methods have been developed to
value life in terms of monetary units and through Paretian, non-monetary outcome mea-
sures that reflect individual preferences over both the quantity and quality of life gained.
Within the extra-welfarist approach methods have been developed to value life using
non-Paretian subjective health measures that reflect the quantity and quality of life-years
gained. Advance, particularly in the non-monetary measures, have arisen from exten-
sive collaborations between health economists and researchers from other disciplines
(e.g., psychology, decision science, medical science, statistics, epidemiology) and have
been influential in a broad range of evaluative health research (e.g., clinical trials).

The work of health economist pioneers such Weisbrod (1961) and Fein (1958) was
solidly within the cost-benefit approach then being developed within welfare eco-
nomics. The value of life years gained was assessed using the human capital approach.
The economic value of additional life years was the value of the economic production
associated with those years — the expected increments in earnings of those whose lives
had been extended. The human capital approach is biased towards those who work in

the resource’s value in its next best use in the economy overall (i.e., outside the health sector), for which
willingness-to-pay is an appropriate measure. In contexts, however, where the opportunity cost is borne fully
within the health sector, consistency within extra-welfarism demands that opportunity cost be assessed in
terms of health itself rather than monetary terms.
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market settings and who earn high wages (in western societies, generally white, middle-
aged males); it discriminates against those not in the workforce or those who receive
lower wages (the elderly, women, children). Modifications such as imputing the value
of housework partially address these concerns, but run up against the more fundamental
objection (often from outside economics, but also from within) that is not appropriate
to link the value of additional life years exclusively to economic production (whether
market or non-market).>?

The fatal blow to the human capital approach, however, came from within welfare
economic theory. Schelling (1968) distinguished the value of a livelihood, which the
human capital approach measured, from the value of a statistical life, which can be
measured by the amount an individual is willing to pay to achieve a specified reduction
in the probability of death. The value of a statistical life, he argued, is the relevant mea-
sure of economic benefit for programs that “saved lives.” His insights represented two
important advances. The first is that the outcome measure should reflect the probabilis-
tic nature of the outcomes. Health interventions generally affect the probability that an
individual will die during a given period, and therefore their benefits should indicate the
value an individual places on this reduced probability of death. The second is aligning
the valuation of life-years gained more clearly with welfare economic theory, for which
the relevant measure of benefit is a person’s willingness-to-pay. These insights were
formalized by Mishan (1971), who demonstrated that this is the only measure “of life
and limb” consistent with Paretian welfare theory.

These advances were, ironically, a mixed blessing for applied cost-benefit analy-
sis in the health sector. On the one hand, they clarified and firmly established the
theoretically “correct” approach to assessing the value of life for cost-benefit stud-
ies within the Paretian welfare framework. On the other hand, they presented an
obstacle for applied cost-benefit analysis because it was not clear how one could
measure willingness-to-pay for reductions in the probability of death. Cost-benefit
analysis generally estimates willingness to pay by the area under a demand curve.
But there are no markets in which individuals trade chances of death and hence
no relevant demand curves. Economists attempted to ascertain such values indirectly
from contexts such as the labor market, in which individuals may voluntarily ac-
cept jobs with greater risk of death in return for a wage premium [Viscusi (1992,
1993) provide recent reviews]. Such estimates, however, suffer from being based on
several strong and, to some implausible, assumptions regarding the competitiveness of
labor markets, the information workers have regarding job-related risks, and the extent
to which other (often unobservable) job characteristics influence wage levels. The rele-
vance of such estimates for the health sector is also limited by the fact that they reflect

55 Many non-economists, particularly those in the health professions, argued that it was impossible to put
a dollar value on a life, that a life was “priceless.” Regardless of whether such individuals truly understood
what economists were striving to capture (many did not), because the users of the results of cost-benefit
studies were usually not economists (particularly in the early days), such arguments have had considerable
influence in how health economists have approached the task of valuing life-years gained.
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only the types of mortality and morbidity associated with work, which often do not
correspond directly to those associated with health interventions.

More recently monetary valuation of health outcomes has shifted toward contingent
valuation methods, which employ hypothetical scenarios to elicit stated preferences
(rather than preferences revealed through actual choices). Contingent valuation requires
that the health effects associated with a health care intervention be described to individ-
uals and that they imagine there is a market for these effects. It then elicits how much
the individual would be willing to pay to obtain them. Operationalizing this requires
a host of assumptions and decisions regarding the outcome being valued (e.g., health
only, health and non-health benefits, benefits measured under certainty or uncertainty,
etc.), and the specific methods employed to elicit willingness-to-pay. The exact design
chosen can have important influences on the values obtained, and much of the current
work on contingent valuation is to understand better the effects of alternative designs
on the values elicited. Recent discussion of many of these issues can be found in Jones-
Lee (1989), Gafni (1991), Kahneman and Knetsch (1992), Johannesson (1996), O’Brien
and Gafni (1996), Johansson (1996), Drummond et al. (1997).

Qualms regarding monetary measures in the health sector led many health economists
away from cost-benefit analysis to cost-effectiveness analysis [Klarman (1982)]. From
an ethical point of view, CEA provided for systematic analysis and planning while ob-
viating the need to assess benefits in monetary terms. This was seen as particularly
consistent with the objectives of many public health care programs, whose primary pur-
pose was to ensure access to needed services for all. At a pragmatic level, it avoided
the thorny problem of trying to measure the economic value using willingness-to-
pay. This made cost-effectiveness studies easier and less costly to carry out than cost-
benefit studies.’® By measuring the effects in natural units, the results could be more
intuitively understood by non-economists, particularly individuals with medical back-
grounds, who were often responsible for using the results in making decisions. Finally,
cost-effectiveness analysis also accorded more closely with the common understanding
of efficiency, which is to get the most out of the resources used. Although it was recog-
nized early that CEA could not address questions of allocative efficiency, most of those
making spending decisions were not wont to question whether improved health was a
worthy objective.)’

CEA also carried some important disadvantages. Because different programs can
generate different health effects, measuring consequences in natural units limits cross-
program comparisons. Only programs that generate identical outcomes can be com-
pared. It is not possible, for example, to compare the efficiency of allocating resources

56 Klarman (1982) notes that one of the ironic effects of Acton’s early attempt to apply the advances of
Schelling and Mishan [Acton (1973)] was to demonstrate that one could travel much of the desired distance
with CEA while avoiding much of the most difficult terrain required to do a full cost-benefit study, convincing
many (even those who did not particularly reject the welfare roots of CBA) that CEA was the way to go.

57 In this respect, the results of CEA do not carry the normative implications often attributed to them. CEA
can never address the question of whether an objective is worth seeking; it can only identify the lowest-cost
way to attain an objective. A low cost-effectiveness ratio does not imply that something is worth doing.
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to a program to treat ulcers, for which this outcome is “ulcers healed” with a program
to provide coronary or lung bypass surgery, for which the outcome is life-years gained.
In addition, many programs generate multiple effects, intended and unintended, posi-
tive and negative. Because each effect is measured in (different) natural units, one must
select a primary outcome for the analysis, limiting the ability to consider all the effects
simultaneously.

The Quality-Adjusted Life-year (QALY) was intended to overcome some of these
deficiencies by capturing a health care intervention’s effects on both the quantity and
quality of life. The concept of a QALY appears to have been first raised by Klarman et
al. (1968) in his economic evaluation of renal dialysis but formal work on developing the
QALY as an outcome measure occurred independently in the 1970s in the US [Fanshel
and Bush (1970), Weinstein and Stason (1977)], Canada [Torrance et al. (1972)], and
the UK [Rosser and Kind (1978)]. See Dolan (2000) for a fuller discussion of QALYs.
The QALYs associated with a health profile that consists of a series of health states
between now and death, can be written:

QALYs = Z wp * Iy, 5)

where /1 indexes different health states, wy, is a quality weight associated with each
health state (normally scaled so that death equals 0.0 and perfect health equals 1.0),
and 7, is the length of time spent in each health state. Hence, the QALY represents the
number of years in full health that is equivalent to an actual health profile that includes
periods of less than full health. Suppose a 50 year-old individual faced the following
health profile following an intervention: total life expectancy of 20 years where the
first 8 years are characterized by an ability to function normally but with chronic and
persistent pain, the next 9 years in a wheel chair in chronic and persistent pain, and the
final 3 years in pain restricted to bed in an institution. Assuming the quality weights
associated with each health state are 0.8, 0.6 and 0.3 respectively, then the QALYs
associated with this 20-year health profile are 0.8 * 8 + 0.6 x9 + 0.3 x3 =12.7.
Because a QALY is a general health measure that captures changes in both the quality
of life (morbidity), as well as quantity of life (mortality), it can serve as the outcome
measure for a wide range of health interventions (any health intervention that can be
linked to a final health outcome). This allows direct comparison across a variety of
health programs and interventions. Provided that they are obtained from individuals,
the weights incorporate the value individuals as a group place on different health states.
The value is not directly linked to a person’s economic resources.”® Hence, when used
in cost-utility analysis, QALY-based outcome measures are able to capture a wide array

58 The values may be indirectly linked if the level of a person’s economic resources influences the value they
place on health. For a further discussion of this point, and other ways that the level of a person’s economic re-
sources may influence economic evaluations that use non-monetary outcome measures see Donaldson, Birch
and Gafni (1998).
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of health effects, are broadly comparable across a wide array of health programs, ex-
plicitly value the health outcome and have no direct dependence on a person’s economic
resources.

Within the genus of QALY there are many species, each distinguished by the meth-
ods used to estimate the weights. Unfortunately, although some go by different labels
(e.g., Disability-adjusted Life-years (DALYs) [see Murray and Lopez (1996)]; Euro-
Qual [The EuroQol Group (1990)], in many cases the differences can be ascertained
only by investigating the methods used to estimate the weights. Two species that are
important to distinguish are those whose weights are estimated using psychometric
principles and those whose weights are estimated using utility theory. Psychometri-
cally estimated weights are often derived in the context of certainty, in which an in-
dividual is asked to rate how they would value being in a particular health state on
a scale with designated anchors for death and perfect health [e.g., Rosser and Kind
(1978)]. Utility-based approaches use choice-based exercises in the context of uncer-
tainty to elicit the von Neumann—Morgenstern (vVNM) utilities associated with each
health state.”® Because psychometrically based weights are not linked in any way to
utility, they are by definition extra-welfarist. QALY's constructed using utility weights,
however, have been variously interpreted as preference-based measures of subjective
health (or health-related quality of life) or as utilities themselves, depending on the as-
sumptions one makes regarding the nature of individuals’ utility functions. That is, al-
though the weights are preference-based utilities, the QALY itself is a utility score that
would accurately represent preferences over health states only under quite restrictive as-
sumptions regarding the utility function,®® assumptions that are known to be commonly
violated in the real world. Hence, utility-based QALY are used as both extra-welfarist
measures of health and as utility measures within the welfarists tradition, a point we
will return to below. Because they are preference-based, derived under uncertainty from
tradeoffs (even if hypothetical), and can be derived rigorously from axioms of rational
behaviour, economists have tended to favor QALY's constructed using utility weights.

The potential for the QALY measure to represent individual preferences over health
states inaccurately has led to the development, within the general framework of quality-
adjusted life years, of non-monetary, Paretian outcome measures that are intended to
represent patient preferences over health states accurately under less restrictive assump-
tions regarding the utility function. The most prominent example is the healthy-year
equivalent [Mehrez and Gafni (1989)]. Once again assume an individual faces a par-
ticular lifetime health profile, Q7. Let U(Q7) represent the vNM utility function over
the lifetime health profile for T years. The healthy years equivalent (H) of the lifetime

59 See Shoemaker (1982) and Machina (1987) for the axioms that underlie vNM — Neuman—Morgenstern
utility functions as well as a discussion of the empirical evidence regarding the extent to which individuals
commonly violate both axioms. Feeny and Torrance (1989a) provide a discussion of the vNM utilities in the
context of QALYs.

60 Constant proportional trade-off and risk neutrality [see Pliskin, Shepard and Weinstein (1980), Loomes
and McKenzie (1989), Feeny and Torrance (1989a), Johannesson et al. (1993), Drummond et al. (1997)].
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health profile Qr is the number of years such that the utility of living in full health
(Qp) for that number of years just equals the utility associated with the lifetime pro-
file Q7. Thatis, the H such that U(Qpy, H) =U(Qr, T). Because the measure stems
directly from the utility function and conceptually makes no particular assumptions re-
garding the nature of the utility function, it is argued that the health years equivalent
(HYE) accurately represents individual preferences over health states while retaining
an intuitively meaningful outcome measure akin to the quality-adjusted life-year.

Since the HYE was first proposed as an alternative Paretian outcome measure to
the QALY, a large literature has grown assessing the properties of the HYE, particularly
under the measurement method proposed by Mehrez and Gafni (1989), and the relation-
ship between a utility-based QALY and the HYE [see, e.g., Johannesson, Pliskin and
Weinstein (1993), Mehrez and Gafni (1993), Bleichrodt (1995), Johannesson (1995),
Culyer and Wagstaff (1993b), Buckingham (1993), Gafni and Birch (1993)]. For de-
tails of that debate, consult the original literature and summaries provided in recent
overviews such as Drummond et al. (1997).

At times the debate proceeds as if the two measures were intended to measure the
same construct and, in particular, that they are both intended to represent preferences,
over health states. But they are not necessarily so intended: the QALY is intended by
many as a subjective measure of health and the rationale for its use in normative eco-
nomic analysis emanates directly from an extra-welfarist perspective. As Culyer has
argued, although it uses utility theory to inform its construction (which he sees as a
strength), for extra-welfarists a QALY it is not meant to be a utility score itself [Culyer
(1989)]. Hence, the fact that it does not map perfectly with preferences is not necessarily
a flaw. In contrast, the HYE emanates directly from a Paretian framework, attempting
to retain the centrality of preferences within a non-monetary outcome measure that can
be used in cost-utility analysis.

There has been considerable recent effort to discover whether cost-utility analysis
can be given a Paretian welfare economic foundation. Phelps and Mushlin (1991) ar-
gued for the near equivalence of CBA and CEA on the basis that each requires one to
place a value on life-years gained. The former does it as part of the analysis (using ei-
ther human capital, risk studies, or contingent valuation) while the latter does it at the
end of the analysis when it must be decided if a particular cost-per-life-year-gained is
acceptable. But this superficial similarity masks deeply different philosophical bases.
The individualistic foundation of CBA calls for eliciting the amount each individual is
willing-to-pay for a health gain. Two programs that produced the same health gains in
two populations that differ only with respect to their wealth and income could be judged
efficient [(net-benefit) > 0] in the wealthier group (who would have greater ability and
willingness-to-pay) and not efficient in the poorer group. In contrast, to rank programs
CEA relies on a social judgement as to the willingness-to-pay for a given health out-
come. The two programs that serve the two distinct populations in the above scenario
would be judged identically. Extra-welfarists do not deny that society must make trade-
offs that place a value on heath gains; they argue that such tradeoffs and judgements
should be done at the societal level rather than the individual level.
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Garber and colleagues have explored the possibility of building a welfare-economic
foundation for cost-utility analysis (CUA) [Garber and Phelps (1997), Garber et al.
(1996)].5! They demonstrate that if one restricts attention to variants of CUA that use
the QALY as the measure of outcome, assumes individual utility functions of the type
such that a QALY is also a utility score, and assumes that individual utility in a given pe-
riod depends only on utility derived from health-related quality of life and utility derived
from material consumption, then it is possible to build a welfare-economic foundation
for CUA such that basing decisions on individual-level CU ratios is equivalent to apply-
ing the Kaldor—Hicks criteria for potential Pareto improvements. That is, CBA and CUA
are equivalent. A crucial element in this finding is that the “CUA threshold” (i.e., the
dollar value of cost-per-QALY that determines whether an intervention is acceptable)
must be allowed to vary among individuals. In particular, the threshold must reflect the
fact the wealthy would in general have a higher threshold than the poor because the
wealthy are willing to sacrifice a greater absolute level of material wealth (though not
necessarily utility) for a given health improvement. Hence, we are back to individual
willingness-to-pay which, of course, is the basis for CBA. (See Garber (2000) for a
fuller explication of these ideas.)

These developments highlight the current state of ambiguity regarding the normative
framework informing the evaluation methods commonly applied in the health sector. It
is ironic that the effort to clarify the relationship among the various outcome measures
has, in many respects, created greater confusion for the average user and interpreter
of study results. It turns out that a QALY is not just a QALY. Sometimes it is a util-
ity score and sometimes it is a measure of health (health-related quality-of-life) and
the interpretation is in the eyes of the beholder, depending on what assumption one is
willing to make. Although some methods are unambiguously derived from welfarist or
extra-welfarist approaches, others are not: CBA is clearly derived from welfare theoretic
foundations; CEA that does not use QALY- or HYE-based measures of effectiveness or
which uses QALY incorporating non-utility weights are clearly extra-welfarist. For a
CUA that uses utility-based QALY as the measure of outcome, which constitutes a
large and growing share of economic evaluations, there is nothing observable about the
methods themselves to indicate whether the analysis is intended to be welfarist or extra-
welfarist — it all depends on the assumptions one is willing to make about the nature of
the utility function. Nothing observable distinguishes which approach is being invoked.

5.1. Equity and the methods of economic evaluation
Although the methods of economic evaluation have historically been intended primarily

to assess the efficiency of alternative health care interventions, they embody a number
of assumptions and procedures that have equity implications. So questions have arisen

61 The titles of their work refers to CEA, but in fact they are concerned only with CUA that uses utility-based
QALYs.
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regarding the correspondence between the equity principles articulated for the health
care system (a number of which were discussed in Section 6) and the equity principles
embodied in the methods of economic evaluation. Critical attention has focused most
closely on the methods for measuring and valuing outcomes, the methods of aggregation
employed (both over time and over people) and the associated maximizing decision
criterion.

The most obvious example of an equity principle embodied within a measurement
technique is willingness-to-pay, which links the value of a health effect to a person’s
economic resources. This point has been emphasized throughout this chapter and so
there is no need to elaborate on it here. But non-monetary measures, such as the QALY,
which were developed in part to avoid monetary valuation, incorporate their own eq-
uity assumptions. The techniques used to measure the utility weights for QALYs, for
example, are intended to reflect egalitarianism in the health domain in the sense that,
“... the difference in utility between being dead and being healthy is set equal across
people. .. that is, each person’s health is counted equally” [Torrance (1986, p. 17)] or,
in a reformulation of this, “. .. the utility of a full healthy life from birth is set equal for
each individual” [Feeny and Torrance (1989b, p. 193)]. In actual practice, the way in
which analysts empirically estimate utilities often violates this assumption, so that utili-
ties are not consistently scaled, either across individuals within a study or across studies
[Gafni and Birch (1991)]. Bleichrodt (1997) has recently shown that consistently scaled
utilities are a necessary condition for incorporating distributional equity principles into
aggregation procedures.

Aggregation methods inherently contain distributional equity principles. Because
health care programs often generate effects into the future, the methods of aggregating
effects that occur at different times embody intergenerational equity principles. Standard
methods of economic evaluation [see, e.g., Drummond et al. (1997)] call for discounting
the costs and consequences that occur in the future. The rate of discount chosen implies
a value to be placed on costs and benefits that accrue to future generations compared
to those presently living and hence carries with it implications for intergenerational eq-
uity. Two philosophical bases for selecting the discount rate are notable: the argument
that the discount rate should equal the market rate of interest, as this represents the
opportunity cost of capital diverted from private investment to public investment; and
the argument, based on individual sovereignty, that the discount rate should equal the
social rate of time preference of members of society at the time the public investment
is undertaken. Contemporary economists tend toward the latter argument, though the
question continues to be much disputed. Robinson (1990) provides a succinct account
of the arguments regarding the discount rate.

The simple unweighted aggregation of QALYs (or monetary units) which underlies
the maximization criterion of CUA and CBA has strong equity consequences. On the
one hand, unweighted aggregation is argued to be egalitarian because each person’s val-
uation has equal weight [Williams (1985)]. Although there is a sense in which everyone
is treated equally, it is more true to say that each QALY (or unit of money) gained is
treated equally. On the other hand, the (unweighted) maximizing criterion focuses only
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on the total amount of the outcome and not on its distribution. An intervention that gen-
erates 1000 QALYs is judged the same whether it does this by generating 20 QALY's
for 5 people, 5 QALY for 20 people, 0.5 QALY for 2000 people, or 0.05 QALY for
20,000 people. Yet, intuition suggests that we would judge quite differently an interven-
tion that had a large impact on the length and quality of a small number of individuals’
lives and an intervention that had a negligible impact on the lives of many.

Closely allied with unweighted aggregation is the principle of anonymity: that it does
not matter who gains or loses — that a life year-gained, for example, is the same no
matter to whom it accrues. Anonymity can be argued to be fair because it is impartial.
To the extent, however, that distributional equity demands recognition of the differing
moral claims of individuals to health care, which may be linked to their characteristics,
anonymity impedes distributional equity. As we saw in Section 4, distributional equity
may call for differential weights attached to health benefits that accrue to individuals
based on identifiable characteristics (age, family status, etc.).

Bleichrodt (1997) provides perhaps the most rigorous treatment of the scope for for-
mally incorporating equity considerations into cost-utility studies. For the standard un-
weighted QALY maximization procedure to have meaning, utility must be cardinally
fully measurable (i.e., ratio scale) with fully consistent scaling across individuals to
allow for interpersonal comparability (e.g., utility of full health life is the same for ev-
eryone). In addition, four conditions must hold: (1) individual preferences satisfy viNM
axioms; (2) social preferences satisfy vINM axioms; (3) anonymity; and (4) a condition
that, if from the standpoint of every individual, two alternative QALY allocations are
judged to be indifferent, then they are also indifferent from a social point of view.

He then demonstrates that to incorporate either ex ante equity (which concerns the
fairness of the process of resource allocation) or ex post equity (which concerns the
final distribution of the outcome of interest), condition (4) must be relaxed. Consider
the following simple example from Bleichrodt, in which there are two individuals, three
interventions, and two possible outcomes (X and Y) associated with each intervention,
each with probability of 0.5 of occurring (Table 2). Under simple utility maximization,
all three programs would be judged to be equal; there would be social indifference
among them. If we are concerned with fair process we might prefer either program 2
or 3 over program 1, as each of them at least gives person 2 a chance at benefit while
program 1 does not even provide such a chance. This ex anfe equity consideration can
be incorporated by replacing condition 4 with a condition that states that when two
individuals taken together have the same probability of receiving a particular outcome
in each of two programs (e.g., programs 1 and 2), a preference is given to the program
in which the probabilities are more equally distributed between the two individuals.

On the other hand, program 3 may be preferred to program 2 because the programs
have the same expected outcome but program 3 guarantees an equal distribution of
the heath outcome. Again, this can be incorporated by replacing condition 4 with one
whereby a preference is given to programs in which the outcomes are more equal be-
tween affected individuals. More generally, to incorporate ex post equity considerations,
Bleichrodt shows that social choice must depend on more than just individual prefer-
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Table 2

Programs  State X  State Y  Expected utility

1 (1,0) (1,0) 1
2 (1,0) 0,1 1
3 (1,1 0,0) 1

ences; it must allow for complementarity between individual outcomes. Multi-attribute
utility approaches, with choice functions with attributes reflecting efficiency concerns
(the total amount of health produced) and equity concerns (ex ante or ex post) are one
potential way forward. This endeavor starts to move beyond examining the equity as-
sumptions embodied in the methods of economic evaluation to specifying the social
welfare function that is to guide choice.

Although the results of economic evaluations can support allocation decisions based
on both efficiency and equity criteria, in most cases the results of economic evaluations
will have no direct implication for whether a program or service conforms to particular
equity principles such as those discussed in Section 4. The results of economic evalua-
tions, for example, say nothing about how to achieve equality of access, but only about
the interventions to which there ought to be equal access. Although such evaluations
provide necessary information for making allocations to achieve a more equal distri-
bution of health, achieving equal distribution through health care depends not only on
the effectiveness and efficiency of alternative interventions but also the initial levels of
health of the recipients in the absence of the program. The equity principle focuses on
health levels; the evaluations focus on health gains. A less effective or efficient program
that improves the health of those in relatively poor health may be preferred to one that
improves the health of those already relatively healthy.

6. Concluding observations: health economists as policy advisors

Division over the most appropriate normative frameworks for the health sector, the rec-
ommendations that flow from alternative approaches, and the role of health economists
as policy advisors in shaping health care reform have prompted critical self-reflection
on how economists practice normative economic analysis in the health sector and
how they explain findings to the public and policy makers [Reinhardt (1989, 1992,
1998), Fuchs (1996), Evans (1998), Hurley (1998), Mooney (1998), Rice (1998)]. Al-
though economists often conceive of normative economic analysis as “objective sci-
ence,” it is inescapably a form of social ethics and ought to be treated as such. Hume
observed over 200 years ago that one cannot derive “ought” from “is,” and debates about
the “new,” Paretian welfare economics in the 1930s, 1940s and 1950s firmly established
that there is no such thing as a “value-free” welfare economics [Robbins (1935), Myint
(1948), Little (1957), Baumol (1965)].
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This creates considerable tension for practitioners of normative economics. The fact
that Paretian welfare economics and its associated ethical assumptions commands the
assent of a large portion of professional economists does not, ipso facto, give it privi-
leged ethical status in public policy; nor does an extra-welfarist near-exclusive focus on
health in the social welfare function. We are back to de V. Graaff’s opening observa-
tion — the relevance of assumptions for public policy depends critically on their realism
and acceptability to broader society. The case has to be made. The Pareto criterion may
appear weak and innocuous to many economists (who could argue that a situation in
which at least one person is better off and no one worse off is to be preferred to the
status quo?), but it is a restrictive assumption that appears to be contradicted by a wide
variety of observed behaviours [Frank (1985), Rice (1998), Evans (1998)].

A clear social objective for health policy is to improve health. Health care has been
singled-out as a policy concern because its primary objective is to produce health. Even
if health is a primary concern, however, the public and policy makers clearly care about
more than health [Mooney (1994), Hurley (1998)]. We care neither exclusively about
utility nor exclusively about health as an outcome. In some situations, non-health re-
lated utility effects appear important (e.g., benefits of information); in others, we read-
ily discount utility-effects (e.g., extremely risk averse individuals demanding high cost
tests for rare diseases). Extra-welfarism, in principle, does not reject utility (or other
non-health measures of well-being); compared to welfarism it adds health. As devel-
oped thus far, however, extra-welfarism provides no guidance for when health concerns
should predominate and when utility concerns should predominate.

The question then is whether we can identify, on the basis of both analytic reasoning
and empirical analysis, principles that can identify contexts in which each should be
given prominence. The principles employed might reflect, for example, alternative lev-
els of analysis (e.g., system-wide issues, programmatic issues, interventions), the nature
of the alternatives under examination (e.g., clinical intervention; non-medical organiza-
tional issues); the nature of the groups affected by the policies under consideration, or
the ultimate source of the benefit (e.g., what underlies a utility benefit, satisfaction of
some basic need or merely the satisfaction of some preference). The debate has thus far
tended to polarize. Such principles may offer a middle ground for sound reasoning that
reflects the real world of social values, for the flexibility to respond to the particulari-
ties of different decision contexts; and for enough methodological rigor for results to be
meaningful.

The inherent limitations of any normative analysis within a pluralistic society leads
some to argue that economists should treat their work, even their ostensibly norma-
tive analyses, as positive economics and forgo the normative aspiration for their work.
Mishan, for example, a leading figure in both theoretical and applied welfare economics,
drew the following conclusion in the most recent edition of his text on cost-benefit anal-
ysis:

“... I [now] virtually forswear earlier endeavors to base the Pareto criterion of economic efficiency on

a consensus. .. the growing fragmentation of such a consensus — arising chiefly though by no means
solely, from frequent rejection of the economist’s basic maxim — [meant that] there was nothing for
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it but a retreat from the ambitious forward position I once occupied to far less impressive and, to
that extent, far more defensible terrain. The ) CV figure for any project is now more modestly to be
regarded as the result of an exercise in positive economics, one having no normative overtones. And
the economist’s findings may or may not be received by the public or government as a contribution
toward the decision-making process... I do not see how it can legitimately aspire to assume any
normative status. The economist’s expertise may be able to produce a correct figure for the > CV, but
he can claim nothing more for it than that it is the ) CV” [Mishan (1988, p. xiv)].

Although analytically a logical position to hold in the face of pluralism, it is likely
untenable in the real world of policy making, where one cannot divorce language, even
that which is intended to be purely descriptive, from its normative overtones.

This is part of a broader concern emerging over the use of language by economists
in their role as policy advisors [Reinhardt (1989, 1992, 1998), Evans (1998), Williams
(1993)]. The terms “efficiency,” “optimal,” “welfare,” “net social gain,” etc. have spe-
cific technical meanings within economics that do not correspond to general usage.
Policy makers and the general public are likely to think that “optimal” means “best” in
some overall sense. So when Sloan and Feldman (1988, p. 258) write that “Price con-
trols definitely cannot lead to socially optimal levels of both quality and quantity; only
competition can,” non-economist readers may mistakenly be led to the conclusion that
price competition in the physician sector will definitely make society best off. In fact,
all that Sloan and Feldman meant was that, given the assumptions of their model, com-
petition would lead to an efficient allocation of resources based on the Pareto criterion.
Of course, many Pareto optimal allocations can be judged to be socially inferior to non-
Pareto optimal allocations. Within economics, optimal means Pareto efficient, not best.
Similarly, the concept of efficiency in general usage refers to “not wasting resources,” in
which case it is hard to be against efficiency. Even when economists use such jargon in a
purely descriptive way in conversations with policy makers and the general public (“on
the basis of our analysis, policy X results in a more efficient allocation of resources than
policy Y”) the professional jargon constitutes persuasive, emotive language in general
usage that has clear, unavoidable and often misunderstood normative overtones.

To some, these difficulties are a counsel of despair, for they seem to rob our sophisti-
cated, normative methods (and economists) of much of their punch, to generate a certain
nihilism about what our analysis can say. Alternatively, they can be seen as a healthy
development that should bring with it a greater self-consciousness by economists of the
methods and language we employ and perhaps a shift of reference for policy-oriented
economists from an internal professional focus on our own highly refined models and
frameworks, to an external focus on the values and perspectives found in the society.
As long as the intended audience for normative work is other than our professional col-
leagues, the interest in the work will depend on the relevance and reasonableness of
its assumptions, particularly its ethical assumptions. Recognizing that normative eco-
nomics is social ethics may foster greater interdisciplinary collaboration with ethicists,
philosophers, social psychologists and others who have contributed to our analytic and
empirical understanding of social values and social ethics.

The last forty years of normative analysis have generated a wealth of insights regard-
ing the nature of heath care as a good, the normative implications of its production and
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consumption, the operation of health care and health care insurance markets, the merits
and demerits of alternative approaches to financing, funding, organization and delivery
of health care. If much contested ground remains, we have a much better picture of that
ground — what is being contested, why it is being contested and what the terms of the
debate are.
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Abstract

We review in considerable detail the conceptual and measurement issues that underlie
construction of medical care price indexes in the US, focusing in particular on the med-
ical care consumer price indexes (MCPIs) and medical-related producer price indexes
(MPPIs). We outline salient features of the medical care marketplace, including the im-
pacts of insurance, moral hazard, principal-agent relationships, technological progress
and organizational changes. Since observed data are unlikely to correspond with effi-
cient outcomes, we discuss implications of the failure of transactions data in this market
to reveal reliable marginal valuations, and the consequent need to augment traditional
transactions data with information based on cost-effectiveness and outcomes studies.

We describe procedures currently used by the US Bureau of Labor Statistics in con-
structing MCPIs and MPPISs, including recent revisions, and then consider alternative
notions of medical care output pricing that involve the price or cost of an episode of
treatment, rather than prices of fixed bundles of inputs. We outline features of a pro-
posed new experimental price index — a medical care expenditure price index — that is
more suitable for evaluation and analyses of medical care cost changes, than are the cur-
rent MCPIs and MPPIs. We discuss the ways in which medical care transactions enter
national economic accounts, including inter-industry flows and national health accounts,
as well as aggregate economy implications of possible mismeasurement of prices in the
medical sector. We conclude by suggesting future research and measurement issues that
are most likely to be fruitful.
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“Statistics on medical prices should be improved; indexes of medical productivity
should be developed; and the search for an understanding of the determinants of
medical price and cost behavior should be developed”

Report to the President on Medical Care Prices, US Department of Health, Education
and Welfare (1967, p. 11)

1. Introduction

The measurement of the output of the medical care system is necessary to assess the
productivity levels and growth of a country’s economy and of course its medical care
system. This is true in countries with universal health care coverage or incomplete cov-
erage, and regardless of the mix of public and private provision of medical care.

For most industries in most countries, real output measurement is accomplished by
dividing data on revenues or sales by a price index to obtain a measure of real output.
Reliable output measurement for an industry therefore requires correspondingly reliable
revenue data and a price index. A number of conceptual difficulties and institutional
characteristics of medical care markets, however, make reliable price measurement of
medical goods and services particularly difficult and challenging.

For countries where medical care goods and services are provided by the government
without direct charge, or with only nominal direct charges, data on revenue or receipts
for medical care may not be available or may not be relevant. For these countries, the
problem of measuring the output of medical care goes well beyond the inherent diffi-
culty of measuring medical care prices. In such cases the difficult problem of measuring
prices and output of medical care is combined with the equally formidable problem of
measuring the output of the government sector. !

Medical price indexes have uses other than those involving output and productivity
measurement. In the US, both within the health sector and more generally, contracts oc-
casionally contain provisions that depend on growth of the medical Consumer Price In-
dex (CPI).2 Medical CPIs and medical Producer Price indexes (PPIs) are also employed
in updating of fee schedules for certain administered pricing schemes and payments to
some health plans. Medical CPIs and PPIs are also employed by public policy analysts
in projecting the impacts of changes in public policy.

Although medical CPIs and PPIs play prominent roles in private and public sector
transactions and analyses, both the US Bureau of Labor Statistics (BLS) and its critics
have acknowledged that current BLS practices for tracking price changes in the medical
care industries, industries characterized by dynamic technological and organizational

1 For a discussion of measurement issues in public sector output, see Kendrick (1991) and Griliches (1992,

pp. 18-19). Murray (1992) and the Swedish Ministry of Finance (1997) contain empirical analyses of publicly
provided health sector output and productivity growth.
2 For general discussion of CPI use in escalation clauses, see Triplett (1983).
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changes, are likely to be inaccurate and in need of substantial improvement and over-
haul.3

Several aspects of the medical care industry make the BLS’ task of constructing ac-
curate and readily interpretable medical CPIs and PPIs particularly difficult. Output
measurement of the health care system is inherently difficult when mortality is but one
possible outcome from treatment. Mortality is particularly inappropriate as an output
measure for treatments of a variety of acute conditions that are not life-threatening, and
for many increasingly prevalent chronic illnesses. Additional attributes, such as mor-
bidity, pain and suffering, functional and emotional impairment, and quality of life are
each highly valued aspects of treatment response.

Another output measurement challenge that is rather unique to the medical care sector
arises from the moral hazard caused by health insurance which causes marginal private
and social costs to diverge. As emphasized by, among others, Newhouse et al. (1993),
the existence of demand side moral hazard or administratively set prices make it inap-
propriate to attribute the usual normative properties to medical CPIs that are commonly
associated with other such price indexes. The provision of medical care services also
involves a principal-agent relationship: in choosing treatment, patients typically rely
considerably on the advice and counsel of their physician, whose incentives and finan-
cial interests may or may not align well with those of the patient. Any misalignment of
interests may result in inefficient outcomes.

A third dimension of medical care that poses significant price measurement chal-
lenges relates to technological progress. While not unique to medical care, technolog-
ical progress is nevertheless of great significance in this sector of the economy. New
treatment technologies are continuously emerging and being introduced into common
clinical practice. This creates many of the problems of new goods that economists in-
terested in index number and productivity measurement have struggled with for many
years.*

Finally, organizational changes have been dramatic in the medical care sector. The
manner in which medical technologies are rationed, delivered and even priced has
evolved rapidly during the last decade. Managed care arrangements have resulted in
changes in the locus of care, the organization of medical practice, contractual relations
between buyers and sellers, and the manner in which inputs are combined to create
treatment [see Glied (2000)]. Thus the way in which typical treatment for an illness
such as depression is organized and provided has been remarkably altered in just a few
years. Even given a known set of treatment technologies, important qualitative differ-
ences have emerged in the supply of treatment and in the way care is experienced by
patients.

In this chapter we review in considerable detail the measurement issues that under-
lie construction of medical care price indexes, we describe procedures employed by

3 See, for example, US Senate Finance Committee (1996), US Department of Labor, Bureau of Labor Statis-
tics (1997b), and Abraham, Greenlees and Moulton (1998).
4 See, for example, the chapters and references in Bresnahan and Gordon (1997).
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the BLS in the construction of its medical CPIs and PPIs (including recent revisions and
changes), we discuss alternative notions of medical care output that involve the price of
an episode of treatment rather than the prices of fixed bundles of inputs, we outline
salient features of a new medical care expenditure price index, we consider interactions
between national economic accounts and national health accounts, and we suggest fu-
ture research initiatives that are likely to be most fruitful. We begin with a description
of the market environment underlying medical care CPIs and PPIs in the US.

2. The market environment underlying medical care CPIs and PPIs

Viewed by an economic statistician, the medical care sector is large and intimidating. As
with an elephant, one can employ several approaches in cautiously observing, walking
around and measuring it. We begin by describing the principal actors, characteristics
and incentive structures that must be taken into account in providing a foundation for
the measurement of medical care prices.

2.1. Distinguishing features of the US medical care marketplace

Economists generally presume some form of consumer optimization and efficiency in
the purchase of goods and services. As in other markets, consumers of medical services
are envisaged as maximizing some notion of utility, buying goods and services that gen-
erate direct utility, and using some of these goods and services as intermediate goods
to produce utility. In the medical care marketplace, however, this optimization and ef-
ficiency is exceedingly complex; it involves behavior based on the use of asymmetric
information and personnel who act as imperfect agents for consumers, under rationing
constraints that are not nearly as pervasive as in other consumer markets.

The medical care industry provides goods and services in a number of specific sub-
sectors: hospitals (including hotel and cafeteria services), physician practices, laborato-
ries, pharmaceuticals, clinics, medical devices, nursing homes, home health agencies,
and so on. These services are provided to consumers, but consumers typically do not
value these services per se. Rather, they value the health outcomes resulting from med-
ical interventions provided by the medical care industry.” These impacts on health are
conceptually the composite good that we want to price. But the nature of transactions
in this industry is exceedingly complex.

As in any industry, market structure affects the industry’s price level, and perhaps the
rate of price growth, particularly if production effiency is affected over time. Licensing,
reputation, the regulatory environment and intellectual property rights provide suppli-
ers of medical services with varying amounts of market power, particularly since some
medical service suppliers such as hospitals and physicians face limited competition out-
side rather narrow geographical market boundaries. In many cases fixed costs are high,

5" For further discussion, see Triplett (1998a, 1998b).
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to a great extent consumers arrive at random times, and price is greater than short-run
marginal cost.

Buyers also have market power. Although the federal government has long been a
major purchaser of medical services (providing funds for about 39% of personal health
care expenditures in the US in 1996),6 within the last decade there has been much con-
solidation of buying power among health maintenance and managed care organizations.
Thus on both the supply and demand sides of the medical care marketplace, market
power is present. Moreover, since most medical care services are not resellable, price
dispersion is not easily eliminated by arbitrage, price discrimination is prevalent, and
thus the “law of one price” typically does not hold.

There are several other features of the market structure of the medical sector that,
while present to some extent in other sectors, are particularly pervasive in medical goods
and services. First, the vast majority of medical care payments are not made directly by
consumers. Indeed, in the US in 1996, out-of-pocket payments by consumers accounted
for only about 19% of total personal health care service expenditures.” The remainder
of medical care is largely paid for by insurers.® Insurance programs may be run pub-
licly, as with Medicare, Medicaid, and other federal state and local funds, who together
accounted for 53% of personal health care service expenditures in 1996; or the sources
of funds may be private, which in 1996 made up 37% of personal health care service
expenditures, primarily for the non-elderly. Ultimately, the insurance payments not paid
directly by individuals are passed back to individuals, in the form of higher taxes or
reduced other government spending when the insurance payments are by the public
sector, or in the form of an adjusted employee compensation package when insurance
is provided by employers.’

The predominance of the indirect nature of payments creates several difficulties for
constructing and interpreting consumer price indexes. The most significant of these is
moral hazard. If consumers pay for only, say, 20% of medical care at the margin, they
will seek to consume medical care until its marginal value is only about twenty cents
per dollar of spending. This is true even though people on average must pay for the
full dollar of medical care. Individuals will therefore tend to overconsume medical re-
sources — resources will be consumed that cost society $1 (less if there are rents) but are
worth less than that at the margin.

The second important feature of the medical care market is that consumers do not
always know what services they want. Patients tend to rely on physicians both to provide
them services and to recommend the services they need. As a result, there is a principal-
agent problem: patients would like physicians to act in the patients’ best interests, but
physicians might not always have an interest in doing so.

Levit, Lazenby, Braden et al. (1998, Exhibit 3, p. 39 and Exhibit 4, p. 43).

Ibid.

In the US, however, about 4% derives from other philanthropic sources.

For a discussion of the incidence of employer-provided health insurance, see Gruber (1994, 1997) and
Pauly (1997).

O 0 9
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In traditional US health insurance arrangements, physicians and patients both had in-
centives for excessive medical care. Patients were well-insured at the margin and physi-
cians were paid on a fee-for-service basis — earning more when they did more since fees
were generally above marginal cost. The result was an incentive structure on both the
demand and supply side that induced excessive care. Today’s environment in the US is
much changed, and increasingly involves more complicated rationing. Health plans now
often operate under fixed budgets, whereas before they typically passed costs through
to the employer or government. Thus they have begun to employ administrative mech-
anisms and financial incentives to control health care spending. The result is that, with
increasing frequency, patient demand incentives are at odds with those of their health
plans or physicians.

The implication of both of these pervasive features of the medical care industry is that
revealed consumer purchases are not a reliable guide to the marginal value of medical
care. This is in contrast to other markets, such as that for, say, compact disks, where
consumers’ marginal valuations are likely to be well-reflected in prices and expendi-
tures. Consumers may receive too much medical care, as they likely did under tradi-
tional insurance arrangements, or too little care, as some allege they do under managed
care or capitated insurance (one price per patient per year, independent of the amount
of services the patient actually receives). In many markets, it is eminently reasonable
to relate relative prices to marginal rates of substitution in consumption, but in medical
care this assumption is simply not tenable. As a practical matter, this inability to employ
the assumptions underlying traditional revealed preference theory severely hampers the
ability of economic statisticians to construct accurate and readily interpretable price
indexes for medical care.

The extent to which medical care services differ from other services can be illustrated
by considering a hypothetical transaction in a restaurant. Suppose an individual places
an order for a particular set of items on the menu, and then leaves. Another person
enters the restaurant, sits down at a table, eats the meal that was ordered, and then
leaves. Finally, a third person comes in and pays for the meal. In medical care, these
three persons are the physician, the patient and the insurer. Whose valuation shall one
measure?

As with many other services such as ATM banking services, the production function
for medical care involves interdependent efforts of suppliers and consumers. This in-
terdependent aspect of medical care production makes it more difficult to distinguish
between producer and consumer price indexes. Moreover, for consumers, medical care,
health and utility are quite different. This occurs in part because the production function
for health has a number of arguments, other than medical care. One formulation of the
production function is as follows:

Health = H (medical care, knowledge, time, lifestyle, environment, etc.).
It is useful to consider these other inputs into the production of health.! Many of the

10 For a more complete discussion, see Grossman (1972a, 1972b).



Ch. 3:  Medical Care Prices and Output 127

inputs have been shown to contribute more to health than medical care.!! Knowledge,
for example, mediates between medical care and health. Medical treatments must not
only be produced, but they must be used as well, and knowledge about how to use them
changes over time. To the extent knowledge is non-rivalrous in nature and has pub-
lic good properties, its existence together with the interdependent nature of production
makes it difficult to assess uniquely the impacts of changes in knowledge on prices for
suppliers vs. that facing consumers.

As an example of the importance of medical knowledge, suppose that medical re-
search discovers that a particular pharmaceutical agent is just as effective when taken
in half a dosage strength as when taken at full strength; something like this occurred for
contraceptives several decades ago. Has the price of medical care changed? From the
consumers’ perspective, the answer is likely yes, for the cost of achieving a particular
health state has fallen.'> From the pharmaceutical manufacturers’ perspective, however,
the answer may be no, for the marginal cost of producing a milligram of the medication
may not have changed. From the vantage of the family practitioner physician, whether
the price has fallen depends in part on how one views physician services. The advice
provided by the physician to the patient may still take the same amount of billable time,
but if the physician is part of a staff model health maintenance organization with to-
tal pharmaceutical coverage, the price of providing family planning services may have
fallen.

Knowledge, of course, is just one form of technological change. The reason we distin-
guish knowledge from other forms of technological progress is that knowledge is often
envisaged as disembodied technological progress, while most new technologies are em-
bodied in a particular service or product. Although the absorption of knowledge is not
without cost, to some extent knowledge has public good properties and is non-rivalrous,
quite unlike say, a piece of medical diagnostic equipment.

These two types of technological change overlap, yet it is useful to distinguish be-
tween them. Significant quality changes are often embodied in new medical care-related
goods and services, but use of the new good may require additional knowledge. For ex-
ample, a new non-invasive operation is typically performed by physicians using novel
inputs (endoscopic instruments), and knowledge about such new treatments can be use-
fully employed by patients and clinicians alike. In any case, it is appropriate to envisage
knowledge as an input into the production of health, distinct from medical treatments.'3

Another input into the production of health is time. Producing better health requires
time inputs from households as well as providers: time is spent in seeking and receiving

I See Fuchs (1974, 1983).

12 Even here, matters are complex. For many brand name pharmaceuticals in the US (but not in Europe), the
price per tablet is the same regardless of strength. Moreover, in the example here it is implicitly assumed that
the consumers’ cost for a contraceptive medication is not fully covered by insurance. Until recently in the US,
unlike the case for most medications for which the patient makes a copayment, for contraceptives consumers
have generally borne the entire direct cost of the prescription.

13 For an exchange of views on this, see Gilbert (1961, 1962) and Griliches (1962).
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treatment, in recovery, and in assisting others. Some medical innovations, for example,
new anaesthetics, have shortened the recovery time for patients.'* This too will reduce
the consumers’ cost of better health, but may well leave the producer’s costs unchanged
(say, if the new anaesthetic cost the hospital as much as the old).

An individual’s lifestyle is another input into the production of health. Eating habits,
drinking patterns, exercise regimens, and the pursuit of risky behavior all affect an indi-
vidual’s health. In some cases greater use of medical care and unhealthy behavior occur
simultaneously to maintain a given health state. For example, with the introduction of
over-the-counter Hp-antagonists such as Pepcid AC, individuals can preemptively take
a heartburn prevention medication and then eat a high calorie, highly spiced meal.

Yet one more input affecting health is the environment. Environmental changes may
improve or retard health. For example, new diseases such as AIDS may develop and be
discovered, while other diseases such as smallpox may be eradicated. Changes in air
and water pollution, in climate and weather, as well as in rates of criminal activity, will
also have important impacts on health. It is important that such environmental changes
be envisaged as primarily affecting the quantity or quality of medical services provided,
not their price.

The age distribution of the population might also be envisaged as an environmental
input affecting health care spending of populations. As people age, typically more inputs
of medical care are required to maintain health, or to mitigate deterioration. Increased
medical care expenditures, or increased health insurance premiums that reflect impacts
of an aging population are appropriately viewed as quantity rather than price increases;
in such cases medical expenditures rise due to increased quantity consumption, not price
changes.

Finally, it is important to emphasize that while the marginal utility of health is pos-
itive, health is not the only argument in an individual’s utility function. Thus a utility
function might be envisaged as follows:

Utility = U (health, lifestyle, leisure time, other consumption goods and services,

environment, etc.).

Note that some factors such as lifestyle and environment not only have a direct impact
on utility, but also have an indirect impact via health. One important implication of this,
as has been emphasized elsewhere by Triplett (1998a, 1998b), is that the output of the
medical care industry is not something like the average health of the population, but
rather is best viewed in marginal terms as the health implication of a medical interven-
tion, conditional on lifestyle, environment and other inputs affecting health.

The production function for health, as well as the utility function, has intertemporal
aspects. Some current consumption goods affect future health states as well as current

14 Since the largest cost to receiving medical care is often the patient’s time cost, there are substantial incen-
tives to develop innovations that conserve on time, particularly when the cost of these innovations is covered
by insurance.
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utility, while some medical interventions impact future consumption possibilities and
patterns. Here we put these complications aside, but see Grossman (1972a, 1972b) and
Meltzer (1997) for further discussion.

2.2. Pricing medical care services

With this discussion of salient characteristics of the medical care marketplace as back-
ground, we now consider approaches to price measurement. A representative consumer
can be envisaged as an individual who is making decisions before knowing what dis-
eases he or she might eventually experience. Extensions to heterogeneous consumers
complicate matters, but for our purposes it is sufficient initially to work here with the
simpler representative consumer framework.!3 Let this representative consumer have a
utility function that depends on consumption of goods and services (other than medical
care) and health. For concreteness, assume there is only one disease, which everyone
contracts; extending the analysis to multiple diseases and probabilities of having each
disease is straightforward. Denote Y as exogenous income, H as the health state, M as
the quantity of medical care and pys its (normalized) price, I and p; as the quantity
and price (premium) of a constant-quality insurance policy, K as medical care knowl-
edge, E as the state of the environment, L as leisure time, and T, as time allocated to
receiving medical treatments. For simplicity, M and Py include both consumers’ direct
health expenditures and indirect medical services obtained through health insurance in
a competitive, actuarially fair insurance market where changes in costs of medical ser-
vices to insurers are passed on to consumers via insurance premium changes. In this
context, I and P; are associated only with pure insurance services. The utility function
is then written as:

U=U[Y - PuyM—Pil, HM,K,E), L—Ty]. (1)

The first term is non-medical care consumption (non-medical expenditures divided by
numeraire price), the second is health, and the third is non-medical care time.!0 Al-
though Equation (1) embeds a multi-year framework, for simplicity we assume but one
time period. Notice also that Equation (1) makes no assumption about how medical
treatment decisions are made, or how medical prices are set.”

Over time, medical care and its price may change, or there may be changes in knowl-
edge, the environment, and time devoted to medical care. For concreteness, consider

15 For an extension to heterogeneous consumers, see Pollak (1980, 1998) and Fisher and Griliches (1995).
16 For simplicity, time at work is omitted.

17 The relationship between utility maximization and index numbers relies critically on a number of assump-
tions. In the present context, such assumptions might well be that the consumer chooses M, I, K and Ty,
given Y, Pys, Py, Pk (which could be zero at the margin if knowledge is non-rivalrous), E and L, so as to
maximize U in each time period. As we point out at various times in this paper, these assumptions are likely
to be particularly untenable in the medical care marketplace.
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changes between periods 0 and 1. The question posed is: What is the correct price index
for changes between periods 0 and 1, assuming that consumers optimize in each time
period? We can define the cost of living in one of several natural ways — the change in
the cost of living between periods 0 and 1 is the additional funds the individual needs
in period 1 to be just as well off as he or she was in period 0. This amount may be
positive, in which case the cost of living has increased, or it may be negative, in which
case the cost of living has fallen.!® This hypothetical is associated with the Laspeyres,
base period utility notion of cost of living. An alternative, associated with the Paasche
notion, uses the current period utility as the point of reference, and asks: What is the
change in funds the individual needs in period O to be just as well off as he or she is in
period 1? We consider this distinction in further detail below. A third index, the Fisher
Ideal, is the geometric mean of the Laspeyres and the Paasche.

Consider the amount C of additional money the consumer requires in period 1 to
make him or her indifferent between living in periods 0 and 1 (the Laspeyres notion):

U[Y — PuuMy — P11+ C, H(My, K1, E1), L —Ty]
=U[Y — PyoMo — Prolo, H(My, Ko, Eo). L — T (2

C is the change in the cost of living — a positive C implies an increase in the cost of
living, and a negative C a decrease.

To form a price index, one can scale C by the income required to produce utility in
period 0, i.e., Y. The cost of living index could therefore be:

Cost of Living Index=1+ C/Y. 3)

Using a first order difference approximation, we differentiate and rearrange Equa-
tion (2), yielding

C = [d(PyM + Pi1)/dt — (U /Ux) | Hu(dM/dr) + Hg (dK /dr)
+ He(dE/dt)} + (UL /Ux)(dTy /dr), 4)

where Uy is the marginal utility of health, Uy is the marginal utility of non-medical
consumption (X =Y — Py M — P;I), U, is the marginal utility of leisure, and Hy, Hg
and Hg are partial derivatives of H with respect to M, K and E.'® Several comments
are worth noting.

18 The issues under discussion here involving measurement of the cost of living are very different from
those raised by the Boskin Commission, who recommended that the BLS move from a Laspeyres price index
formula to a superlative index such as the trailing Tornquist, the latter more closely approximating a much
more narrow notion of a cost of living index. See US Senate Finance Committee (1996), Boskin et al. (1998),
Abraham, Greenlees and Moulton (1998) and Persky (1998).

19 We assume here that dC /dt = Uy, and that the marginal price of non-rivalrous additional knowledge is
zero.
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The first term on the right hand side of Equation (4), d(PyM + P;I)/dt, is addi-
tional spending on medical care and insurance services over time. A spending increase
may be due to increased quantities of medical services provided (direct or via health in-
surance), increases in the prices paid for those medical services by consumers/insurers,
increases in the carrying cost of insurance or in the quantity of pure insurance services
provided. Thus it is clear that an increase in the cost of medical services, ceteris paribus
(in particular, health outcomes and environment assumed constant), increases the cost of
living index. Notice that if the medical environment changes, e.g., a new disease such as
AIDS appears, medical expenditures will likely increase, but this is not properly viewed
as a change in the cost of living, for the latter assumes an unchanged environment. As
Griliches (1997) has pointed out, price index computations assume an average, unaging,
unchanging individual living in a world in which nothing changes except prices. When
a country’s population becomes more aged, medical expenditure and the quantity of
medical resources consumed increases, but as stated earlier, this is properly viewed as
an expenditure and quantity increase, not a price increase. Similarly, since outcomes are
being held fixed in the Laspeyres type hypothetical, if bacteria develop drug resistance
and low priced antibiotics are replaced by more expensive drugs, the price index should
increase, reflecting the reduced efficacy (quality deterioration) of the older antibiotic.

The second set of terms in the first line of Equation (4), —(Ug/Ux){Hp (dM/dt) +
Hg (dK /dt) + Hg(dE/dt)}, is the dollar value of change in health over time. Health
may change because the quantities of M, K and/or E change, or because of, say,
changed efficacy of a given medical treatment (change in Hy). The —Ug/Ux term
multiplying {-} is the marginal rate of substitution between health and all other goods.
Multiplying the health change by this amount expresses health in dollars. Note that an
improvement in health through any of these three channels, ceteris paribus, reduces the
cost of living index, i.e., C < 0.

The final term in Equation (4), (Ur/Ux)(dTys/dt), is the change in the time cost of
receiving medical care. Hours are converted into dollars by multiplying hours by the
marginal rate of substitution between leisure and goods (in most cases, equal to the
after-tax wage). If more efficient delivery of medical care reduces patient travel and
waiting time for medical care, or if recovery time from orthopedic surgery is reduced
due to increased use of arthroscopic surgery, ceteris paribus, the cost of living falls.

Our discussion to this point on cost of living is that for a representative consumer.
There are various ways in which group or aggregate cost of living measures and price
indexes can be constructed, even when consumers’ preferences are diverse and income
(or total expenditure) has an unequal distribution. As discussed by, among others, Pollak
(1980, 1998) and Fisher and Griliches (1995), a common aggregation procedure is to
weight each person’s utility in each of the two time periods by his/her dollar share
in total expenditures; the share weights can be base period, current period, or some
average of the two (the Tornquist index). The aggregate cost of living indexes, analogous
to Equation (4), then include terms that represent share-weighted averages of various
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expenditures. Notice also that such aggregate cost of living indexes are conditional on
the distribution of income and demographic composition of the population.2’

Several other issues merit attention. First, it is useful to consider the PyyM + P;l1
term in Equation (4) further. One possible price index to compute would involve asking,
what price would the consumer pay in two adjacent time periods for an actuarially
fair medical care insurance policy to keep on the same expected level of utility, ceferis
paribus? Note that this is not the same as a disability insurance policy, for with that the
beneficiary only recovers lost income and medical care costs, and is not compensated,
for example, for lost utility due to loss of vision. The consumer may have an expected
life pattern in mind, with age-related probabilities of experiencing certain diseases. Thus
the price index would be based on the price of contracting for a year of medical costs,
given expected disease susceptibility, technology, efficacy, environmental factors and so
forth.

Realizations over the ensuing time period could well change the market price of such
an insurance contract, for a variety of reasons, with differing implications for price and
quantity. If the consumption of more medical related goods is induced by the expansion
of technological opportunities (new artificial hips) or changes in the environment (in-
creased sensitivity to allergens), the change is appropriately viewed as one of quantity
or quality, not price. The premium paid on repriced insurance policies might increase as
a result, but that is because of the changed technology or environment, not because of a
price change. Note also that because of moral hazard, when improvements in technology
occur, they may be difficult to value properly within the medical marketplace.

Earlier we noted that a Laspeyer’s type of cost-of-living index uses the base period
utility as reference, whereas the Paasche employs the current period utility as the refer-
ence point. Suppose that in the time interval between the base and current period, the
individual experiences a deterioration in health state so severe that it no longer is bio-
logically feasible for the individual in period 1 to maintain the period O level of utility,
e.g., the individual loses eyesight or develops an illness such as AIDS. In such a case,
there may not be any feasible answer to the Laspeyres question, but one might still be
able to answer the Paasche question, i.e. what would the necessary change in funds be
in period 0 to make the individual as well off as in period 1?

A still deeper problem occurs when unexpected changes take place, such as those
that result in the unanticipated lengthening of life expectancy. An individual might want
to alter considerably his/her lifetime optimization plan given a change in information,
yet he/she may lack the resources to modify consumption to a new path that has now
become optimal. Hence it is possible for the cost of living per year to decrease, for
the cost of living a lifetime to increase, all as a result of this unanticipated benefit of
increased life expectancy. This raises difficult issues, and mixes up changes in cost of
living indexes with technological progress. Cost of living indexes typically refer to the

20 pollak (1980, 1998) therefore calls these aggregate price indexes “plutocratic”, and contrasts them with
ones he names “democratic”.
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cost of a flow of services over a relatively short time period. Converting from, say, a
lifetime stock to an annual flow may be reasonable if the population is assumed to be
ageless or has a fixed age composition, if there are no unexpected changes, and if ex
ante decisions are still correct ex post. If these conditions are not met, paradoxes may
well emerge.

2.3. Forming a price index

A fundamental issue is how one estimates the values of the variables in cost of living
index equations such as those in Equations (3) and (4). Suppose we focus attention just
on how changes in the medical sector affect the cost of living index. Although current
procedures used by the BLS in its medical care related CPIs and PPIs are discussed in
detail below, here we briefly consider several alternative procedures.

One approach used in other settings is hedonic price analysis. If one estimates a
regression model where the price of a medical service is the dependent variable, and
where attributes of the medical procedure, the patient and the provider are explanatory
variables, then one can decompose price changes over time into changes in the value
of services to patients and pure changes in price. An example of this type of hedonic
price measurement, for the treatment of acute phase depression, is in Berndt, Busch and
Frank (1998).2!

There are a number of problems with using hedonic analysis in this market. At the
level of individual diseases, hedonic prices are not necessarily equal to consumers’
marginal valuations. Since consumers are insured, the price they pay for medical care at
the margin is different from the cost of medical care to society. Further, providers have
their own incentives in recommending treatment decisions, which may reinforce or con-
tradict consumer preferences. Thus, both because of moral hazard and principal-agent
issues, we would not necessarily expect treatment decisions to be made optimally. Es-
timated parameters in hedonic price equations could therefore be based on data points
reflecting socially (and privately) inefficient actions by consumers/physicians/insurers.
This raises difficulties in placing any social welfare interpretations on movements in
hedonic price indexes over time.

Alternatively, one might perform hedonic analysis at the level of the insurance plan,
as was recommended by Reder (1969) and has been implemented by Jensen and Mor-
risey (1990). One could estimate an hedonic model for the price of insurance, using the
attributes of the insurance policy as regressors, and thus infer the residual price increase.
The difficulties here are both theoretical and practical.

At the theoretical level, a theory about how consumers choose health insurance plans
is required that incorporates consumers’ self selection, moral hazard (augmented by

21 For an introductory discussion to the hedonic method, see Griliches (1988, chapters 7 and 8), and Berndt
(1991, chapter 4). Other applications in the medical context include Trajtenberg (1990), Berndt, Cockburn
and Griliches (1996), and Cockburn and Anis (1998).
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tax subsidies), and preferences for compensation. Since most private health insurance is
provided through employment, this involves a link between workers and employers, and
between different workers within a firm. Our knowledge about how insurance decisions
are made in firms is very limited.?> Hedonic analysis also presumes that consumers are
fully aware of the attributes of the good they are buying. But with health insurance,
there are often fundamental parts of the insurance contract that consumers do not know
— indeed, cannot know — in advance.?

At the practical level, we probably are unable to control for many of the other factors
that influence plan costs. For example, plan premiums will depend on the health status of
people who are enrolled in the plan as well as the benefits offered. But plan enrollment
reflects adverse selection. When premiums change, we need to be able to decompose
them into changes in the cost of a given set of benefits, and changes in the sickness
of the people enrolled in the plan. Without knowing in detail who is enrolled in each
plan and what their expected medical spending would be, we cannot adequately control
for the many factors involved in premium variation. Moreover, data to control for these
factors are typically unavailable.>* As with observations on disease-specific treatment
costs, the analysis of cross-sectional and/or time series insurance policy data might
well be comparing various inefficient equilibria.?> This is particularly likely with non-
contractible aspects of health plan rationing under managed care.

Pauly (1998) has recently revived Reder’s proposal to use medical insurance prices
as the basis of a price index for medical care. Pauly contends that the development of
willingness to pay techniques in economics has become sufficiently advanced that one
could now ask respondents to put evaluations on an insurance policy that covered some
new medical technique, or a bundle of new medical techniques, compared with an insur-
ance policy that did not cover those techniques. One advantage of this form of pricing
insurance policies would be that it would in theory capture behavior towards risk in a
way that is typically neglected in studies that address only the ex post cost of treating
an illness/condition. If one has a disease, the cost of treating the disease matters. If one
does not have the disease, then insuring against the risk of a costly medical bill, if the
disease is contracted, is important. Though this alternative approach may have advan-
tages over attempting to construct price indexes for the treatment of specific diseases,
pricing insurance policies also has significant disadvantages, as discussed above and
by Feldstein (1969) many years ago, and willingness to pay techniques remain subject
to framing, reference point, and other issues. Moreover, empirical work to implement
Pauly’s suggestion is not yet available.

22 See Gruber (1997), Pauly (1997) and Summers (1989).

23 For example, most consumers do not know the details of who they are allowed to see for cancer care in
advance of being diagnosed with cancer. Indeed, the specific benefits may depend on the severity of the cancer
of the person and may change with new knowledge about cancer treatment.

24 This data situation is gradually improving. See Cohen et al. (1996) for a discussion of the Medical Expen-
diture Panel Survey.

25 For further discussion, see Feldstein (1969).
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Yet another alternative to the hedonic and insurance policy approaches is to make spe-
cific assumptions about the way that medical treatment decisions are made. For exam-
ple, one can assume that consumers have a specified known distribution of preferences
for one prescription drug over another, as in Fisher—Griliches (1995) and Griliches—
Cockburn (1994), or that consumers are making purchase decisions for goods with a
high out-of-pocket share, such as for prescription drugs in Cockburn—Anis (1998). One
can then combine this model with observed data on treatment and prices to form a
component of the cost of living index. While this approach is reasonable in some appli-
cations, it does not work well in markets where consumer information is poor and the
share of out-of-pocket costs is low, as occurs in most medical care markets.

A third option involves more direct measurement. Suppose one focuses on a partic-
ular disease or condition and estimates empirically the changes in treatment costs and
medical outcomes for that disease. If in addition one makes an assumption concerning
the dollar worth of health improvements, one can calculate the various individual fac-
tors in a cost of living index. This approach has recently been implemented by Cutler,
McClellan, Newhouse and Remler (1998a, 1998b). If such an approach were to be fol-
lowed more generally, it would of course be necessary to undertake such analyses for a
representative mix of illnesses where outcomes could be reliably measured. We return
to a discussion of this approach later in this chapter.

With this discussion on the difficulties of conceptualizing and implementing price
measurement of medical care services as background, we now turn to a review of price
measurement procedures currently employed by the BLS in its medical care related
CPIs and PPIs. As we shall see, while changes have recently been implemented at the
BLS in its medical care CPI and PPI programs, for the most part the BLS still treats
medical care in the same way it treats other industry and consumer prices. The combi-
nation of inherent difficulties in measuring service industry prices, distinctive features
of the medical care industry, and use of traditional index number procedures for mea-
suring prices makes clear interpretation of the BLS’ current medical care CPIs and PPIs
very difficult.

3. Construction of medical care CPIs and PPIs at the BLS

The US Bureau of Labor Statistics (BLS) constructs and publishes CPIs and PPIs for
various components and aggregations of medical care goods and services. Hereafter we
designate these medical care CPIs and PPIs with the acronyms of MCPIs and MPPIs,
respectively. Although the essential structure and conceptual foundations of these price
index measurement efforts have been in place for some time, the BLS has recently
announced and undertaken a considerable number of changes in its MCPI and MPPI
programs. Here we summarize both continuing and recently changing procedures. We
begin with a more general overview of the CPI and the PPI, and then we consider issues
particularly important to measuring prices and quantities of medical care goods and
services in the MPPI and MCPI programs.
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3.1. A brief summary of the CPI

According to the BLS, the CPI is ... a measure of the average change in the prices
paid by urban consumers for a fixed market basket of goods and services.”20 It is calcu-
lated monthly, and is published about two weeks after the end of the month to which it
refers.?’

From its first regular publication in 1921 until the end of World War II, the CPI was
called a “Cost of Living” index. In March 1944 the Chairman of the President’s Com-
mittee on the Cost of Living appointed a group of technical experts (Wesley Mitchell,
Simon Kuznets and Margaret Reid) to examine whether the BLS’ cost of living index
was properly accounting for war-related quality deteriorations in goods and services, as
well as the effects of rationing and shortages. Controversy had emerged in part because
in 1942 the “Little Steel Formula” had been adopted which linked permissible wartime
wage increases to the index, but representatives from organized labor argued that the
cost of living index understated true price inflation.8

Along with a Special Committee of the American Statistical Association appointed
in 1943, the technical experts concluded that ... the index understated the wartime
price rise to some extent because of a number of factors, of which incomplete account
of quality deterioration was only one”.? To avoid confusion with popular notions of
cost of living, the President’s Committee, as well as the union critique of the index, also
recommended that the name be changed to “Consumers’ Price Index”, a change which
was adopted in August 1945.30

Since 1945 many changes have occurred involving the BLS’ construction of the CPI,
but its underlying hierarchical structure has been relatively stable. We now summarize
this hierarchical structure.

The identity and number of items sampled, and the weights used in aggregating
sampled items into increasingly comprehensive sub-indexes, constitute a hierarchical
structure of market baskets that the BLS changes infrequently. Based on data from its
Consumer Expenditure Surveys (CEX), the BLS identifies and defines a fixed ‘market

26 ys Department of Labor, Bureau of Labor Statistics (1992), Handbook of Methods, Bulletin 2414, p. 176.
27 Here we focus primarily on the CPI for All Urban Consumers (CPI-U), introduced in 1978 and repre-
sentative of the buying habits of about 80% of the US non-institutional population. An alternative index,
CPI-W (wage earners and clerical workers only), was introduced much earlier for use in wage negotiations,
and represents but 32% of the US population. The methodology for producing CPI-U is the same as that for
CPI-W.

28 Ethel D. Hoover (1961, p. 1175). Union criticism of the index was written up in a “Meany Report”. Also
see Persky (1998).

29 Hoover (1961, p. 1175). Hoover reports that from January 1941 to September 1945, the estimated down-
ward bias was 5 percentage points. Also see Samuel Weiss (1955).

30 Hoover (1961, fn. 2, p- 1175); also see Weiss (1955, p. 23). Incidentally, the Meany report argued that
“To most people, ‘cost of living’ means the amount of money a family spends. If it buys more food and finer
clothes, or moves to a roomier home, its cost of living goes up. That interpretation is so widespread that we
think the Bureau’s index is misnamed” (Meany Report, p. 18).
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basket’ of goods, employing a classification system known as the item structure. The
item structure has been updated approximately every ten years, the most recent being in
January 1998.

For example, based on data from the 1993-95 CEX, the BLS identified eight major
product groups of items for representation in the CPI beginning in January 1998: food
and beverages, housing, apparel and upkeep, education and communication, transporta-
tion, medical care, entertainment, and other goods and services. In turn, these major
groups are divided into 70 expenditures classes, which are disaggregated further into
211 item strata. Weights for the 211 item strata are fixed in between major revisions,
as are those for the higher level of aggregations of strata into expenditure classes, inter-
mediate aggregates, major groups and all items indexes. The CPI calculations are done
separately for 38 geographic areas.’!

CPI calculations are undertaken based on a modified Laspeyres price index. The
Laspeyres price index is a weighted sum of price relatives, where the weights are rev-
enue shares of each of the N item strata in the market basket. For month ¢, the Laspeyres
price index is:

N N
L= wiplpi/pin).  win = pingiv/ Y _ pivdib- &)
i=1 i=1
where p;; is the price of the ith item in time period ¢,i = 1, ..., N, p;p are base period

prices, g;» are fixed base period quantities, and w;,, is the fixed base period expenditure
weight. The term p;;/p;p is often called the “price relative” of good i. An attractive
feature of the Laspeyres index is that it is consistent in aggregation, i.e., one obtains the
same composite Laspeyres index by aggregating over all items simultaneously, or first
aggregating items into a set of sub-indexes, and then constructing a master aggregate
from the weighted sub-indexes.

Because the CPI has 211 item strata, the terms p;;/ pip in Equation (5) are in fact price
indexes, often called “basic components” or “elementary aggregates”. There are thou-
sands, perhaps millions, of “items” in a modern economy. Within each of the 211 item
strata, BLS takes a probability sample of the detailed items that are grouped together
into each of the item strata. For example, in the medical care component, there are
13 item strata. Based on a nonlinear programming optimization algorithm, the BLS de-
termines the optimal number of price quotes at the expenditure class level.>? For some
of the item strata (e.g., babysitting, car pooling), it is very difficult to obtain sample
price data; thus for 27 of the 211 item strata, the BLS does not sample prices, but in-
stead imputes prices from other goods and services in the same expenditure class.

31 Lane (1996, p. 22). Also see Ford and Ginsburg (1997, 1998). Several of these numbers have been revised
since publication of these articles. We thank Dennis Fixler for providing final updates.
32 This optimization problem and its implementation are discussed in Leaver et al. (1997).
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When a detailed item is selected for pricing in the CPI, a price for the exact same
item is collected at regular intervals, usually monthly or bi-monthly. These detailed
prices are formed into the basic component price indexes, which are the lowest level for
which price index information is published in the CPI.

To accommodate practical issues involving the fact that some products are discontin-
ued and cannot be repriced, that consumers’ point of purchasing items changes, and that
the CEX provide data on expenditures rather than prices, current BLS practice incorpo-
rates a number of modifications. The related issues are discussed in further detail in US
Department of Labor, Bureau of Labor Statistics (1997b, 1998) and in Moulton—Stewart
(1997).33 Here it is worth emphasizing that while weights may change for elementary
items within item strata (due in part to sample rotation), at the item strata level and
above the weights are fixed over time between major revisions, and thus for aggregate
price indexes at the level of item strata and higher, use of Equation (5) with its fixed
weights is essentially what is done by the BLS.

In 1997 the BLS began issuing a monthly experimental measure constructed with
use of the geometric mean formula for all index components at levels of aggregation
underneath the item strata. The geometric mean index permits limited substitutability
among products within the item strata. Provided that commodity substitution is the pri-
mary economic behavior that affects these lower level indexes, the difference between
geometric and arithmetic mean item strata indexes can be interpreted as a measure of
“lower level” substitution bias.>* This experimental index using geometric means ap-
pears to lower the growth of the all-items CPI by approximately one-quarter of one
percent per year.>

Recently the BLS announced that beginning in January 1999, the aggregating for-
mula for constructing most of the elementary aggregates (comprising approximately
61% of total consumer spending) will be moved over to a geometric mean. Medical
care CPI components are largely exceptions, however; all but prescription drugs, and
non-prescription drugs and medical supplies will continue to be constructed by the tra-
ditional arithmetic mean calculation.3® Note that for each of the more highly aggregated
211 item strata, fixed quantity weights will still be employed, reflecting the continuing
assumption of zero substitutability between these strata.

With this overview of the CPI hierarchical structure, weights, and aggregation for-
mulae as background, we now move on to a brief summary of the PPL

3.2. A brief summary of the PPI

The Producer Price Index (PPI) “measures average changes in selling prices received
by domestic producers for their output”.3” Before 1978 the BLS named this price series

33 Also see Moulton (1996) and Moulton—Moses (1997).

34 See Pollak (1998) for further discussion.

35 us Department of Labor, Bureau of Labor Statistics (1997a).

36 ys Department of Labor, Bureau of Labor Statistics (1998), updated in Eldridge (1998).
37 us Department of Labor, Bureau of Labor Statistics (1992, Bulletin 2414, p. 140).
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its Wholesale Price Index (WPI). The change in name to Producer Price Index empha-
sized that its conceptual foundations were based on prices received by producers from
whomever makes the first purchase, rather than on prices paid to wholesalers by retailers
or others further down in the distribution chain.>® At the same time, the structure of the
index was changed substantially. The old WPI corresponded, roughly, to the P in the
well known quantity theory of value expression, MV = PT. In this view of an inflation
index, all transactions mattered, so the WPI combined into one index the prices of, e.g.,
iron ore, steel and the automobile in which the steel was an input.>® The resulting sub-
stantial double counting in the WPI was regarded as a serious problem.*? In response,
the BLS converted the old price index to the concept of an industry output price index.*!
As aresult, the basic measurement unit for the PPI has become an industry — in the case
of medical care, hospitals, physicians’ offices and clinics, and nursing homes are each
separate industries. The PPI publishes separate price indexes for the outputs of each of
these industries.

The PPI is calculated monthly, and is usually published in the second or third week
following the reference month. The PPI involves pricing the output of domestic pro-
ducers, while the BLS’ International Price Program publishes price indexes for both
imports and exports.

The PPI program at the BLS takes as its definition of an industry that based on the
Standard Industrial Classification (SIC) code.*? Since its inception in 1902, the PPI has
focused heavily on the goods-producing sectors of the US economy, but ever since 1986,
in recognition of the growing importance of services in the US economy, the BLS has
gradually begun to broaden the PPI’s scope of coverage into the service sectors.

Currently the BLS does not calculate and publish an economy-wide aggregate goods
and services PPI, although it plans to do so beginning January 2002. Rather, PPIs are
published by industry (based on the SIC 4-digit industry code and higher levels of aggre-
gation), by commodity classification (by similarity of end use or material composition,
regardless of whether these products are classified as primary or secondary in their in-
dustry of origin, for fifteen major commodity groupings), and by stage of processing
(according to the class of buyer and the amount of physical processing or assembling
the products have undergone), separately for finished goods, intermediate materials, and
crude materials, both by commodity and industry classifications. Hereafter we focus pri-
marily on PPIs by industry.

Within each industry, the BLS calculates aggregate PPIs using the Laspeyres price
index formulae (see Equation (5) above). At the most disaggregated level of PPI price

38 Ibid, p. 141.

39 The WPI did not implement this theory completely, however, for it omitted nearly all service prices and
also transactions in financial and second-hand assets.

40 See Council on Wage and Price Stabillity (the “Ruggles Report™) (1977).

41 The implementation of an industry output price index was based on the theoretical model developed by
Fisher and Shell (1972), and amplified by Archibald (1977) and Diewert (1983).

42 Issues concerning how industries are defined and aggregated, as well as economic issues underlying the
SIC code system, are discussed in Triplett (1990).
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measurement (called the “cell index”), the BLS defines a price as “... the net revenue
accruing to a specified producing establishment from a specified kind of buyer for a
specified product shipped under specified transactions terms on a specified day of the
month”.*3 Prices are for output currently being provided or shipped, and not for order or
futures prices.** Although in general the BLS seeks transactions rather than list prices
for its price quotes, responses by firms are less cumbersome when list rather than trans-
actions prices are reported.*> Participation in the PPI by firms is on a voluntary basis.
As of December 1992, the overall PPI “productive” response rate was 63%.4°

The PPI is also based on a hierarchical system, though as noted above, unlike the case
of the CPI, currently there is no economy-wide measure of the PPI. The BLS constructs
and publishes aggregate PPIs for the total mining and total manufacturing industries, but
apparently because of a lack of sufficient coverage, the BLS does not currently publish
an aggregate PPI for total services; the BLS hopes to publish such an aggregate services
industry PPI by January 2002.%7

Price quotes from the most disaggregated cell indexes are aggregated via a Laspeyres
weighting scheme, where fixed weights are based on value of shipments data collected
primarily by the Bureau of the Census; industry net output weights are employed to
take account of intraindustry sales. The net output weights therefore vary with the level
of industry aggregation (e.g., four-digit to two-digit); the detailed industry flow data
required to distinguish net from gross output are derived for the most part from use
of input—output tables compiled by the Bureau of Economic Analysis. Beginning in
January 1996, industry price indexes have been calculated primarily with net output
weights based on 1987 input-output relationships. The 1992 input-output tables have
just recently been released, and the BLS envisages using them by the end of 1998 or
early 1999.48

With respect to the specific establishments and items sampled by the BLS in its PPI
program, the BLS currently draws a sample of items for each industry on average every
seven years or so, and then reprices this fixed set of items monthly until an entirely new
sample is drawn. Since 1978, the BLS has attempted to employ a sampling procedure
that makes the probability of selection be proportional to a product’s value of ship-
ments. Because it recognized that in some technologically dynamic industries a seven
year time lag between samples could result in a sample of products and services much
older and quite unrepresentative of market transactions, in 1996 the BLS announced

4 yus Department of Labor, Bureau of Labor Statistics (1992, ch. 16, p. 141). Net revenue is net of any
discounts as opposed to net of production costs.

44 Problems can emerge for industries in which a great proportion of currently shipped output is covered by
long-term price contracts, but for which “spot” prices differ from contracted prices.

45 us Department of Labor, Bureau of Labor Statistics (1992, ch. 16, pp. 141-142).

46 Catron and Murphy (1996, Table A-2, p. 31).

47 ys Department of Labor, Bureau of Labor Statistics, “Producer Price Index Coverage Expansion Plan”,
December 1996, p. 1.

48 Lawson (1997).
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that for certain industries, including pharmaceuticals and electronics, samples would be
supplemented at one or two-year intervals.*

Issues surrounding the reliability and possibility of biases in price index measure-
ment have recently received much less attention for the PPI than for the CPI. Use of
the Laspeyres weighting procedure, accounting for unmeasured quality changes, and
discontinuation and exit of sampled goods and services, raise issues which in many
respects are similar for the CPI and PPIL. On the other hand, a number of significant
differences exist between the CPI and PPI medical care components.

First, the lowest level of aggregation is defined differently in the two indexes: the
PPI is defined on four-digit SIC industries, and below that, the item detail is defined
specifically to each of the medical care industries (DRG major groups for the hospital
index, medical specialties for the physicians’ index, and so forth). The item strata in
the CPI are based on groups that, in principle, should correspond to consumer demand
categories.>’

Second, the frequency and nature of major revisions differ. The CPI has been revised
every ten to twelve years, when new weights are assigned based on the consumer expen-
diture survey. The PPI is normally rebased every five years, with weights drawn from
the economic censuses.”!

For the medical price indexes, another major difference exists between CPI and PPI.
In the case of the PPI, revenues and output prices collected from the sampled unit refer to
revenues from all sources — government, industry and final consumers. For the CPI, only
consumers’ out-of-pocket costs are included. Government expenditures made on behalf
of consumers and financed by taxes, and health expenditures by insurance companies
where employers (but not consumers directly) pay the premiums are out of scope for the
present definition of the CPI. We return to discuss this difference in scope in Section 3.4
below.

With these overview discussions of the CPI and PPI as general background, we now
move to consideration of issues of particular importance to medical care goods and
services. We begin with the MPPL.

3.3. PPIs for medical-related goods and services

As noted above, the BLS does not construct and publish a PPI for an aggregate of
services. Nor does the BLS publish a PPI for an aggregate consisting of medical-related
goods and services. Indeed, it is only within the last decade that the BLS, as part of its
increased effort to measure prices in the various service industries, has begun publishing
price indexes for hospital and physician services.

49 See Kanoza (1996).

30 See Lane (1996).

51 Another difference involves the length of time between collection of underlying sales revenue cen-
sus/expenditure survey data and the introduction of new weights into the Laspeyres index. For the PPI, this is
about one to two years, but for the CPI it has been about three to four years.
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Among the manufacturing industries associated with health care, the BLS has pub-
lished PPIs for some time for industries such as pharmaceuticals; hospital beds; medi-
cal books; surgical, medical and dental instruments and supplies; ophthalmic goods and
others. Among the service industries, separate PPIs for numerous health care related in-
dustries are a rather recent development. A PPI for health services was introduced by the
BLS effective 1994.12, that for offices and clinics of doctors of medicine in 1993.12,
for skilled and intermediate care facilities 1994.12, for hospitals in aggregate and by
type in 1992.12, and for medical laboratories in 1994.6.

If the BLS is ever to construct an aggregate MPPI, as with other industry aggregates, it
will need to distinguish net from gross output by industry, using some form of an input—
output matrix to measure inter- and intra-industry flows. Given the major changes in the
health care sectors over the last decade, including impacts from the growth of managed
care, it will of course be necessary to employ input—output matrices that are based on
much more recent data than the 1987 input—output matrix currently employed by the
BLS for defining net output in other industries. While the BLS plans to begin using
1992 input—output data beginning in late 1998, these data will already be six years out
of date, and much organizational and technological change has occurred in the health
care industries since 1992.

3.3.1. Output measurement in the MPPI

A central measurement issue in the construction of MPPIs involves the specification and
implementation of a concept of industry output. Although the PPI program utilizes the
four-digit SIC classification system to identify and define industries, this SIC structure
does not provide information enabling the BLS to define what is the appropriate real
output concept in medical care industries, and on how this output quantity and output
price can best be measured.’?> As we shall see, important problems also emerge when
medical treatments from distinct SIC industries are substituted for each other in treating
an illness or condition.

In the US, medical goods and services were traditionally paid for by fee-for-service
arrangements. In a fee-for-service context, a reasonable business procedure involves
identifying and separately billing for each particular component of medical care from,
say, a physician, a hospital and a pharmacy. The fee-for-service was essentially the price
for the inputs to medical care.

In 1983 the Health Care Financing Administration (HCFA) introduced major changes
in how general acute care hospitals treating Medicare patients were to be reimbursed.
Specifically, beginning in 1983 HCFA implemented a prospective payment system for
inpatient hospital care, whereby general acute care hospitals received a fixed payment
for almost every Medicare patient admission, regardless of the amount or duration of
services actually provided the patient. This prospective payment mechanism represented

52 For a discussion of the economic foundations underlying SIC definition, see Triplett (1990).
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a sharp departure from the retrospective cost-based accounting framework used for
many years.

Medicare prospective payment schedules are based on estimates of (average account-
ing) costs for the resources utilized in providing services for a typical patient in a given
geographical area being treated for a particular medical case. As of 1995 payments were
distinguished for treatments of 24 major diagnostic categories, which are broken down
further into 495 medical and surgical groupings, known as diagnostic related groups
(DRGs).>? The DRG prospective payment schedules have been updated regularly by
the Congress utilizing recommendations from HCFA and the Prospective Payment As-
sessment Commission (now the Medicare Payment Advisory Commission); updates
include changes in “medical costs” and case-mix indexing to account in part for secular
trends in upcoding, also known as “DRG creep.”

DRGs provide one possible output concept, and while DRGs in theory are applicable
to all populations, Medicare currently employs DRGs only to reimburse hospitals for
inpatient hospital care; many outpatient commodities (e.g., home health care) and ser-
vices for illnesses of the elderly, and particularly of the non-elderly, are not included in
the DRG system.>*

Classification schemes used for other services include version four of Current Proce-
dural Terminology (CPT4) codes, a list containing thousands of procedures for which
physicians and hospitals can bill; these CPT4 codes can be envisaged as inputs into the
treatment of an illness or condition.>

A systematic structure of diagnostic codes for illnesses and conditions is version nine
(now version ten) of the International Classification of Diseases (ICD-9).5¢ Relation-
ships among ICD-9, CPT4 and DRG codes are multifaceted. A single DRG encom-
passes treatment of somewhat arbitrary aggregations of distinct ICD-9 diagnoses, alter-
native combinations of CPT4 codes can be used in the treatment of a particular ICD-9
diagnosis, and a given CPT4 procedure can be used in the treatment of various ICD-
9 diagnoses. Other diagnostic-related systems used in setting risk-adjusted capitation
rates include the Ambulatory Care Group algorithm®’ and the Hierarchical Coexisting
Conditions model.

DRGs and their offspring represent the beginning of a structure which could facilitate
defining, measuring and pricing the output of medical care providers. In particular, the

53 A number of these 495 DRGs are no longer valid. For a recent list, see Prospective Payment Assessment
Commission (1995, Appendix E).

54 DRG weights have been calculated for non-elderly patients for Maryland, New Hampshire and New York,
but no DRG non-elderly weights exist based on national data. However, a limited number of private insurers
use DRGs for non-elderly beneficiaries, as do several state Medicaid programs. Also see footnote 61 below.
55 For a discussion of CPT4, see American Medical Association (1990).

56 ICD-9 codes are discussed and listed in US Department of Health and Human Services (1980). The ICD-9
system with clinical modifications is called ICD-9-CM, and it has recently been updated to version 10.

57 Weiner et al. (1996).

38 Ellis et al. (1996).
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output of a particular DRG billing involves the treatments for an episode of hospitaliza-
tion for a particular condition/diagnosis. Instead of pricing each of the components of a
hospitalization, with DRGs the composite bundle of hospital services is given a single
ex ante price.>

Along with the development of CPT4 and ICD codes, the notion of an episode of
illness or treatment has expanded far beyond the hospitalization realm, suggestive of
yet alternative ways of measuring medical care output. Numerous professional medical
associations, as well as the Agency for Health Care Policy and Research (AHCPR) — an
agency of the Public Health Service in the US Department of Health and Human Ser-
vices, have developed clinical practice guidelines and treatment protocols for various
illnesses and conditions. These treatment guidelines, which change over time, define
ex ante medically acceptable and often therapeutically similar bundles of treatment in-
volving medical inputs such as laboratory tests, pharmaceuticals, minutes of service
from physicians and other medical personnel, and various other inpatient and outpatient
procedures. Health insurance plans, hospitals and pharmaceutical companies have de-
veloped programs and protocols for the management of certain diseases. These disease
management programs implicitly, and sometimes explicitly, suggest outputs of the med-
ical sector that facilitate the pricing of treatment bundles and the accounting framework
for assigning payments to providers.®”

With this as background, we now turn to a discussion of how the BLS’ PPI program
has implemented medical care sector output price and quantity measurement, and how
it has built on the notion of DRG treatment episodes as output measures in the health
care sector. As noted earlier, within the last decade the BLS’s PPI program has made
major changes in, and introduced many new, health-care related PPIs. We begin with a
discussion of medical services — physicians and hospitals, and then we discuss selected
medical goods, such as pharmaceuticals.

3.3.1.1. Physicians’ services in the MPPI. The PPI program has initiated procedures
for constructing medical service PPIs at two rather aggregate levels, physician services
and hospital services. Each of these two classes of services in turn encompasses a variety
of more detailed physician and hospital service industries. In Table 1 we list the entire
set of detailed physician, hospital and medical laboratory industries in SIC 80 for which
the BLS is currently constructing health services sub-index PPIs.

With respect to offices and clinics of doctors of medicine (“physician services”), the
new BLS procedures distinguish Medicare from non-Medicare treatments Within the
non-Medicare treatments, multispecialty group practices are treated separately from one
and two physician practices and single specialty group practice, with the latter in turn
being broken down into nine specialties. For skilled and intermediate care facilities,
public payers are distinguished from private.

59 The Medicare payment scheme reserves 5% of its payments for outlier or exceptionally expensive cases.
At the margin, these are reimbursed on a cost basis.
60 See Triplett (1998b) for further discussion.
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Table 1
Sub-indexes of the health services PPI
Industry SIC code
Health Services 80
Offices and clinics of doctors of medicine 8011
Primary services 8011-P
Medicare treatments 8011-1
Non-Medicare treatments 8011-3
One and two physician practices and single
specialty group practices 8011-31
General/family practice 8011-311
Internal medicine 8011-312
General surgery and other surgical specialties 8011-313
Pediatrics 8011-314
Obstetrics/gynecology 8011-315
Radiology 8011-316
Psychiatry 8011-317
Anesthesiology 8011-318
Other Specialty 8011-319
Multispecialty group practices 8011-331
Skilled and intermediate care facilities 8053
Primary services 8053-P
Public payers 8053-101
Private payers 8053-301
Other receipts 8053-SM
Hospitals 806
General medical and surgical hospitals 8062
Primary services 8062-P
Inpatient treatments 8062-1
Medicare patients 8062-131
All medical diagnosis related groups 8062-13101
All surgical diagnosis related groups 8062-13103
Medicaid patients 8062-171
All other patients 8062-171
Diseases and disorders of the nervous system 8062-17101
Diseases and disorders of the eye 8062-17102
Diseases and disorders of the ear, nose, mouth and throat 8062-17103
Diseases and disorders of the respiratory system 8062-17104
Diseases and disorders of the circulatory system 8062-17105
Diseases and disorders of the digestive system 8062-17106
Diseases and disorders of the hepatobiliary system and pancreas 8062-17107
Diseases of the musculoskeletal system and connective tissue 8062-17108
Diseases and disorders of the skin, subcutaneous tissue and breast ~ 8062-17109
Endocrine, nutritional, and metabolic diseases and disorders 8062-17111
Diseases and disorders of the kidney and urinary tract 8062-17112
Diseases and disorders of the male reproductive system 8062-17113
Diseases and disorders of the female reproductive system 8062-17114
Pregnancy, chilbirth and puerperium 8062-17115

continued on next page
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Industry SIC code
Newborns and other neonates with conditions originating in the
perinatal period 8062-17116
Diseases and disorders of the blood and blood forming organs and
immunological disorders 8062-17117
Myeloproliferative diseases and disorders, and poorly differentiated
neoplasms 8062-17118
Infectious and parasitic diseases (systemic or unspecified sites) 8062-17119
Mental diseases and disorders 8062-17121
Alcohol/drug use and alcohol/drug induced organic mental disorders ~ 8062-17122
Injuries, poisonings and toxic effect of drugs 8062-17123
Burns 8062-17124
Factors influencing health status and other contacts with health
services 8062-17125
Outpatient treatments 8062-3
Medicare patients 8062-311
Medicaid patients 8062-331
All other patients 8062-351
Other receipts 8062-SM
Psychiatric hospitals 8063
Primary services 8063-P
Inpatient treatments 8063-1
Medicare patients 8063-101
Non-Medicare patients 8063-103
State and county hospitals 8063-10301
Private hospitals 8063-10303
Outpatient treatments 8063-2
Other receipts 8063-SM
Specialty hospitals, except psychiatric 8069
Primary services 8069-P
Inpatient treatments 8069-1
Rehabilitation hospitals 8069-101
Children’s hospitals 8069-104
Alcoholism and other chemical dependency hospitals 8069-107
Other specialty hospitals except psychiatric 8069-108
Outpatient treatments 8069-3
Other receipts 8069-SM
Medical laboratories 8071
Primary services 8071-P
Pathology and laboratory 8071-1
Urinalysis 8071-102
Chemistry, toxicology, and therapeutic drug monitoring 8071-103
Hematology 8071-104
Pathology 8071-107
Profiles and panels 8071-108
Radiological tests 8071-3
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The second principal sub-index within health services is hospital services. As is seen
in the bottom panel of Table 1, general medical and surgical hospitals are differentiated
from psychiatric hospitals, and specialty hospitals except psychiatric. Both inpatient
and outpatient treatments are separated into those involving Medicare patients, Medi-
caid patients and all other patients; for the non-Medicare and non-Medicaid inpatients,
hospital treatments are differentiated involving 23 distinct illnesses/diseases/conditions.

Development of the BLS’ PPIs for physician services has benefited considerably from
the prior implementation and common usage of the DRG, CPT4 and ICD classification
systems by insurers, hospitals, physicians, and other providers.®! Based on a sampling
universe including all physician practices in the US, the BLS employs probability sam-
pling stratified by size and specialty. The size of a physician practice is based on the
number of physicians in a given practice (not the number of employees, or revenues); the
sample is stratified further into nine single specialty categories and one multi-specialty
category. Initially in 19934 it was expected that the total number of physician practices
sampled would be about 400 and the number of quotes obtained would be about 1150,5%
but by mid-1997 only 158 units remained in sample, yielding 845 quotes.

Given the sampling unit, at the price quote initiation point in time, the BLS randomly
chooses a bill that measures the net prices paid to a physician’s practice for the entire set
of services or procedures provided during an office visit, distinguished by type of payer
(cash, third party insurance, Medicaid, Medicare, etc.).%* The physician’s output from
this visit is represented by the content of the patient’s bill, including all the CPT codes
associated with that visit. To ensure that the unique combinations of inputs listed on a
bill associate with a particular medical condition or surgical procedure, an association
which is critical for repricing, the BLS also employs the ICD system, a coding scheme
with which physician offices have considerable familiarity.®3

It is worth noting that the net transactions price by payer type requested by the BLS
represents the actual anticipated revenues, including discounts, and not billed charges
based on, for example, a “chargemaster”.

With this sample bill, the BLS contacts the sampled physician unit each month, and
asks it to reprice what the current net transactions prices would be for that particular
bundle/payer of services. Thus items on the sample bill remain fixed over time (between
major revisions), but item prices could change. Because transaction prices may vary
from private payer to private payer, this may present considerable difficulty in practice.

ol 1tis interesting to note, however, that in 1996 the percentage of preferred provider organizations reimburs-
ing hospitals by DRG-based methods was only 31.7% (80.2% used per diem methods), and that only 7.7% of
hospitals were reimbursed by PPOs using DRG-based methods. See Hoechst (1997, p. 86).

62 See US Department of Labor, Bureau of Labor Statistics, “A Description of the PPI Physician Services
Initiative”, not dated, p. 2.

63 Dennis Fixler and Mitch Ginsburg (1997, 1998).

64 According to Fixler and Ginsburg (1997, 1998), in 1996 12% of physician revenues came from Medicaid,
43% from private insurance, 18% from consumers’ out-of-pocket, and 27% from Medicare.

65 How the pattern of comorbidities is allocated in such cases is not clear.
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Indeed, some payers pay the physician in part or in whole by capitation, thereby making
the price for any specified mix of services arbitrary.

PPIs for physicians’ services have been published beginning December 1993.
Monthly repricing of physicians’ bills presents the BLS with numerous practical dif-
ficulties. In some cases, bills are purged from the physicians’ accounting system, and
therefore cannot be repriced; this has occurred for about 35 (4-5% of all) quotes each
year. In other cases, the reporter at the sample unit has refused to provide line by line
quotes; this has transpired for about 25 (3% of all) quotes each year.%

In addition to facing such repricing difficulties at physician practices continuing to
cooperate with the PPI, the BLS is operating in an environment in which the organi-
zation of physician practices has undergone dramatic changes in the last few years as
practices have been consolidated and sold to larger provider groups. Thus it is not sur-
prising that sample attrition for physicians services has been considerable. The impact
of this physician practice and bill repricing attrition on the representativeness of the
current sample frame is currently unknown.

Finally, in terms of quality change, serious difficulties remain, even with the use
of CPT codes. For example, if a new laboratory test becomes available that is more
sensitive, reliable and expensive, yet is used for diagnosis of the same condition and
has the same CPT code as its predecessor, it will be considered a price change.®” In
such a case, quality improvements will not be incorporated. On the other hand, if the
laboratory tests are read and examined by less experienced technicians having larger
error rates but price is constant, quality declines would be overlooked. Currently the
BLS makes no quality adjustments for the physician or laboratory services component
of the MPPL%8

3.3.1.2. Hospital services in the MPPI. 'We now turn to the PPI for hospital services,
which the BLS has published since its December 1992 base period. The hospital ser-
vices PPI measures anticipated net prices paid to hospitals for the entire bundle of ser-
vices received during a hospital stay, given the type of payer. The hospital’s output is
represented by the content of a patient’s bill, including all room, medical supplies, drugs
and ancillary services provided the patient during a single hospital stay; for an outpa-
tient visit, the hospital output is the anticipated net revenues to be received for medical
supplies, drugs and ancillary charges accruing from a single hospital visit.

As with the PPI for physicians’ services, the hospital service PPI attempts to be based
on patients’ bills that specify the purpose of the hospitalization, as recorded by ICD
codes; such an association is important so that repricing is based on a unique combina-
tion of inputs listed on the bill with a particular medical condition or surgical procedure.
This focus on hospitalization episode for a particular treatment is preferable to pricing

66 Fixler and Ginsburg (1997, 1998).

67 1f the CPT code changes, either a new bill will be constructed and repriced, or the new and old laboratory
test will be linked in.

68 For further discussion of quality adjustments, see Moulton and Moses (1997) and Nordhaus (1998).
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based on bed-days, drugs, tests, etc., irrespective of the patient’s illness. To take into
account the possibility that price per bed-day is increasing along with a reduction in av-
erage length of stay, when repricing the BLS’ PPI program now explicitly asks whether
the there has been a change in average length of stay for the hypothetical price quote. If
such a change has occurred, it is treated as a quality change, not simply a price change.
As of 1998, the change in average length of stay is the only adjustment the hospital PPI
makes for quality change.’

In principle, net transactions prices incorporate effects of discounts, and therefore are
not “list” or “chargemaster” prices. It is not known what proportion of transactions in
hospitals actually involve only list prices, list prices less certain adjustments, or capi-
tation, and how this has changed since, say, 1992. Although the BLS clearly seeks to
obtain price quotes based on net transactions prices, in a recent GAO report involving
the MCPI it was noted that only about 15% of the hospital price quotes obtained by the
BLS included discounts.”® In Catron and Murphy (1996), however, it is reported that
with the MPPI, 43.4% of the sampled inpatient price quotes and 64.6% of its outpatient
price quotes initially collected in 1992 were based on list prices.”' As with physician
services, capitation for hospitals raises further issues, for it calls into question the whole
basis of pricing, since it is based on health plan enrollment rather than use of hospital
services by any given patient.

The sampling frame for the hospital services PPI is based on a universe compiled
by the American Hospital Association, with the probability of a hospital being sampled
being proportional to its revenues.”?> The sample is stratified on the basis of size (mea-
sured by number of beds), public vs. private ownership, and type of medical specialty.
When initially implemented in 1992, given an expected voluntary response rate of 63%
(similar to that for other PPI industries), the expected sample size was 558, and the total
number of expected monthly price quotes was 2707. By mid-1997, however, the actual
sample size was 42% smaller at 322,73 while the number of quotes was 15% smaller at
2302.74

Once a hospital is identified as a sample unit, at the time of sample initiation the
BLS chooses a fixed subset of DRGs, and each hospital is then asked on a monthly
basis to report on net transactions prices of a single representative patient bill (typically,
the last patient bill on file for that DRG) for each of the randomly assigned DRGs.

69 Correspondence with Dennis Fixler.

70 United States Government Accounting Office (1996, p. 58).

71 Catron and Murphy (1996, Figure 1).

72 As noted by Catron and Murphy (1996, p. 25), Federal hospitals, such as those associated with the military,
Veterans Administration and the National Institutes of Health are excluded from both the CPI and PPI hospital
universe, because there are no measurable economic transactions between hospital and patient at these Federal
hospitals — many services are rendered free to the patient from a budget allocated to a Federal entity.

73 Fixler and Ginsburg (1997, 1998). The breakdown of actual vs. expected is 211 vs. 358 for general hospi-
tals, 39 of 75 for psychiatric hospitals, and 72 of 125 for specialty hospitals.

74 Ibid. The breakdown on actual vs. expected quotes is 1602 vs. 1889 for general hospitals, 209 vs. 283 for
psychiatric hospitals, and 72 vs. 125 for other specialty hospitals.



150 E.R. Berndt et al.

The DRGs are selected using selection probabilities proportional to expenditures in
each DRG based on HCFA and other data from a number of payer sources. Since the
identical treatment bundle is not always observed in subsequent months, BLS reporters
construct subsequent hypothetical DRG bundle prices by repricing the identical inputs.
BLS notes that when a particular hospital does not perform the targeted DRG service,
the hospital can instead provide quotes for several alternative DRGs listed by the BLS
on the Quote Assignment Sheet.”> Attrition in the BLS’s hospital repricing program is
likely to be affected by movement away from DRG billings by hospitals, particularly
for non-Medicare patients, and is therefore an important issue worthy of close scrutiny
in the very rapidly changing hospital marketplace.

It is also worth noting that in recent years, as hospital length of stay has fallen, the
use of post-acute care services such as skilled nursing facilities and rehabilitation units
has increased. Often these treatment centers are owned by and even physically located
in the hospital. Pricing a hospital stay may present a substantially biased picture of the
price of an episode of treatment.

Finally, as noted earlier, the PPI distinguishes as “industries” the “hospital industry”
and the “physicians’ office industry,” largely because the mixes of production processes
observed in these two types of establishments are, if not completely disjoint, at least
demonstrably not the identical set of production processes. On its own terms, this is
clearly reasonable. However, this industry distinction creates a substitution bias with
respect to an index for the purchasers of health care. Specifically, the problem that arises
is that from the purchasers’ vantage, the same “product” or service might be “produced”
by different industries or by different production processes. For example, with both
the physicians’ services and hospital services PPI, the nature of the fixed and itemized
components for the price quotes requested by the BLS does not permit major input
substitution for the treatment of a condition, such as changing the mix of psychotherapy
and psychotherapeutic drugs used for the treatment of acute phase depression. When
this occurs, even if the industry price indexes are in some sense measured correctly, the
PPI measures will miss the purchasers’ gain from shifting between different suppliers.

3.3.1.3. Medical products in the MPPI: pharmaceuticals. To this point we have dis-
cussed the services component of health care, rather than the goods or commodities
components. Although numerous manufacturing products are related to the provision of
health care, here we focus on one industry class that has received considerable treatment
to date and is perhaps the most significant medical goods industry, namely, prescription
pharmaceuticals.”®

5 Us Department of Labor, Bureau of Labor Statistics, “A Description of the PPI Hospital Services Initia-
tive”, not dated.

76 Since sampling and disaggregation procedures for prescription pharmaceuticals are very similar to that
in other PPI industries, we do not discuss construction of the pharmaceutical PPI in detail here. See Berndt,
Griliches and Rosett (1993), and the references cited therein, for further discussion.
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Prescription pharmaceuticals is a relatively research-intensive industry characterized
by a considerable number of new product introductions, and therefore it creates substan-
tial challenges for accurate price measurement. Not surprisingly, the BLS’ treatment of
prescription pharmaceuticals has long been the subject of controversy. As Dorothy Rice
and Loucele A. Horowitz noted thirty years ago, for many years the BLS sample tended
to focus excessively on old products: “Until 1960, only three prescribed drugs — peni-
cillin, a narcotic, and a non-narcotic — were included. In that year the list of prescripted
drugs was increased to 16 items.””” Describing the Stigler Commission’s Report of
1961, Rice—Horowitz noted that “The Subcommittee urged more prompt introductions
of new products — a matter of particular importance in the case of drugs and prescrip-
tions.””8

More recently, a detailed audit of the BLS’ PPI for prescription pharmaceuticals was
conducted by Berndt, Griliches and Rosett (1993), which was updated and extended by
Berndt—Greenberg (1995). Although these studies examined transactions at a slightly
different point in the distribution chain than does the PPI (transactions from wholesalers
to retail drug stores, rather than from manufacturers to their initial customer, typically
wholesalers), the Berndt et al. studies raised a number of significant issues. In particular,
three important findings from these studies were that: (i) the BLS oversampled older
goods and undersampled new and middle-aged pharmaceuticals; and (ii) prices of older
products increased more rapidly than those of products earlier on in their life cycle.”” As
a result, (iii) the BLS overstated prescription drug price inflation, by perhaps as much
as three percentage points a year over the 1986-91 time period. Corroborating evidence
has since been reported by others, including the BLS.30

Partly in response to this research, the BLS implemented a new sampling method by
which newer products are introduced more rapidly. Specifically, to compensate for the
age bias in the BLS prescription pharmaceutical sample, in 1995 the BLS linked in a
Supplement I sample of about 49 additional drugs newly approved by the FDA since
1992 (the original 1993 sample had 522 products from 92 manufacturers, but attrition
to 1995 reduced the 571 to 544), and included these in their sample effective December
1995. As noted by Kelly (1997), the resulting PPI with supplemental sampling rose
2.1% in 1996. Had this supplement not been introduced, the PPI would have risen 2.7%
(based on a BLS research index); in three of the 14 months since the introduction of the
supplement, price changes in the published index exceeded that of the research index.

77 Rice-Horowitz (1967, p. 14).

78 Rice-Horowitz (1967, p- 15). The Stigler Commission report is found in US Congress, Joint Economic
Activity (1961). Also see US Department of Health, Education and Welfare (1967, p. 35).

79 These findings were essentially anticipated almost thirty years earlier by John Gardner, Secretary of Health,
Education and Welfare. In his Report to the President, Gardner stated “It is difficult to adjust the drug com-
ponent of the CPI for the rapid changes in the character of the drugs prescribed. By the time a prescription
item is incorporated into the index, its price may have fallen to a lower level than in previous years.” US
Department of Health, Education and Welfare (1967, p. 35).

80 Kanoza (1996), Ristow (1996) and Kelly (1997).
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One year later the BLS constructed and linked in a Supplement II sample, bringing the
total number of observations to 561 (after additional attrition). As is noted by Kelly
(1997, p. 17), “In the 14 months since January 1996, the published index has risen
3.3%. Had Supplements I and II not been introduced, the index would have risen 4.1%.”
Apparently the BLS now plans to add supplements to this industry on an annual basis.

Another area in which the BLS MPPI has recently made substantial changes involves
generic drugs. Until several years ago, the BLS procedures for its pharmaceutical PPIs
treated generic drugs as entirely unrelated to their patented antecedents. Griliches and
Cockburn (1994) noted that generic drugs were a special case of the more general “new
goods” problem facing statistical agencies such as the BLS. Since the US Food and Drug
Administration certifies generics as being therapeutically equivalent to brand name ver-
sions of the same chemical entity, conventional problems encountered when valuing
new goods are much simpler with generic drugs. Griliches and Cockburn illustrated
the empirical significance of linking generic drugs to their patented antecedents (based
on an assumed uniform distribution of tastes between brands and generics), and con-
trasted their preferred price index construction procedure with that employed by the
BLS at that time. Based on data for two antibiotic drugs, Griliches—Cockburn showed
that with a Paasche approximation to the “true” index, using reservation prices based
on the uniform distribution yielded a price index 25% lower after two years than a
Tornqvist index that introduced generics as quickly as was feasible but treated them as
new goods, and was 36% lower than an index that mimicked the procedures then em-
ployed by the BLS. Several years later, Berndt, Cockburn and Griliches (1996) extended
the Griliches—Cockburn research and showed that for the entire class of antidepressant
drugs, the BLS’ overstatement of price inflation due to the way it handled generic drugs
was more than four percentage points per year from 1986 to 1996.8!

The BLS has announced major changes in how it treats generic drugs in its PPI; these
changes are summarized in Kanoza (1996) and Kelly (1997). In particular, effective
January 1996, for drugs in the BLS sample losing patent protection and experiencing
initial generic competition, the BLS split the fixed weight for that molecule into two
parts — 64.2% for the generic, and 35.8% for the brand. Thus the new BLS procedure
treated the composite molecule price change as a pure price change. The 64-36 percent-
ages were arrived at as a result of a BLS literature review on typical generic penetra-
tions following the expiration of patent protection. The percentage splits were the same
for all molecules, and were fixed over time. Beginning with the Supplement II sam-
ple introduced in late 1996, however, the BLS brand-generic split was based on actual
brand-generic dollar sales, using data purchased by the BLS from IMS America.5?

81 In both the Griliches—Cockburn and Berndt, Cockburn and Griliches studies, transactions were measured
at the point of wholesaler to drug store, and not at the initial point in the distribution chain, which is the focal
point for the PPIL.

82 The relative growth rates of the published and research PPIs for the pharmaceutical industry, discussed in
several earlier paragraphs, reflect the impacts of incorporating both new generics and new branded products
into the sample.
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There is one other curiosum involving the prescription pharmaceutical PPI. As noted
in Berndt, Cockburn and Griliches (1996), for historical reasons involving preferential
federal tax treatment, many US pharmaceutical firms currently manufacture drugs in
Puerto Rico; the Puerto Rican value of shipments for prescription pharmaceuticals is
roughly 20-25% of that on the mainland, and is likely to be higher for newer molecules.
For purposes of its PPI calculations, however, the BLS is mandated to treat Puerto Rico
as outside the US, and thus the PPI excludes all Puerto Rican production.

It turns out that how one deals with Puerto Rican economic accounts differs across
government statistical agencies, and even within the BLS. For example, the Bureau
of Economic Analysis’ national income and product accounts exclude Puerto Rican
production and that of other dependencies, but in the balance of payments accounts,
Puerto Rico is treated as domestic. The Census Bureau defines the US as the US customs
territory, which consists of the fifty states, DC and Puerto Rico, plus US foreign trade
zones and the US Virgin Islands. Within the BLS’ International Price Program (IPP),
Puerto Rico is considered as part of the US, and thus currently no IPP price quotes are
obtained for Puerto Rican pharmaceutical products shipped to the fifty United States.

The issue of how one treats Puerto Rican production is important to the reliability and
interpretation of the prescription drug PPI. If Puerto Rico is to be excluded, as is now
the case for the PPI, then to the extent public policy analysts and others seek to track
the price growth emanating from US producers (many of whom have chosen to produce
significantly in Puerto Rico), it will be necessary to collect and publish “import” price
series from Puerto Rico, and then to combine those data with the more narrowly defined
“domestic” mainland price series.®> Of total pharmaceutical shipments “imported” into
the US from throughout the world, it appears that about 15% emanate from Puerto
Rico.?*

3.4. Medical care products and services in the CPI and MCPI

Medical components of the CPI and PPI programs at the BLS have rather different
heritages. It is only within the last decade that the BLS’ PPI has extended coverage to a
wide variety of service industries, such as medical care. Thus, construction and design
of the recently introduced medical care-related PPIs, such as those for physicians’ and
hospitals’ services, have had the opportunity of benefiting from recent thinking and

83 One incentive for Puerto Rican production has been Section 936 of the Internal Revenue Code, which has
provided tax benefits to firms producing in Puerto Rico. It is worth noting that under the omnibus minimum
wage bill enacted by the US Congress in 1996, these tax incentives will be phased out over the next decade.
Thus it is possible that the empirical significance of this out of scope Puerto Rican production will gradually
decline. It is also worth noting that active ingredients of pharmaceuticals could be manufactured in Puerto
Rico, shipped to the domestic US, and then be encapsulated with inert materials into tablets and capsules in
the US In such a case, the BLS’ PPI program would consider it as within the scope of the PPIL.

84 See Table 2 in US Trade with Puerto Rico and US Possessions on the web site http://www.census.gov/prod/
3/98pubs/ft895-97.pdf. We thank Dennis Fixler of the BLS for providing information on this matter.
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PRICE INFLATION IN THE OVERALL CPI AND IN THE MEDICAL CPI, 1927-96
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Figure 1. Source: Getzen (1992) and US Bureau of Labor Statistics.

developments on what in fact are the outputs of the service industries, and how one
might measure prices in the context of rapidly changing market structure. By contrast,
the medical CPI has been published for a very long period of time, regularly since
1935.85

A remarkable fact in the BLS’ medical CPI is summarized in Figure 1.86 Since 1927,
the first year for which MCPI data are available, and for each decade since then, mea-
sured medical inflation has been greater than that for all goods and services.?” Over
the entire 1927-96 time period, the MCPI has risen at an average annual growth rate
(AAGR) of 4.59%, almost half again as large as the 3.24% for the overall CPI.

Beginning with its January 1998 major revisions, the BLS has regularly published
an aggregate medical care Consumer Price Index (MCPI), as well as price indexes
for nine of the thirteen item strata in the MCPI. Separate MCPIs are also published
for two expenditure groups (medical care commodities, and medical care services).
The four major sub-indexes of the MCPI, along with their 1993-95 percentage base
period weights within the aggregate MCPI, are prescription drugs (15.0%); nonpre-
scription drugs and medical supplies (7.6%); professional medical services (also called
physicians’ services, although dentists are included, 49.4%); hospital and related ser-
vices (23.0%); and health insurance (5.0%).38 Each of these price indexes is based on
consumers’ out-of-pocket expenditures (OOPs) including employees’ contribution to
employment-based insurance, and thereby excludes all payments by governments and
a portion of that from third party insurers. Any health insurance reimbursements for

85 For historical discussions, see Langford (1957) and Getzen (1992).

86 This table is taken from Berndt, Cockburn, Cocks et al. (1998).

87 However, for several years within the 1927-46 time period, year-to-year changes in the CPI were greater
than for the MCPI. See Getzen (1992) for a discussion.

88 Taken from Ina Kay Ford and Daniel H. Ginsburg (1997), Exhibit 2. By December 1997, these relative
importance weights were 14.6%, 7.2%, 50.0%, 23.8% and 4.5%, respectively.
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medical services received by a member of the sampled household are netted out to ob-
tain a net out-of-pocket expenditure.3? Only that portion of third party insurance paid
for out-of-pocket by consumers (and excluding employers’ contributions to employee
health insurance) is included within the scope of the MCPI%°

However, in constructing weights for the BLS” MCPI, the OOPs payments for health
insurance are in turn distributed into payments by insurers for medical services, med-
ical commodities, and health insurers’ retained earnings.”! Analogous to Equation (4)
above, for each MCPI component, OOPs plus the consumer-paid health insurance pre-
mium allocation yields a total component weight, which until recently was typically
applied to list prices paid by cash-paying customers. Note that over the last decade, ac-
tual transactions prices were frequently considerably less than list prices, particularly
as discounts to managed care organizations became more common.®? To the extent this
occurred, over that time period it is likely that measured MCPIs overstated true price
growth. However, particularly more recently, it is possible that discounts have become
smaller and less frequent, in which case use of list prices could understate true price
growth.

3.4.1. The item structure of the MCPI

The basic unit of the hierarchical CPI involves definitions of the item strata. Identifying
and defining item strata presents considerable difficulties, particularly when markets are
undergoing dramatic change during times within the approximately once-each-decade
major CPI revisions.

From January 1987 through January 1997, for example, the CPI hierarchical struc-
ture distinguished inpatient hospital services as an item stratum separate from outpatient
hospital services. Over this same period of time, cost containment efforts by managed
care and other health providers resulted in many surgical procedures being transformed
from inpatient to outpatient hospitalization. By shifting patients from inpatient to out-
patient surgeries, hospitals and insurers were frequently able to cut down on total costs.
Moreover, the average length of hospital stays declined over the 1987-97 time period,
as skilled nursing facility days and home health visits were substituted for hospital days.

One consequence of this change in place of service was that the case mix severity
in both inpatient and outpatient settings increased, resulting in greater costs for the av-
erage case in both settings, even as total inpatient plus outpatient costs decreased. The

89 Cardenas (1996a, p. 36).

90 We defer additional discussion of OOPs issues to later in this paper.

91 See Fixler (1996), Daugherty (1964), Ford and Sturm (1988) and Getzen (1992). In Ford (1995), for private
insurance the allocation is 39.7% for hospital services, 28.4% for physician services, 5.7% dental services,
eyeglasses and eye care services, 0.3%, services by other medical professionals (including home health care)
6.2%, prescription drugs and medical supplies 6.2% and nursing home care 0.6%. For Medicare Part B,
there is only a four component breakdown: outpatient hospital services, 27.2%, physicians’ services, 56.8%,
services by other medical professionals, 9.2%, and supplies and durable medical equipment, 6.8%. The BLS’s
treatment of pure health insurance has been criticized by the US Senate Finance Committee (1996).

92 On this see, for example, Dranove, Shanley and White (1991).
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mean inpatient severity likely increased, since the less complex and critical surgeries
were shifted to the outpatient venue, leaving only the more critical and complex surg-
eries as inpatient. The mean outpatient severity also likely increased over this time, for
outpatient surgeries were now being done on a much larger set of more complex patient
cases. Total costs of treatment, taking into account the substitution from inpatient to
outpatient, were lowered as a result.

It is illuminating to consider price index measurement implications of this cost-
containment approach employed by managed care. Because the BLS treated inpatient
and outpatient hospitalizations as distinct item strata, and because the result of the inpa-
tient to outpatient substitution resulted in greater severity/complexity for both inpatient
and outpatient services, price indexes for each item strata grew substantially, and given
fixed weights for these item strata, the aggregate hospitalization price index also grew,
even as total costs were likely to have decreased. Moreover, the CPI, though not the PPI,
priced hospital days. There average severity also grew, due to shorter stays. Although
empirical evidence is not available, we conjecture that over the January 1987-January
1998 time period, the BLS’ measured CPI inflation for hospitalization considerably
overstated true hospital inflation, because it failed to account for substitution from in-
patient to outpatient, and also failed to account for treatments involving greater severity
case mix in each component. This overstatement is consistent with the increased spread
of the MCPI over the CPI between 1986 and 1996 (Figure 1) at a time when increased
price competition should have decreased the spread.

The BLS has recognized the problem, and in January 1997, one year before its major
CPI revisions introduced in January 1998, it began treating the aggregate of hospital in-
patient and outpatient services as a single item stratum. It has also shifted to measuring
hospital services by the stay rather than by the day, and and it has classified inpatient and
outpatient hospital services as substratum indexes, similar to the elementary line items
discussed in Section 3.1 above.?? Information is not available, however, on how linking
is implemented when, for example, a shift occurs from inpatient to outpatient surgery.
Simple redefinition will not fully address the problem of inpatient-outpatient substitu-
tion, unless a satisfactory linking procedure is developed and implemented as well.

A number of other important changes have recently been introduced into the CPI
for hospital services, even before the 1997 and 1998 revisions. Until at least 1990, for
example, in most cases procedures for the MCPI involved pricing specific input items at
list prices, e.g., “chargemaster” fees for X-rays, laboratory tests, and physicians’ office
visits rather than at the average actual charge for treatment of, say, a child’s forearm
fracture to a managed care organization obtaining a hospital discount.”* According to
Cardenas (1996b), since 1993, when redrawing outlet and item samples, the BLS has
attempted to obtain quotes from hospitals for specific payers, thereby seeking to obtain

93 See Ford and Ginsburg (1997, 1998).
94 For further discussion, see Armknecht and Ginsburg (1992), Cardenas (1996b), Daugherty (1964), Ford
and Sturm (1988), and Ginsburg (1978).
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transactions rather than list prices. Cardenas (19964, p. 40) reports that “Employing the
sample rotation construct as the vehicle for increasing the number of transaction prices
in the CPI, however, has yielded slow progress to date.” According to the 1996 GAO
study cited above, only about 15% of the CPI hospital price quotes obtained by the BLS
included discounts.”>

Obtaining transaction rather than list prices is not an easy task, particularly since
with price discrimination and alternative pricing methods currently in the medical mar-
ketplace, there are frequently many transaction prices. Consider, for example, hospital
services. Some insurers pay for medical care on a per diem basis — one price per day to
cover all services provided. Other insurers pay on a DRG basis — one price per admis-
sion, differentiated only by the severity of the admission. And still other insurers pay
on a capitated basis — one price per patient per year, independent of the amount of ser-
vices the patient actually receives. Since the market has not settled on one basis of price,
appropriate price indexes must be able to handle payments using all of these methods.
Obtaining the transaction prices for all three methods will be difficult, particularly since
transaction prices are frequently considered highly proprietary and confidential by in-
surers. Moreover, since health plans have different bargaining power, the same provider
may negotiate varying per diem rates with alternative health plans. Note that these prob-
lems are not unique to the MCPI, but are relevant for the MPPI as well. Cooperation and
joint efforts by the MCPI and MPPI programs in securing price quotes could be very
fruitful.

Other recent changes implemented by the MCPI for hospitals involve item descrip-
tions. At one extreme, one can assume zero substitutability among medical care goods
and services for treatment of a condition, and simply take quotes of discrete hospi-
tal goods and services. An alternative, discussed above, is to employ DRGs. Although
the BLS apparently employed non-Medicare DRG prices in three states beginning in
1990, two of those states have since terminated their state-regulated DRG programs. As
of September 1992, approximately 6% of the CPI hospital quotes consisted of DRG
descriptions.”® According to Cardenas (1996a, p. 40), use of DRGs is problematic,
because “... a DRG treatment path can be wide-ranging, contingent upon the treat-
ing physicians’ approach”, e.g., coefficients of variation range from 0.30 to over 1.5,
thereby indicating considerable variation in the treatment strategies used to treat a case
as defined by a DRG.?’ Currently the BLS is instead considering use of a “package”
treatment, consisting of “highly standardized and tightly defined components and risk
factors” for conditions such as appendectomies, tonsillectomies and cataract surgery.
Details on how such treatment packages would be defined and how representativeness
would be ensured have not been released, nor have any data concerning the composition
and nature of hospital quotes being obtained by the BLS MCPI since the major revisions
of January 1998.

95 United States Government Accounting Office (1996, p. 58).
96 Cardenas (1996b, fn. 16, p. 42).
97 See Frank and Lave (1985).
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Our MCPI discussion to this point has focused on hospital services. We have not seen
comparable literature dealing with MCPIs for physician services, although informal
conversations with BLS personnel suggest to us that issues of item description, list vs.
transactions prices, and lack of quality adjustment are similar for physician and hospital
services.

Like the MPPI, the MCPI has a prescription drug component. Issues discussed earlier
in the context of the MPPI concerning the linking of prices of newly entering generic
drugs, just after branded drugs lose patent protection, to prices of their pioneer an-
tecedents apply here as well.

The MCPI program implemented changes involving generic drugs earlier than the
MPPI. Effective January 1995, procedures involving the MCPI prescription drug treat-
ment of generics changed considerably.”® For branded drugs in the CPI sample losing
patent protection, six months after patent expiration the BLS now follows a procedure
whereby branded and generic versions of the molecule are randomly selected, where the
probability of selection is proportional to the sales of each version of the drug during
the sixth month. If a generic substitute is selected, the entire price difference between
the original drug and its generic substitute is treated as a price change. Obviously, if the
branded version is selected, repricing will continue as before. Drugs entering the CPI
sample after their patent has expired would of course not be affected by this new pro-
cedure, since during the CPI sample rotation process generic versions would also have
had a chance of being selected. Note that use of a six month window is somewhat prob-
lematic, for in many cases considerable additional diffusion of generics occurs beyond
the six months immediately following patent expiration.”®

Finally, regarding sample sizes for the MCPI and its components, as of December
1996 the total number of MCPI current price quotes was 7891. This was broken down
as follows: prescription drugs, 687; internal and respiratory over the counter drugs, 354;
nonprescription medical equipment and supplies, 315; physicians’ services, 1304; den-
tal services, 867; eye care, 298; services by other medical professionals, 251; hospital
services, 3399; and nursing home services, 416.100

3.4.2. Weighting issues in the CPI and MCPI

As noted in Section 3.1 above, from January 1987 until January 1998, the item strata
weights employed by the BLS in its CPI program were those based on the 1982—-84
CEX; beginning January 1998, the new weights are those based on the 1993-95 CEX.
Thus weights used just before the most recent CPI revision were about fifteen years
out of date, and the newly introduced “current” weights were already almost four years
out of date at the time of unveiling. Up-to-date weights are particularly important in

98 See Armknecht, Moulton and Stewart (1994), and US Department of Labor, Bureau of Labor Statistics,
“Improvements to CPI Procedures: Prescription Drugs”, not dated.

99 See, for example, Berndt, Cockburn and Griliches (1996, Table 2, p. 152).

100 Ford and Ginsburg (1997, Exhibit 5).
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the case of medical care, where technological change may result in substantial shifts
across weighting categories. For example, Cutler et al. (1998a, 1998b) compare the old
CPI medical methodology (pricing the hospital room rate and other hospital inputs with
weights held fixed over a long time interval) with (i) a price index that priced the inputs
but reweighted annually, and (ii) a price index that was based on the cost of treating
heart attacks. The quantitative impact on the price index from annual reweighting was
greater than the impact of moving from pricing medical inputs to pricing the cost of
treating heart attacks.

In some goods and services markets characterized by relative tranquillity and stabil-
ity, it is possible that use of old weights in price index construction would not be prob-
lematic. In the health care goods and services markets, however, the last fifteen years
— indeed, the entire post World War II era — have been marked by dramatic changes
in the number and quality of products offered and consumed, the identity of the pay-
ers (cash vs. third party private or government payer), and in how and by whom the
services are provided (e.g., from inpatient to outpatient hospitalization, and from fee-
for-service to managed care). The pace of both institutional and technological change
has been particularly rapid in the health care sector. Moreover, the role of health care
expenditures in the overall consumer budget has changed considerably, in part because
the BLS’ measured MCPI has increased much more rapidly than that for the all-item
CPI (6.46% for the MCPI 1986-96, 3.65% for the all-item CPI-U over the same time
period).'”! We now examine some of the implications of these changes for CPI and
MCPI measurement.

In the CPI hierarchical system used from January 1987 until January 1998, seven ma-
jor product categories were represented, and in the 1998 revisions an eighth was added.
In column (1) of Table 2 we present 1982-84 CEX-based weights for the seven ma-
jor product categories when they were originally introduced into the 1987 Revision of
the Consumer Price Index. As is seen there, when the 1987 basket was introduced, the
Medical Care major product category received a weight of 4.80%. Because the BLS’
measured price of medical care rose more rapidly than that of the overall CPI, the im-
plicit budget share consistent with fixed 1982—84 base period quantity weights (inflat-
ing all base period quantities by CPI measured price changes) increased over time; as is
seen in column (2), by December 1995 the implicit relative importance of medical care
increased to 7.36%. This raises a number of very important issues.

First, data from other government agencies, such as the Health Care Financing Ad-
ministration (HCFA), indicate that national health expenditures as a proportion of GDP
are much higher than 7 + %; for example, Levit et al. (1998) report that in 1996, this
proportion was 13.6%. Why is the CPI weight for medical care so low?

One important reason for this difference is that the medical care CPI (MCPI) weight
reflects only a portion of total medical care outlays; others are discussed in Section 6
below. Specifically, the MCPI weight incorporates only direct out-of-pocket (OOP)

101 For a discussion of some of these changes, see Berndt, Cockburn, Cocks, Epstein and Griliches (1998).
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Table 2
Major product groups of items in the CPI 1982-84 weights, implicit relative importance and 1995
actual budget shares

Product group €))] 2) 3) @)
1982-84 Weights Implicit 1995 Implicit
in 1987 revision relative CEX relative

importance budget importance
1995.12 share 1997.12

Food and beverages 17.84% 17.33% 15.57% 16.31%

Housing 42.64% 41.35% 44.37% 39.56%

Apparel and upkeep 6.52% 5.52% 5.57% 4.94%

Transportation 18.70% 16.95% 18.47% 17.58%

Medical care 4.80% 7.36% 5.21% 5.61%

Entertainment 4.38% 4.37% 4.78% n/a

Recreation n/a n/a n/a 6.14%

Education and n/a n/a n/a 5.53%

communication

Other goods and services 5.13% 7.12% 5.74% 4.32%

Total 100% 100% 100% 100%

Sources: (1) US Department of Labor, Bureau of Labor Statistics, The Consumer Price Index: 1987
Revision, Report 736, January 1987, Figure 1, All Urban Consumers; (2) US Department of Labor,
Relative Importance of Components in the Consumer Price Index 1995, Bulletin 2476, February 1996,
All Urban Consumers; (3) United States Department of Labor, Bureau of Labor Statistics, Consumer
Expenditure Survey, 1995, Table 1300; (4) US Department of Labor, Bureau of Labor Statistics, Rela-
tive Importance of Components in the Consumer Price indexes: US city average, December 1997, Table
1 (New Series), CPI-Urban.

cash outlays, plus direct household purchases of health insurance (including Medicare
Part B), plus employee contributions to health insurance premiums purchased through
work. Significantly, the MCPI excludes employer health insurance premium contribu-
tions, treating them as a business expense; MCPI also excludes Medicare Part A, 75% of
Medicare Part B (the fraction paid from general government revenues), as well as Med-
icaid outlays. More generally, the MCPI excludes all government purchased medical
services on behalf of its citizens/residents, and weights and prices only those compo-
nents paid for out-of-pocket by consumers or from payroll deductions borne by em-
ployees.!%2 Given this conceptual foundation of the MCPI, it is therefore not surprising
that the MCPI weight is much smaller than the share of national health expenditures in
GDP. 103

102 For further discussion, see Armknecht and Ginsburg (1992), particularly pp. 124—142.

103 The appropriateness of this decomposition into employee out-of-pocket vs. employers’ contributions de-
pends in part on the incidence of the income tax, and the extent to which employees are willing to substitute
employers’ health insurance contributions for other forms of wage and non-wage compensation. While very
important, these issues are beyond the scope of this review. For a recent discussion, see Gruber (1997) and
Pauly (1997).
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Another issue is whether the implicit relative importance of the medical care compo-
nent in the CPI (column (2) of Table 2) accurately portrayed actual average consumer
budget shares in 1995. If the 1982-84 fixed quantity weights provide a poor approxi-
mation to actual quantity weights in, say, 1995, then these implicit relative importance
percentages could be unreliable and inaccurate as well, thereby compromising the ac-
curacy of the measured CPI and MCPI. Thus it is of interest to compare actual budget
shares with implicit relative importance percentages based on fixed weights.

Actual average budget share data based on the 1995 CEX, where budget shares are
weighted averages over the various geographical areas comprising the BLS sample, are
presented in column (3) of Table 2. As is seen there, the 1995 average budget share for
medical care items is 5.21%, which is substantially smaller — 2.15 percentage points,
about 29% — than the implicit relative importance of medical care items (7.36%) based
on the BLS’ fixed 1982—-84 quantity weights; alternatively, by 1995 BLS use of the fixed
weight index in its CPI resulted in the implicit relative importance of medical care being
about 41% larger (7.36 vs. 5.21%) than was warranted.

The implicit relative importance of the eight major CPI components in the recently
revised CPI, based on the 1993-95 CEX and updated to December 1997, are given in
the final column of Table 2. Interestingly, the new relative importance of medical care
is 5.61%. An implication of this is that because updated data from the 1993-95 CEX
replaced outdated data from the 1982-84 CEX, with the January 1998 revisions the
weight given medical care fell 1.75 percentage points from 7.36% to 5.61%, a relative
overstatement of 31%.

This overstatement of the health care relative importance is greater in the 1998 major
revision than it was for the major revision eleven years earlier in 1987. Then, as reported
by Ford and Sturm (1988), the corresponding overstatement in December 1986 was
5.74% vs. 4.66%,194 at 23% still substantial but considerably smaller than the 31%
overstatement in 1998.

There are at least three reasons why the actual budget shares could diverge so materi-
ally from implicit relative importance based on fixed quantity weights. First, the relative
quantity weights could have changed over time, reflecting non-zero price substitutabil-
ity inconsistent with the Laspeyres fixed-weight assumption. For example, it is possible
that efforts by managed health care organizations to contain medical expenditures have
resulted in physicians and hospitals performing a smaller number of laboratory tests,
scheduling fewer specialist physician visits, and shortening lengths of hospital stay.
Hence it is possible that as a result of growth in managed care and other cost contain-
ment methods, the relative quantities of medical care items for which consumers made
out-of-pocket expenditures has fallen since 1982-84.

Second, suppose that demand for health care had a zero price elasticity of demand. In
such a case, the divergence would simply reflect overstated medical care price inflation,
perhaps from failure to measure transactions prices accurately.

104 Ford and Sturm (1988, Table 1, p. 19).



162 E.R. Berndt et al.

Third, if however the demand price elasticity for medical care were greater than unity
(say, particularly for those components undergoing dramatic but not fully measured
quality change), then the implicit relative importance of these items would be greater
than the actual budget share, ceteris paribus.

Which of these three reasons, or what weighted combination, contributed to the diver-
gence between the actual 1995 budget shares and implicit relative importance requires
additional empirical research. Econometric studies of demand for health care such as
those based on the RAND Health Insurance Experiment report modest but price in-
elastic demand; it is worth noting that the experimental design of that study in effect
controlled for quality variations.'% Additional research that focused on price measures
incorporating quality change, and then evaluated the responsiveness of demand to qual-
ity changes, would be useful.!0®

These discrepancies between actual budget shares and implicit relative importance
values, resulting from the use of outdated CEX surveys, suggest that more frequent
weighting could considerably strengthen the reliability of the MCPI. The frequency of
such revisions does not necessarily need to be uniform across the entire CPI, but could
involve more frequent updatings in some major product groups such as medical care
than in others, e.g., housing. For the rapidly changing medical care sector, decennial
updates of weights with old weights having been fifteen years out of date before the new
revision occurs, results in price indexes whose accuracy and reliability can legitimately
be called into question.'?’

4. Related research on medical care price indexes

“... the average consumer of medical care is not as interested in the price of a
visit or a hospital day as he is in the total cost of an episode of illness.”

US Department of Health, Education and Welfare (1967, p. 13)

For quite some time now, health economists and government statisticians have made
recommendations concerning directions toward which the pricing of medical care ser-
vices should move, particularly concerning the definition of the item or product that is
to be priced. For example, already in 1962 Anne Scitovsky proposed

“. .. an index which would show changes, not in the costs of such items of medical
care such as drugs, physicians’ visits, and hospital rooms, but in the average costs
of the complete treatment of individual illnesses such as, for example, pneumonia,
appendicitis, or measles.”1%8

105 Gee Newhouse et al. (1993).

106 For discussion and references, see Ellison, Cockburn, Griliches and Hausman (1997).

107 Suggestions for implementing alternative weighting schemes with time — varying weights have been pro-
posed and evaluated by Shapiro and Wilcox (1997).

108 gee Scitovsky (1964), and related discussions in Scitovsky (1967).
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In Scitovsky (1967), this approach was implemented on an illustrative basis for five
medical conditions. Notably, in the 1950s and 1960s the BLS price indexes appeared to
have understated medical price inflation, in large part because physicians “customary”
pricing in an environment of extensive price discrimination began to change as the pro-
portion of patients covered by insurance increased.!%° Hence, the BLS’ alleged upwards
bias in measuring medical price inflation has not always been the indictment.

Shortcomings in the BLS” MCPI approach, and preference for the treatment episode-
outcomes adjusted approach to price measurement, have appeared steadily since 1967;
see, for example, the “Measuring Changes in the Price of Medical Care” chapter in
various editions of a well-known health economics textbook by Paul Feldstein (1979,
1983, 1988), as well as the Baxter Foundation Prize Address by Newhouse (1989).

More recently, price indexes for several specific medical treatments, taking outcomes
changes into account, have been constructed, thereby demonstrating again the feasibility
and importance of the Scitovsky approach. Using one data set of hospital claims from a
major teaching hospital and another very large data set consisting of Medicare claims,
Cutler, McClellan, Newhouse and Remler (1998a, 1998b), have contrasted input price
indexes for the cost of heart attack treatment that rise by 6.7% over 1983-94, with
an outcomes adjusted index that takes into account changing treatment regimens and
a conservative valuation for the extension of life expectancy attributable to new heart
attack treatments; the latter price index increases by only 2.3% per year (in real terms,
an annual decrease of 1.1%), implying a net upward bias of 4.4% per year for an MCPI-
like index.

Similarly, Shapiro and Wilcox (1996) have constructed a price index for cataract
surgery, 1969-93, and find that a CPI-like fixed weight input-based price index increases
by a factor of about nine; a preferred alternative price index incorporating realized re-
duced levels of hospital services (input changes), but ignoring any improvements in the
quality of medical outcomes, increases by only a factor of three, implying an annual
differential of 4.6%.

A number of other studies, based on retrospective medical claims data, provide addi-
tional evidence that implementation of disease or condition-specific measurement pro-
cedures that uses treatment episodes of care as a measure of output, is in fact feasible;
see, for example Berndt, Busch and Frank (1998) for treatment of depression, Cockburn
and Anis (1998) for rheumatoid arthritis, and Shapiro, Shapiro and Wilcox (1998) for
cataract surgery.

5. A new medical care expenditure price index based on episode

treatment costs
One could envision an ideal medical care price index as providing accurate and reliable
measures for use in at least five very important functions: (i) the measurement of qual-

ity of life; (ii) the deflation of nominal industry output for the calculation of real output

109 For further discussion, see Martin Feldstein (1969, 1970).
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and productivity growth; (iii) the indexing of health care benefits as a component of
employee compensation; (iv) the indexing of payments by health plans to providers of
medical care; and (v) the indexing of payments in government transfer programs. Un-
doubtedly, additional purposes can be envisaged. Unfortunately, these various functions
and purposes are very different, and there is no way a single index like the medical CPI
(or PPI) can provide an accurate and reliable basis for such diverse needs. The search
for a single price index that meets all these purposes is a futile one. But these diverse
needs are real and important. We recommend that rather than trying to change dramat-
ically the conceptual foundations and measurement procedures of the MCPI and MPPI
in an attempt to accommodate conflicting needs, that government statistical agencies
consider constructing and publishing, on an experimental basis, a new price index that
we tentatively call a medical care expenditure price index.

As we have discussed in considerable detail, the CPI and PPI medical price indexes
are very different, they correspond to distinct index number concepts, and thus the ap-
propriate uses to which they are applied must differ as well. The CPI is, in concept, a
fixed weight approximation to a cost-of-living (COL) index, where the COL index is
defined as follows: What is the minimum change in expenditure necessary to purchase
the set of market goods and services yielding the same standard of living as the set
of market-purchased goods and services consumed in the base period? The manner in
which the BLS has implemented this COL definition in the case of the medical care
CPI is to define the scope of the index to apply only to out-of-pocket expenditures. The
reasoning is that employer-provided medical insurance is a non-wage part of compen-
sation; BLS does not believe it to be appropriate to add consumption out of non-wage
compensation into the consumer expenditures that are defined, implicitly, to be relevant
to the wage part of compensation.!!?

Nevertheless, even if the CPI is continued to be defined to include only out-of-pocket
expenditures, there are many important purposes for which one needs a price index
covering all medical expenditures, no matter who (consumer, employer-provided health
insurance, or government) is the nominal payer. This, for example, would be the concept
of price change that one would want for most policy analytic purposes, such as contain-
ing medical care cost inflation, or examining the impact of new treatment technologies.

The PPI organizes and presents information by medical care industry, that is, hospi-
tals, physicians’ offices, nursing homes, pharmaceuticals, and so forth. The underlying
PPI concept is an industry output price index. This index is useful for a number of
purposes, e.g., comparing hospital price movements with the cost of hospital inputs
(though one of the great weaknesses of the US statistical system is its inadequacy of
information on industry input quantities and input prices). Moreover, the PPI is a price
index for domestic industries. It provides, for example, information about price move-
ments for domestically produced pharmaceuticals at the manufacturer’s level. But the

10 For discussion of the incidence of these employer-subsidized health benefits, see Pauly (1997) and Gruber
(1997).
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PPI is not a price index for all pharmaceuticals consumed in the US. It excludes, for
example, imported pharmaceuticals and also, because of a definitional oddity in the
US national accounts, pharmaceutical production in Puerto Rico. Additionally, the PPI
includes pharmaceuticals and medical devices that are produced in the US and sold
abroad.

Thus, just as the CPI does not provide a comprehensive price index for health care
to US purchasers, neither does the PPI provide this information. Even though the CPI
and PPI measures are useful on their own terms (and we are not asserting that these
measures are not useful or appropriate ones), there is a great lacuna in medical care
price information. The missing part, regrettably, is probably the part that is most vital
for medical care policy analysis, namely, the US needs a comprehensive medical care
price index for expenditures on medical care. Such a medical care expenditure price
index would apply to all purchases of medical care, and it would take into account, as
the present CPI and PPI do not, substitution by buyers or financiers of medical care
across providers or industries that produce medical care. In principle separate medical
care expenditure price indexes could be constructed for public and private sector expen-
ditures, and for the elderly. The medical care expenditure price index would cover all
consumption of medical care goods and services, be the providers/producers domestic
or from abroad. And it would, we believe, be profitably structured around determining
the costs of treating an episode of a representative set of illnesses or conditions.

As has been emphasized by, among others, Triplett (1998a, 1998b), complemen-
tary research efforts on health care outcomes by medical researchers involving cost-
effectiveness analyses, as well as the public availability of large retrospective health
claims data bases, now allow government statisticians and health economists to build on
others’ research that defines and identifies episodes of treatment. This research is par-
ticularly important were governments to initiate medical care expenditure price index
programs. Note that in principle, outcomes research can help somewhat in overcoming
the moral hazard problem underlying the failure of revealed preferences as measures of
willingness to pay in medical care markets. Together with retrospective claims data, the
outcomes studies provide a framework for identifying medical care outputs that incor-
porate quality change. What Anne Scitovsky proposed in 1962 and illustrated with a
small sample of conditions in 1967, and what US Health, Education and Welfare Sec-
retary John Gardner requested more generally in 1967, is clearly possible on a much
larger scale today.

Although in market-based economies the usual source of information for output mea-
surement is based on actual market transactions, use of medical outcomes data to define
measures of output implies an adjustment in thinking — to look outside of market trans-
actions to consider what medical resources actually do for health.''! A medical care
expenditure price index program should, to as great an extent as is feasible, combine
actual transactions data underlying treatment costs of episode of an illness, with out-
comes data from cost-effectiveness and related medical studies.

11 For further discussion, see Triplett (1998a, 1998b).
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It is likely that treatment episode price index measurement will need to be done at
a very disaggregated level of detail, for a finite number of representative illnesses or
conditions. The extent of medical care progress, as well as the underlying increases
in medical scientific knowledge, have varied considerably across illnesses and disor-
ders, with spectacular gains in treating conditions such as cataracts, retinal detachment,
schizophrenia and cystic fibrosis, but with apparently less progress for other conditions
such as rheumatoid arthritis, Alzheimer’s and the common cold. While the Hicksian
aggregation assumption of common proportional price changes over time across a va-
riety of products may be a useful approximation within a number of other industries,
for medical care it is not plausible. As suggested already in 1969 by Martin Feldstein,
for government statisticians and health economists to obtain useful measures of medical
care output, it would appear to be most useful to obtain a sample of “a representative
mix of illnesses”.!!? Research that helps identify an appropriate mix of illnesses and
their treatments, ones for which outcomes measures and/or published treatment guide-
lines are available, and ones for which sample sizes in retrospective claims data bases
are sufficiently large, would seem to be particularly helpful.

6. Medical care price indexes in the national income and product accounts

Reliable and accurate measurement of medical care price indexes is inherently difficult,
as we have seen. We now consider ways in which medical care transactions enter na-
tional economic accounts, including inter-industry flows and national health accounts,
as well as aggregate economy implications of possible mismeasurement of prices in the
medical care sector. We begin with some national accounting definitions and conven-
tions.

6.1. Medical expenditures in national accounts

National income accountants have long defined gross domestic product (GDP) as ag-
gregate final demand. GDP is composed of four components: personal consumption
expenditures (PCE), gross private domestic investment, including changes in invento-
ries (GPDI), net exports of goods and services (NEX), and government consumption
expenditures and gross investment (G). At the first stage of compilation of national ac-
counts, all of these components are expressed without inflation adjustment, in what is
usually termed “nominal” or “current value” GDP.

At the second stage, GDP and its components are adjusted for inflation, using price
indexes. After inflation adjustment, the components are referred to as “real”, as for
example, “real investment”. This language is intended to convey the notion that after
inflation adjustment, the change in real GDP (or its components) corresponds with a

12 M. Feldstein (1969, p. 363).
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change in quantities of output or of expenditures. To obtain measures of real PCE, for
example, national accountants typically deflate detailed components of household ex-
penditures (including medical expenditures) by price indexes, typically drawn from a
country’s consumer, or retail price indexes. We discuss some examples of this below.

When an economic transaction occurs, there is a buyer and a seller, and expenditures
equal receipts. Thus an alternative way of measuring nominal GDP is to focus on the
production or selling side of transactions, rather than on the purchasing or expenditure
side. National accountants also calculate GDP by aggregating sales by industry (in some
countries, including the US, they allocate GDP to industries, but the methodology is
similar).

To avoid double-counting, however, care must be taken to exclude from each indus-
try’s sales all intermediate purchases. For example, since steel is used in the production
of autos, counting the output of the steel mill and of the automobile manufacturing
plant would count twice the intermediate input into the automobile industry. The med-
ical care sector is no different from others. It purchases many intermediate inputs (e.g.,
heat, light, marketing services, diagnostic equipment). For a particular industry, nominal
gross product originating by industry (GPO) is calculated as sales (plus net changes in
inventories) less purchases of intermediate goods; this GPO calculation is often called
value added by industry. When nominal GPO by industry is aggregated across indus-
tries (including government), in theory one should obtain a number identical to nominal
GDP; in practice, there is typically a modest difference between measured GPO and
GDP, and this difference is called “statistical discrepancy”.

Matters become more complex once one contemplates conversion of nominal GDP to
real, inflation-adjusted GDP, by industry. Here procedures for treating government as a
set of industries differ greatly from those used for market-producing industries. For the
latter, a procedure called double deflation is commonly applied to the GPO numbers.
With double deflation, industry final sales are divided (deflated) by a price index (say,
an industry-specific producer price index), and then that industry’s intermediate good
purchases are also deflated by a price index (say, some other industry producer price
indexes). Real GDP by industry is then obtained by deducting deflated intermediate
purchases from deflated final sales.!!3

With the double deflation method, creating a real value added measure for the health
care sector requires reliable price indexes for health care output, and also reliable price

113 This step involves some index number complexities. In 1996 the US Bureau of Economic Analysis
switched to an aggregation procedure for real GDP known as the Fisher index. Other countries currently
retain the Laspeyres index number system for calculating real GDP, in a form similar to the one formerly used
in the US. For the Laspeyres system, the language in the text here (which implies addition and subtraction to
obtain value added) is descriptive. In the Fisher index number system, aggregations, including value added,
cannot be formed by simple additions and subtractions, but must be carried out in more complicated ways.
Exploring these index number issues for calculating real GDP takes us too far afield for purposes of this
survey. See Yuskavage (1996) for discussion and detailed references.
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indexes for health care inputs, such as pharmaceuticals and high-tech medical equip-
ment purchased by the hospital industry. As we have noted above, serious problems
surround the construction of price indexes for both medical outputs and medical inputs.

In contrast to private sector expenditures, for government expenditures, including
government provided health care, there are normally no sales and prices (when gov-
ernments do sell items, such as a government parking garage which is paid for from
its receipts, it is treated like any other “industry”). In the absence of government sales
and prices, national accountants normally value government “output” by government
purchases. The implications of this are important for countries in which the health care
sector is operated primarily by governments. Before discussing these implications, we
digress and comment on the US context.

6.2. The US context

In the US, medical care paid for directly by households (out of pocket expenditures) and
care that is paid for by insurance companies from premiums paid by employers, appear
in PCE (other health care expenditures are in GPDI and G). PCE accounts for about
65-70% of GDP. To obtain real measures of PCE, the Bureau of Economic Analysis
deflates PCE nominal values component by component. Although overall, price indexes
for most PCE components are based on the BLS CPI (about 70% of the weights in the
PCE employ CPI measures), since 1993 medical care in the PCE has also been deflated
by the new PPI medical care price indexes. For earlier years, the CPI medical care price
indexes are still used, since other historical price indexes are not available.

In recent years, the BEA’s implicit price deflator (IPD, the implicit aggregate deflator
obtained by dividing aggregate nominal PCE by aggregate real PCE) for aggregate PCE
has grown less rapidly than the BLS’ flagship consumer price index, the all-items CPI.
As noted by Fixler—Jaditz, for example, from 1992 to 1996 the difference was about
0.35% per year. Medical care accounts for part of this difference.

Fixler and Jaditz (1997) attempt to reconcile these two alternative measures of con-
sumption price growth, and focus in part on the role of medical prices. The PCE, as
we noted above, now employs a chained Fisher index procedure, rather than a fixed
weight Laspeyres. When the PCE is recomputed as a Laspeyres index with fixed 1992
weights, about one third of the difference between the CPI and the IPD (0.14 of 0.35%)
is removed. Thus use of chained rather than fixed weights is empirically significant.

Another source of difference is scope. Recall, for example, that the medical CPI is
based on out-of-pocket expenditures, whereas the PCE includes expenditures from third
party payers. Thus, physicians account for about 3.9% of total spending in the 1995
PCE, but only 1.9% in the CPI; the sum over all medical items accounted for 6.93% of
total 1992 spending in the CPI, but 18.98% in the PCE. Since 1993, the two indexes
differ not only in weights assigned to medical care (scope), but also in the way they
measure medical care prices. The MCPI appears in the CPI (until early 1997, measured
on the old basis), but the new medical care PPIs now enter the PCE.

Fixler-Jaditz find that for medical care items, both price and weight effects contribute
substantially to the difference between the IPD and CPI. CPI measures of medical prices
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have grown more rapidly than the PPI indexes used in the PCE (lowering the IPD rela-
tive to the CPI). The weight of medical care is larger in the PCE, influencing the differ-
ence in the same direction, since the PCE’s larger weight for medical care increases the
contribution of the lower PPI medical care price indexes on the IPD.

An alternative way to account for the contribution of medical care to GDP is through
GPO. The various detailed industries comprising the health services sector in the US
(two-digit industry code 80) have been listed in Table 1. As is noted in Yuskavage
(1996, Table 8), for the double deflation of the health services industries, beginning
in 1993 the BEA has deflated hospital sales and intermediate purchases by hospital-
related PPIs, whereas prior to 1993 they used the MCPI for hospital room, and an index
of input prices constructed by HCFA, which in turn were based on reweighted BLS
price indexes, as well as other indexes constructed by Data Resources, Inc.!'4 For other
non-hospital health services, BEA has employed various CPIs and HCFA indexes, al-
though price indexes for nursing homes and certain other health care industries are now
available as PPI indexes and have been incorporated into the US national accounts.

It is worth noting, incidentally, that although the importance of the medical care in-
dustry to the aggregate US economy is often approximated by analysts who compute
medical care expenditures as a percent of GDP, yielding numbers in recent years from
12—-14%, such a calculation can be misleading. As we noted above, there are numerous
intermediate inputs (heat, light, pharmaceuticals, marketing and accounting services, di-
agnostic equipment) that are double counted when one merely compares industry sales
to aggregate GDP. On a value added basis in current dollars, in 1996 the health services
sector was 5.9% of GDP.!13

Industry accounts can be used to calculate the productivity of the US health care
sector. Productivity of any industry is typically calculated as the ratio of the growth of
the industry’s real output to the growth of its inputs (also deflated to put them into real
terms). This is usually called “multifactor productivity” (other productivity concepts
also exist, but need not be discussed here).

Because the BEA measure of health services real output is obtained by double-
deflation methods relying on medical CPIs and (since 1993) medical PPIs, to the extent
that health care price inflation is over (under)-estimated by these price indexes, the real
GDP output of the health services sector is under (over)-stated as well. Because real
output is the numerator of the productivity ratio, measured productivity growth of the
health services sector is affected in the same direction — that is, if true medical care
price inflation is lower than measured medical care inflation, then measured medical
care productivity is also lower than true medical care productivity.

However, overstatement of input price growth (such as for pharmaceuticals and high-
tech medical equipment) operates in the other direction. Inputs are in the denominator of
the productivity ratio, so overstatement of their price growth results in understatement

114 See Health Care Financing Administration (1991).
151 um and Yuskavage (1997, Table 7, p. 28, line 69).
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of the growth in the industry’s real purchased inputs, and consequently overstatement
of industry productivity. Trajtenberg (1990) provides evidence that high-tech medical
equipment prices such as those for CT scanners have fallen very rapidly; government
price indexes for such equipment do not exist, and accordingly Trajtenberg’s research
suggests substantial overstatement of at least a portion of the health care sector’s capital
input prices. In addition, evidence that pharmaceutical price growth was overstated by
BLS price indexes was discussed above. Hence it is unclear a priori whether multifactor
productivity growth for health services is under- or over-stated by possible measurement
error in medical-related inputs and outputs.

BLS researchers William Gullickson and Michael Harper (1998) have estimated that
in the US health services sector, multifactor productivity growth from 1963-77, and
from 1977-93 averaged about —1.25% per year, that is, they estimate that medical care
productivity growth has been negative.!'® Economists typically deem negative produc-
tivity rates over such an extended period of time as being implausible (although similar
negative numbers have been reported by Murray (1992, 1997) for Sweden, using a much
different approach, as discussed below). When coupled to the probability that medical
care prices are upward biased during much of this period, these numbers might suggest
that errors in medical output price measurement might dominate errors in medical input
price measurement.

This leads Gullickson—Harper to engage in a hypothetical analysis, using a com-
plicated input-output framework that accounts appropriately for inter-industry flows.
Specifically, they ask, suppose that in fact there was zero productivity growth in health
services (rather than —1.25% per year) and that price mismeasurement was at fault,
what would have been the impact of this mismeasurement on total private business sec-
tor multifactor productivity growth? Gullickson—Harper find that if health services had
zero rather than —1.25% per year multifactor productivity growth, the corresponding
productivity growth of the private business sector in aggregate would have been 0.09%
greater per year, 1977-93. Since BLS measured productivity growth of the entire pri-
vate business sector averaged about 0.25% per year over that time period, zero health
services productivity growth would have raised that to about 0.34%.'17

Gullickson—Harper then repeat the analysis, but instead allow for 1% annual produc-
tivity growth in health services; the result is an increase in aggregate private business
sector productivity growth of 0.16% per year, from about 0.25% to 0.41%. These im-
pacts of possible mismeasurement in medical-related CPIs and PPIs on economy-wide
measures of economic performance are substantial, particularly when cumulated over
time.!18

116 Gullickson and Harper (1998, Table 4, p. 30).

17 Private business sector multifactor productivity growth is estimated by Gullickson-Harper as 0.2% per
year 1979-1990, and 0.4% between 1990-1994.

118 Over a fifteen year time span, the cumulative difference is about 67%—6.36% in productivity growth vs.
3.82%.
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In summary, measurement errors in medical-related CPIs and PPIs are likely to have
had a significant impact on aggregate measures of economic performance in the US,
in large part because medical care expenditures are relatively large, although as noted
above, on a value added basis, health services is but 5.9% of GDP in 1996.

6.3. National accounts issues outside the US

Outside the US the smaller size of the market health sector diminishes the role of price
indexes in economic accounting for health care. Nevertheless, even countries where the
predominant form of health care delivery is the public health care system have some
form of private health care expenditures. Direct consumer outlays for medical services
such as physician visits and non-prescription pharmaceuticals are not trivial, and in
some countries with predominantly public health care systems, the private health care
portion is growing. For a complete accounting for health care, price indexes for these
private purchases must be constructed.

In the UK, for example, the “Chemists’ Goods” portion of the Retail Price Index con-
tains non-prescription pain medicines and so forth, and National Health System charges,
private health insurance, and certain other health-related items are also included in the
index. Moreover, the treatment of UK National Health Service hospitals has recently
been changed, so they are now treated in the UK national accounts as government cor-
porations; accordingly, government health expenditures are treated as being purchased
from these corporations, which implies that a price index for hospital output is as rel-
evant in the UK as it is in the US. As Berman (1998) has noted, other high per capita
income countries, such as Australia, have significant health insurance sectors, and many
low and middle-income countries such as those in South America, Southeast Asia and
Eastern Europe have emerging private health insurance and private medical care pro-
vision. In the future, the need for accurate medical care price indexes for deflation in
national accounts is likely to become more urgent, so the research on US medical care
price indexes may become more relevant to the needs of other countries’ national ac-
counts.

As we have noted, for the US, national accounting for medical care makes exten-
sive use of price indexes because the US medical care system is predominantly one of
market provision of health care. Among OECD countries, the US is of course an out-
lier when one considers the proportionate roles of private and government provision of
medical services. In most OECD member countries, health care is provided largely by
the government sector. Price indexes for health care have little application for estimat-
ing the real value of health care output and expenditures when health care is provided
by the government, at no cost or at very low cost. Moreover, use of government bud-
geted prices and accounts in computing price indexes can introduce serious problems,
since transactions are typically not arms length. In the US, for example, this has led to
instability in the MPPI estimates, particularly in components where budgeted systems
dominate, e.g., public mental hospitals.

In those countries in which governments provide medical coverage, the impact of
changes in medical care service production on real GDP depends in large part on the
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methods employed for deflating government expenditures. In most countries’ national
accounts, government expenditures are deflated by price indexes for what the govern-
ment purchases, including wage rates. This carries over to deflation of government
health care systems.

If government health care expenditures are deflated by government wage rates
and other input prices, this essentially assumes away any productivity growth, be-
cause the numerator and the denominator of the productivity ratio are equal. No-
tice that if true, but unmeasured, government multifactor productivity growth is posi-
tive (negative), then real aggregate, economy-wide GDP growth is understated (over-
stated) when such a deflation procedure is employed. In some countries, an arbi-
trary allowance for government productivity (1% per year, for example) is inserted
into the national accounts, on the grounds that the unknown true government pro-
ductivity rate, if positive, would lift government output relative to inputs, and so the
arbitrary productivity number moves the measure of GDP in a positive direction.
Of course, if government productivity growth is in fact negative rather than posi-
tive, then a 1% “productivity correction” moves GDP in the wrong direction. There
is research that suggests this may be a real possibility. For example, Murray (1992,
1997) reports negative public sector multifactor productivity growth for Sweden, in-
cluding the provision of medical services, over the 1960-90 time period.

For government provided health care systems, an alternative approach to price index
deflation has been employed in several studies. Instead of deflating expenditures by a
price index to obtain a quantity (real output) measure, it has long been known that the
real output measure could in principle be measured directly by computing a quantity
index — weighting up quantities of government “output” activities, with weights derived
from the costs of these activities. Applying this alternative approach to medical care
requires specification of exactly what are the quantities of medical services, which is
symmetric to the problem of specifying what is the price of these services (discussed
earlier in this chapter).

One provocative set of studies is that by Murray (1992, 1997) for Sweden. Murray
used counts of numbers of patients admitted, inpatient bed days and outpatient vis-
its, and finds negative productivity growth for medical services. He noted that these
measures were not totally satisfactory: “Although the measures employed capture some
elements of quality like the shortening of hospital stays and the shift of work loads from
more costly clinics to less costly, there are shortcomings in the measures of output.’!1?

A related study is that by Barer and Evans (1983) for Canada, but unlike that by
Murray, it employs price indexes, constructed from historical list fee schedules, actual
billing patterns, and other government source data by the authors. Using employment
and salary data for hospital personnel, along with data on medical and surgical supplies,
drugs, and supplies and other expenses, Barer—Evans compute Paasche price indexes
for hospital services. Aggregate expenditure data for hospitals were then divided by this

119 Murray (1992, p. 534).
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hospital price index, to obtain measures of real hospital services. A significant portion
of growth in per diems over the 1960-80 time period was driven by increases in real re-
source inputs per day of care, which to Barer—Evans did not appear to reflect outcomes
improvements or changes in case and activity mix, although useful evidence on out-
comes and quality was generally unavailable. Barer—Evans conclude on a note similar
to that of Murray, stating: “We suggest that only unequivocal evidence of real improve-
ments in patient health outcomes can head off a conclusion of declining productivity in
this sector.”120

The pervasive problem in these various approaches is exactly analogous to the prob-
lem surrounding the “old” MCPI, which is that hospital days or visits to a physician’s
office are taken as the basic measurement unit of medical care quantities, even though
what can be done in a hospital day or in a physician’s office visit has changed. Advances
in medical care that improve patient outcomes, such as shorter recovery times, lower
death probabilities, less painful treatments with less severe side effects, are aspects of
medical treatment that are not properly captured by such basic quantity measures. Hei-
denreich and McClellan (1998), for example, show that the average number of days in
the hospital following a heart attack has fallen from fifteen to seven over a twenty-year
period ending in the mid 1990s in the US. If hospital days (not hospital days per treat-
ment) is the output measure, then the output of hospitals has decreased, when instead
one could make a persuasive case that, for this disease, output in a real sense should
have increased.

Triplett (1998a, 1998b) has suggested a variant on the direct quantity method for
measuring real output of the health care sector. Rather than beginning with expenditures
on hospitals and physicians’ offices (which is the starting point for present national
accounting systems, whether for market or government health care systems), Triplett
would begin economic accounting from “Cost of Disease” accounts, which have been
constructed for a number of countries [see Hodgson and Cohen (1998)]. Cost of disease
accounts assemble the direct costs of treating diseases, and they are organized, not by
funder and recipient of funds, but by aggregated categories of the ICD system discussed
earlier.

For market health care systems, the cost of treating, say, circulatory disease or heart
attacks could be deflated by a price index for heart attacks [such as that constructed by
Cutler, McClellan, Newhouse and Remler (1998a, 1998b)], or for circulatory disease
(which is now a component of the PPI in the US). For government health care systems,
a similar approach could be carried out from the quantity index side. Real output of
medical care could be formed from cost of disease accounts by counting quantities of
medical procedures (the number of heart bypass operations, say, or of appendectomies,
or of influenza shots), and weighting each procedure by its cost. Even if countries do
not charge patients directly for health care, national health care systems often do keep
track of the numbers of procedures and their costs (though sometimes not in the detail

120 Barer and Evans (1983, p. 770).
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that economists might prefer), and international concern for containment of health care
costs is now forcing enhancement of these data accounting systems.

Of course, the method suggested by Triplett does not obviate finding effective mea-
sures of medical outcomes. The “quality adjustment” for improvements in medical care
enters on the quantity side, rather than (as in the deflation case discussed earlier) on the
price index side. Nevertheless, this approach offers advantages over the current alterna-
tives for government provided health care systems, namely the assumption of zero (or
+1%) productivity growth, which is an inherent (and generally untenable) assumption
when government output is measured by government inputs.

In summary, to measure the output of the medical care sector — be it market or
government-based, the challenge is clear — obtain a credible measure of the output of
the medical care sector, the health of the population, or at least those who seek care.
Unfortunately, as other chapters in this Handbook make clear, this challenge is a diffi-
cult one. Health itself is multi-dimensional and changing over time; it is also affected by
many factors in addition to medical care. These difficulties ensure that price, output and
productivity measurement in medical care will continue to be imperfect. As the share of
medical care in GDP continues to grow, however, it will become even more important.

6.4. National health accounts

Before ending this chapter, we comment on the development of national health accounts
and their relation to national economic accounts. In addition to national accounts (which
measure GDP and its components), a number of countries now produce national health
accounts, sometimes referred to as “Satellite Accounts”. For example, in the US the
Health Care Financing Administration (HCFA) produces the US National Health Ac-
counts (NHA), and in France the Ministry of Health produces the Comptes de la Sante.
The World Bank is encouraging developing countries to undertake construction of such
accounts.

As part of the National Health Accounts, HCFA has constructed and published its
estimates of inflation-adjusted personal health care expenditures, using BLS Laspeyres
fixed weight price indexes, and a mix of BLS’s medical related CPIs and HCFA con-
structed input prices for hospitals and nursing homes.!'?! Unlike the BLS that weights
by consumers’ out-of-pocket expenditures, however, HCFA employs as weights the pro-
portion of personal health care expenditures that each component represented in the
1982 base year, where each weight incorporates the sum of direct consumer, private
third party payer and government expenditures.

While health accounts resemble national accounts, they are designed for somewhat
different purposes. Health accounts provide more detail on health care expenditures than
conveniently fits into systems of national accounts, and they are usually more compre-
hensive in what they count as health expenditures. The US NHA, for example, are the

121 gee, for example, Lazenby et al. (1992), Health Care Financing Administration (1991) and Federal Reg-
isters 63FR26290 (May 12, 1998) and 61FR29920 (June 2, 1997).



Ch. 3:  Medical Care Prices and Output 175

source for the usual statement that the US spends about 12—-14% of GDP on health care,
a number which is greater than GPO (value added, about 6%), because it is more com-
prehensive in what is included, and because the NHA do not deduct, as does GPO, the
intermediate purchases of the health care sector from the remainder of the economy.

More importantly, health accounts organize information on health care expenditures
around sources of health care financing and recipients of health care expenditures. They
are usually designed so that totals from health accounts can be related to totals in na-
tional economic accounts, but this principle is also sometimes violated for various rea-
sons.

In the US, a reconciliation project between HCFA and the Bureau of Economic Anal-
ysis (BEA) has recently been initiated to explain the differences between the NHA data
published by HCFA and health care industry data gathered and published by the BEA.
As noted by Sensenig and Wilcox (1998), hospital differences emerge because of vary-
ing treatments of government hospitals such as those from the Indian Health Service,
possible double counting of nursing homes in the NHA, source data (American Hospi-
tal Association annual survey vs. Census of Service Industries for benchmarks), as well
as definitions of revenues. The NHAs count revenues of non-health activities to health
care organizations (sales of hospital gift shops, for example) as if they were health ser-
vices, thereby potentially inflating hospital revenue and output. For physician services,
most of the difference is attributable to NHA inclusion of osteopaths and medical lab-
oratories that bill independently for their services, which are excluded by the BEA in
its PCE computations. Efforts are currently underway to more fully reconcile the NHA
and BEA accounts, and to correct inconsistencies.
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Abstract

Recent work has clarified the welfare implications of the application of cost-effectiveness
analysis to the allocation of health care. Although cost-effectiveness analysis shares

many similarities with cost-benefit analysis, it did not develop as an outgrowth of neo-

classical welfare economics. Consequently, even though the welfare implications of
public decisionmaking based on cost-benefit analysis have long been understood, until

recently the conditions under which decisions made on the basis of cost-effectiveness

criteria lead to potential Pareto improvement had received little attention.

This chapter describes the welfare economic foundations of cost-effectiveness analy-
sis and how such foundations can be applied to resolve controversies in the application
of the technique. It also discusses procedures for applying the technique, the circum-
stances under which decision rules based on cost-effectiveness analysis have desirable
welfare economic properties, the appropriate perspective for the analysis, and issues in
measuring outcomes. Even when standard welfare economic assumptions are not fully
accurate descriptions of the markets and conditions in which health care is delivered,
cost-effectiveness analysis can be a useful guide to allocation decisions.

Keywords

cost-effectiveness, welfare economic, cost-benefit, compensation principle,
pharmacoeconomic, quality-adjusted life years, von Neumann—Morgenstern utility,
sensitivity analysis
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1. Introduction

This chapter discusses the welfare economic foundations of cost-effectiveness (CE)
analysis. Although it is not a comprehensive review of the techniques of CE analy-
sis, the chapter addresses application as well as theory because the welfare economic
properties of decisions based on CE analysis necessarily depend upon the way that the
method is applied. In fact, application has stimulated much of the interest in the the-
oretical foundations of CE analysis. As government officials, private insurers, health
care providers, and others have begun to use CE analysis to inform decisions about the
adoption and allocation of specific health interventions, they have revealed the need to
improve and standardize its methods.

There is no doubt that CE analysis is potentially useful: by quantifying the tradeoffs
between resources consumed and health outcomes achieved with the use of specific
interventions, the technique can help physicians, health plans, insurers, government
agencies, and individuals to prioritize services and to allocate health care resources.
CE analysis aids such decisions by structuring comparisons among alternative interven-
tions. Meaningful comparisons, in turn, require standardization. Without standardiza-
tion, there can be no assurance that the results of a CE analysis of one set of interven-
tions will be comparable to the results of a study of a different set of interventions. Thus
the method must be valid, and it must be applied consistently. Perhaps the most impor-
tant contribution of an examination of welfare economic foundations is that it can help
ensure that any set of standards adopted for CE analysis will be logically consistent,
valid, and credible.

Several efforts around the world have sought to move the field of CE analysis for-
ward by strengthening the methodology and promoting standardization. Among these
are various governmental guidelines (such as Australian pharmacoeconomic guidelines
and those of Ontario), the European Community Concerted Action on the Harmoniza-
tion of the Methodology for Economic Evaluation of Health Technology (HARMET),
and the Panel on Cost-Effectiveness in Health and Medicine. The last group, sponsored
by the US Department of Health and Human Services, issued a comprehensive report in
1996 detailing recommendations for the application of CE analysis [Gold et al. (1996)].
The report distinguished between recommendations that had a strong theoretical jus-
tification and those that had no firm theoretical grounding, but were made to ensure
uniformity, usually based in part upon ease of implementation and other practical con-
siderations.

The advantages of methodological standardization in CE analysis are greatest when
the standards are selected with both rigor and transparency. To the extent that standards
are chosen arbitrarily, they merely ensure that diverse studies will use consistent — but
potentially invalid and misleading — methods. To develop recommendations that could
be justified from first principles, the Panel on Cost-Effectiveness in Health and Medicine
drew upon recent work on the welfare economic foundations of CE analysis. Since CE
analysis evolved largely outside the framework of welfare economics, an exploration of
the welfare economic foundations neither recapitulates nor parallels the history of the
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development of the approach. Yet by relating CE analysis to theoretical foundations it
is possible to illuminate the consequences of alternative methodological practices. For
example, there has been a longstanding controversy about future costs of health care:
Should costs that result solely from living longer, but otherwise are not directly influ-
enced by an intervention, be attributed to that intervention? Some investigators, such
as Weinstein and Stason (1977), have recommended always including such “unrelated”
future costs of care while others, such as Russell (1986), have urged the opposite. Pre-
sumably one of these practices is incorrect, and the persistence of two distinct practices
renders the results of different studies non-comparable. Other methodological contro-
versies are no easier to resolve, such as whether to incorporate time costs as dollar costs
(hence part of the numerator of the CE ratio), or as a reduction in the health outcome
like years of life (in the denominator). In cases such as these, which are discussed be-
low, methodological standardization offers the prospect of replacing a set of inconsistent
practices with a single correct method.

An exploration of the welfare theoretic foundations for CE analysis can provide a
rationale for selecting specific standards while deepening our understanding of the im-
plications of alternative methodological approaches. However, few attempts to explore
the theoretical foundations of CE analysis have been published. Both proponents and
critics of CE analysis have been skeptical of the value of some of the traditional stan-
dards of welfare economics, at least when applied to health care. To many economists,
the forms of market failure common in health care supply much of the rationale for ap-
plying a tool like CE analysis or CB analysis. But others are skeptical of the premises
and conclusions of welfare economics more generally, and see CE analysis as a method
to make policy decisions when market outcomes are unacceptable.

Some proponents of CE analysis have adopted an “extra-welfarist” perspective, ar-
guing that there are fundamental justifications for pursuing CE analysis without ref-
erence to welfare economics [see Hurley (2000)]. The assumptions and, some would
argue, the values underlying this perspective can be more general than under the typ-
ical welfare economic perspective. Proponents of the extra-welfarist perspective claim
that improvement of health is a primary goal of social policy, a goal whose value is
self-evident and does not depend upon the maximization of individual utility functions.
They do not necessarily accept the arguments of social welfare (e.g., the prominence of
individual consumption of goods and services) that are typical in formulations proposed
by economists, nor do they accept the typical assumptions made. For extra-welfarists,
CE analysis offers a way for a social decision maker to learn how to obtain the greatest
health effect from a specified expenditure, or to find the lowest-cost approach to achieve
a given health effect. It is unnecessary to ask whether an allocation based on CE analysis
leads to a potential Pareto improvement or a Pareto-optimal distribution.

Although this perspective makes it possible to analyze the optimal allocation of health
resources without accepting the full range of welfare economic assumptions, it has
other limitations. By eschewing any claim to justification on the basis of a more funda-
mental framework, the extra-welfarist perspective requires acceptance of the principle
that maximizing quality-adjusted life years or another specific health outcome measure
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should be the goal of health care provision. Acceptance of a specific measure is much
more problematic than accepting the general concept that improvement in health is a
social good. Results from a study using QALY as the health measure may differ from
those that measure health in terms of longevity. Usually, the validity of the health out-
come measure must be assumed rather than tested. The extra-welfarist approach can
determine the best measure of health outcomes by appeal to political processes. But
to the extent that it rejects market and personal valuations of health improvements, the
extra-welfarist approach cannot appeal to a more fundamental set of principles to re-
solve whether one measure of health outcomes is more valid than another. Nor is it easy
to use this approach to evaluate tradeoffs between health and other social goods, such as
education, nutrition, or other aspects of well-being. Finally, it provides no direct mech-
anism for resolving certain economic issues — such as what constitutes a cost, and how
cost should be measured.

In contrast to the extra-welfarist perspective, this chapter uses a welfare economic
framework to address questions of standardization. The fundamental question underly-
ing our approach is simple: does decision making based on CE analysis, carried out a
specific way, lead to a distribution of resources that has desirable social welfare proper-
ties? In other words, does a ranking of alternative uses of health resources based on CE
analysis lead to an allocation that improves welfare? The answer depends on the way
that CE analysis is performed, the way the results are used, and the definition of social
welfare improvement.

To economists familiar with cost-benefit (CB) analysis, these questions imply an-
other: Why perform CE analysis, rather than CB analysis, whose economic foundations
and social welfare implications are well known? In some circumstances they appear to
give nearly equivalent results [Phelps and Mushlin (1991)]. However, in principle, CB
analysis is more general than CE analysis [Kenkel (1997)]. Furthermore, CE and CB
analysis grew from different historical traditions and have been adopted for different
reasons. CB analysis requires placing dollar valuations on the outcomes of any program
or intervention. In the context of health and medical care, making that valuation can be
equivalent to placing a dollar value on a human life (or, more precisely, on changes in
the probability distribution of the length or quality of human life). To many in the worlds
of medicine and of public health, any attempt to place a value on a human life — even if
it is usually a valuation of a small change in the probability of death or a change in the
distribution of expected mortality, rather than an attempt to put a price on an identified
individual’s life [Schelling (1968)] — is anathema. Thus most “economic” evaluations
in health care have applied CE analysis, which limits the analyst’s responsibility to pro-
viding information about the efficiency with which alternative strategies achieve health
effects. The often implicit task of placing monetary valuations on health outcomes falls
upon decisionmakers and others who read the analyses.

The fundamental differences between the techniques may also reflect the contexts in
which they developed. CB analysis was developed primarily to assist in making deci-
sions about the provision of public goods. Although CE analysis has also been used to
evaluate public health measures that are public goods or create externalities (e.g., vacci-
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nation programs), it is more often used for the evaluation of private goods and services.
The reason to apply formal analysis in this context is that information in health care
is imperfect and often asymmetric. Asymmetry is common because the producers of
health care, consumers, and payers possess different amounts of information about the
benefits, risks, costs, and other characteristics of health services. Although limited and
asymmetric information is an issue in some contexts in which CB analysis has been ap-
plied, nonexcludability and nonrivalry in consumption are the forms of market failure
chiefly responsible for the popularity of CB analysis. CE analysis, in contrast, assists
patients and their agents in making decisions about health care, which is generally a
private good (with some notable exceptions, such as infectious disease control). Both
physicians and insurers can act as agents for patients; although the primary function
of insurance is risk-spreading, health insurers reimburse for services used rather than
making lump sum payments. Consequently, a health insurer should also assure that op-
timality is achieved in health care consumption by designing coverage and reimburse-
ment so that the marginal utilities of health care dollars are equated across patients and
interventions. CE analysis is a technique for doing so.

Information provided by CE analysis is important in two ways: First, health care is
valued insofar as it improves health and well-being, not for intrinsic characteristics of
the health services. The relationship between the use of a medical intervention and im-
proved health outcomes may not be known to the individual patient or physician. CE
analysis can reveal how much value the patient will obtain for a given expenditure on
a health intervention. Second, as Pauly (1968) has noted, nearly all forms of health in-
surance are subject to moral hazard. Once an enrolled individual has a disease or other
health condition, he or she would prefer to consume it to the point at which the marginal
benefit equals the marginal cost to his or her patient. Because insurance lowers the pa-
tient’s share to a small fraction of the full marginal cost (the fraction usually determined
by a fixed usage fee, percentage copayment, or deductible), insurance ordinarily results
in overconsumption. Ex ante, an individual would prefer actuarially fair insurance which
guaranteed that care would be provided to the point at which marginal cost (insurance
payment and copayment combined) equaled marginal benefit over insurance that was
subject to moral hazard. Use of CE analysis to allocate care (usually based on coverage
decisions) might help limit moral hazard by overcoming informational limitations.

In theory, the use of CE analysis to address moral hazard is straightforward. Con-
sider a world of (near) perfect information. That is, effectiveness and costs of treatment
are known, but information is not sufficiently inexpensive to enable insurers to monitor
and overcome moral hazard. What would the ideal health insurance plan attempt to do?
Risk-averse individuals desire insurance for the usual reasons. They might also want
the insurer to act as their agent in deciding how much and what kinds of health care
each should receive (or equivalently, the enrollees would commit to accept levels and
types of care that met a net benefit criterion as long as the premiums were actuarially
fair). Assume further that every potential subscriber to the insurance plan has the same
ex ante probability of experiencing each possible stream of health outcomes, so that the
prospects of each are equal, as behind the Rawlsian veil of ignorance [Rawls (1971)].
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Under these circumstances, if the insurer could act as a perfect agent for the consumer,
it would attempt to set the marginal benefits equal to the marginal costs of each inter-
vention, but the marginal cost would be at the point of purchase of the intervention. That
is, unless the insurer were a monopsonist, the cost would be the price paid (which in
turn would be the sum of the insurer’s payment and the copayment). This perspective
adds insurer costs to the patient perspective that only includes out-of-pocket costs.

The same logic applies to a provider that acts as an insurer, such as a health mainte-
nance organization. However, for services that the provider produces itself, the relevant
price is the marginal cost defined over the suitable time horizon. A government program
that intended to maximize the welfare of the citizens it serves would use a CE criterion
on similar grounds. In each case, it would be optimal to equate the CE ratios of inter-
ventions used at the margin, using marginal costs that the program bears — that is, the
prices that it actually pays.

To the extent that consensus about specific social welfare criteria is lacking, not ev-
eryone will be persuaded by an appeal to welfare economic foundations. Some writ-
ers have criticized the utilitarian viewpoint that they believe to be embedded in this
approach. The justification for CE analysis on this basis is indeed rooted in the com-
pensation principle (or Kaldor-Hicks criterion) of CB analysis [Hicks (1939), Kaldor
(1939)]. This principle states that we should undertake a project if and only if its net
benefits are positive, since then those who gain from such a project gain by enough to
compensate those who lose. If the losers are compensated, nobody is made worse off by
the project, and someone is made better off. Thus the term potential Pareto improvement
— the project could result in an actual Pareto improvement if the winners compensated
the losers. Since a precisely compensating reallocation is unlikely to occur, this criterion
is less compelling than Pareto improvement, since a project that produces positive net
benefit would make people who shared the costs but not the benefits worse off.

The chapter is organized as follows. The first section briefly describes the basics of
CE analysis and how it can be applied to aid decisions about the allocation of health
resources. The chapter then turns to the potential welfare economic foundations of CE
analysis, drawing heavily on my work with Charles Phelps. The chapter then addresses
specific issues in carrying out CE analysis, such as which costs to include, whose per-
spective matters in the analysis, and how health outcomes are measured. It demon-
strates how a welfare economic foundation can help resolve ambiguities and uncertain-
ties about the application of CE analysis. The chapter also discusses the limitations of
such an approach, which indeed reflect limitations of CE analysis as an analytic frame-
work. Finally, it addresses unresolved issues such as the difficulties in using the results
of CE analysis to make health policy at the societal or group level.

2. Cost-effectiveness analysis for decision making

How useful and valid are the results of CE analysis if its purpose is to improve the
well-being of a population by guiding the allocation of health care resources? Making
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this judgment requires choosing a benchmark for well-being and an explicit statement
about how CE analysis can be used to achieve the welfare objectives. Major published
recommendations for the use of CE analysis in guiding decisions state that it must be
weighed with a variety of political, distributional and practical considerations. The in-
formation that CE analysis contributes is summarized by the CE ratio. The CE ratio is
a cost per unit health effect achieved by using a particular health intervention. The CE
ratio demonstrates which uses of health resources will provide health most efficiently;
by first using interventions that have the lowest CE ratio, i.e., that produce the great-
est effect from a specific expenditure, it is possible to obtain the greatest overall health
effect from a limited budget for health care. Recent work on welfare foundations of
CE analysis has used standard neoclassical welfare economic formulations to examine
whether implementation of CE analysis in this way (i.e., using different interventions to
the point that their incremental CE ratios are equal at the margin) leads to the same al-
locations as the ones that result from individual utility maximization subject to income
constraints.

To explore these issues further requires knowing precisely what the CE ratio repre-
sents and how it is calculated. As one might expect, the closer the connection between
the health outcome and individual welfare, the more plausible the claim that allocations
based on CE criteria maximize welfare.

Several authoritative textbooks and reviews have described the general approach for
performing a CE analysis; see, for example, Drummond et al. (1997), Gold et al. (1996),
Weinstein and Stason (1977). I briefly summarize the approach here.

First, the intervention to be studied, along with alternative interventions to which it is
being compared, must be defined. One of the alternatives might be “doing nothing,” or
applying no specific intervention. This has been the principal alternative considered in
many CE analyses. Yet a CE analysis based on a comparison with this alternative is not
always informative, since the comparison should be between relevant choices, such as
two treatments or diagnostic approaches that clinicians or policymakers would consider
to be the most promising. Little can be learned from a CE analysis that compares an
intervention with placebo when placebo is not considered a reasonable option. The CE
ratio for a comparison with placebo can be favorable even when the intervention in
question is in every respect inferior to one or more commonly used alternatives. Several
medications, for example, are both effective and cost-effective when used to treat adults
with moderately elevated blood pressure. The relevant question for a new blood pressure
medication is how it compares to another promising medication, or to others that are
well-established, rather than how it compares to the abandoned approach of forgoing
treatment.

After we choose the intervention and alternative to be studied, we must assemble
several elements of the CE analysis to calculate the incremental (or marginal) CE ratio.
Throughout this chapter, the term CE ratio refers to the incremental CE ratio, unless oth-
erwise specified. The term incremental is used rather than marginal to avoid confusion
with the term marginal cost, which is usually the preferred measure of opportunity cost
in CE analysis. Incremental refers to differences between two interventions; since the
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comparison does not always involve an infinitesimal change in costs and effectiveness,
the term “marginal” can be misleading.

Let the subscripts 1 and 0 denote the intervention under study and the alternative to
which it is compared, respectively. If C; and Cy are the net present values of costs that
result when the intervention and alternatives are used, and E; and E( their respective
health outcomes, the incremental CE ratio is simply

Ci—C
CE ratio = —— =2 (1
Ei—Ey

This ratio, which is a cost per unit incremental health effect, is often used as a measure
of value. The CE ratio of the intervention under study is compared to the CE ratios of
other commonly used forms of medical care; if it is relatively low, the intervention under
study is considered to be a good value. Note that the intervention and alternative can be
two different intensities of the same treatment (e.g., dosage of a drug), and that the CE
ratio can be defined as an infinitesimal charge. The continuously valued approach to the
CE ratio underlies the analysis of Section 3.

The elements of the numerator of the CE ratio, or the incremental cost of the in-
tervention, are discussed below. There is consensus that C1 and Cq should represent
net present values, but the specific content of these numbers is controversial. Much of
the literature has used formulations similar to that of Weinstein and Stason, who stated
that net health care costs consist of “all direct medical and health care costs [including]
costs of hospitalization, physician time, medications, laboratory services, counseling,
and other ancillary services.” In addition, the costs include those “associated with the
adverse side effects of treatment,” the (negative) costs from “savings in health care,
rehabilitation and custodial costs due to the prevention or alleviation of disease,” and
“the costs of treating diseases that would not have occurred if the patient had not lived
longer as a result of the original treatment” [Weinstein and Stason (1977, p. 718)].
Many studies have attempted to measure costs by including these categories. Some ex-
perts exclude those that arise solely from living longer, as previously noted. Others have
included additional costs, such as “indirect” or “productivity” costs (i.e., time costs of
treatment and/or disease, lost wages, and so on) and consumption expenditures. The
Panel on Cost-Effectiveness in Health and Medicine recommended against including as
costs the monetary value imputed for lost life years (i.e., lost earnings; see the chapter
on estimating costs by Luce et al. (1996)) and withheld endorsement of including future
consumption expenditures, yet many CE studies have incorporated the imputed value of
lost years of life in the cost measures.

The denominator of the CE ratio is calculated in an analogous manner; it represents
the incremental health effects of using the intervention. Typical measures of health
outcomes are either years of life saved or quality-adjusted life years (QALYs) saved.
QALYs were introduced into the literature in the mid-1970s as a way to incorporate
the benefits of treatment more fully than could be accommodated with earlier outcome
measures. They are intended to serve as a comprehensive measure of health, or health-
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related well-being. In many respects QALY's are analogous to life expectancy, but give
credit to interventions that improve quality of life even when they do not affect survival.

Each year that an individual lives longer contributes an additional year to the life ex-
pectancy calculation. The amount that each additional year of life adds to QALYs, in
contrast, is a preference weight or utility that takes a value between O and 1, varying
with health status during the incremental year. Life years marred by functional limi-
tations, pain, and other burdens associated with illness receive less weight than years
in good health. Years when health is so bad that it is considered no better than death
receive a preference weight of 0; in the usual formulation, death is considered the worst
possible health state. A preference weight of 1 corresponds to best health imaginable.
Interventions can raise QALY's by lengthening life or improving its quality as reflected
in the preference weight. Similarly, an intervention that lengthens life produces more
QALYs if it maintains or improves quality of life than if it adds years of life that are
impaired by significant morbidity. Both life expectancy and QALY's can be discounted;
that is, less weight is given to years of life added in the more distant future.

QALY measurement is most easily understood by extending the measurement of life
expectancy. Life expectancy is the sum of the probabilities that an individual will be
alive at each age (denoted by i) in the future, up to the maximal life span, or

maximum age
life expectancy = Z F;, (2

i=current age

where F; is the probability that the person who is now at the “current age” will still
be alive at age i; this discrete representation is most convenient for working with data
such as life table figures, but continuous time representations of life expectancy are also
used.

Calculation of QALY requires the information used to calculate life expectancy and
the preference weights. Denote the preference weight for the health characterizing age i
by ¢;. Each such term is the expected value of quality adjustments for all possible states
of health at age i. To illustrate the calculation, imagine that individuals alive at age 60
could be in one of only two possible states of health: perfect health, (g, = 1), occurring
with probability 0.5, or suffering from heart disease (g4 = 0.8), also occurring with
probability 0.5. Then gg, the expected value of the preference weight corresponding to
being alive at age 60, is (0.5 x 1) + (0.5 x 0.8) = 0.9. After estimating the value of g;
for each age i, it is possible to calculate the expected number of QALYS, in the form of
present value, according to the formula

maximum age

QALY= )  Féq, 3)

i=current age

where § is a time discount factor whose value is between 0 and 1. As in the formula
for life expectancy, F; is the probability that the person is still alive at age i. If § =1,
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two years of life in which g; = 0.33 contribute the same number of QALYs as one year
in which ¢g; = 0.66. If there is no time discounting (§ = 1) and if each year of life has
perfect health, or quality adjustment is ignored (g; = 1 for every value of i), then this
formula simplifies to the formula for life expectancy.

The mechanical aspects of calculating QALYs are not difficult, but the measurement
of the preference weights and the probabilities of alternative states of health is anything
but straightforward. The specifics of QALY calculation necessarily account for much
of the effort of CE analysis, since the outcome measure is critical to the interpretation
of the results. As Section 3 discusses, the outcome measure determines whether the
application of CE analysis has desirable welfare-theoretic properties.

2.1. Time horizon

An intervention can alter both costs and health effects long after it is administered. For
example, a mammogram uses resources at the time the test is conducted. But if it reveals
an abnormality that leads to breast biopsy, mastectomy, and the prevention of morbid-
ity and mortality from breast cancer, it alters the length of life, future morbidity, and
future costs of health care. These long-term repercussions are relevant to any evalua-
tion of screening with mammography, so the standard recommendation is that all future
costs and health effects should be calculated or estimated in a CE analysis. Measuring
these costs and health effects directly — without use of a model that extrapolates these
numbers — would require observing until death a large number of women who under-
went mammography, along with a number of women who did not have the test. For
many treatments and diagnostic or screening strategies, such an approach would require
decades of study, yet few randomized clinical trials last for more than five years. Strong
beliefs in the credibility of direct clinical trial data, and skepticism about model-based
extrapolations beyond the period of the trial, have led some investigators to calculate
costs and outcomes for the period of the trial only. Thus, rather than estimate life ex-
pectancy or quality-adjusted life years, they calculate survival within the five years of a
trial. Similarly, rather than estimate net present value of lifetime health care costs, they
measure discounted costs during the period of the trial. Usually, when researchers adopt
this approach, they do so in the belief that they have avoided making dubious assump-
tions needed to extrapolate events and costs that occur beyond the period for which they
have valid and reliable data.

This practice is not endorsed by experts on CE analysis. There is no natural interpre-
tation for life-years gained during a finite period of time, and the CE ratios that result
from using different time horizons, such as one year and five years, cannot be compared
in any meaningful way. In fact, the resulting CE ratios can be understood best by inter-
preting them as special cases of standard CE ratios. In calculating a standard CE ratio,
the time horizon is at least equal to the full span of life. The 5-year CE ratio is the same
as a standard CE ratio calculated with an assumption that all individuals die at the end
of five years. Thus, in the attempt to avoid the assumptions required for modeling long
time horizons, researchers who truncate their analyses have made, perhaps unwittingly,
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the implausible alternative assumption that study subjects experience neither the costs
nor the benefits of living beyond the period of study.

Although it seems intuitive that calculating the CE ratio based on a truncated time
period should result in bias, it may not be possible to determine the sign of the bias
a priori. The bias can only be calculated by making specific assumptions about the
costs and health effects that occur after the period of observation. For example, suppose
that the intervention in question lowers mortality rates during five years of observation.
For individuals surviving the five years, subsequent survival experience and costs are the
same for those treated with placebo as for those who received the intervention. Under
these assumptions, both the gain in life-years and the increase in costs are greater for
the intervention group than would be estimated on the basis of the truncated period of
observation. The overall bias in the CE ratio depends upon the relative magnitudes of
these omitted costs and health effects.

2.2. Average CE ratio

Some CE analyses report an average CE ratio, which is simply the ratio of C; to Ej.
For comparisons among multiple alternatives, a similar practice is common: each in-
tervention is compared to a single alternative. Both approaches are convenient because
either they do not require a comparison treatment, or all treatments are compared to a
single alternative, rather than to multiple alternatives. Both approaches, however, are
misleading. The average CE ratio is equivalent to a standard (incremental) CE ratio in
which the alternative is costless and results in immediate death. If such an alternative
exists, it is rare for any but the most rapidly and uniformly fatal health conditions. The
average CE ratio can deviate greatly from the incremental CE ratio when the interven-
tion under study is a preventive service, which typically would be administered to a
relatively healthy population. The members of such a population would be expected to
have many years of good health and to generate substantial costs over their remaining
lifetimes.

The average CE ratio will not, in general, lead to appropriate rankings of alternative
health expenditures [see, for example, Karlsson and Johannesson (1996)], although oc-
casionally it is possible to draw limited inferences about the value of the incremental
CE ratio from the average CE ratio. The average CE ratio does not reliably indicate the
way to achieve the greatest health benefit from a given expenditure. For example, an
intervention that produces more favorable outcomes than one that has a lower average
CE ratio could have an acceptable incremental CE ratio but might not be selected on the
basis of the average CE ratio; alternatively, the average CE ratio might be considered
“acceptable” when the incremental CE ratio was very high.

Comparison of multiple interventions to a single alternative is misleading for nearly
the same reason, except that the “baseline” costs and outcomes are not zero, but in-
stead are the costs and outcomes corresponding to the single comparator. It is easiest to
understand why this is misleading by comparing it to the incremental approach.
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2.3. Incremental CE ratio for multiple alternatives

It is possible to calculate a separate incremental CE ratio for every pair of alternative
interventions. When many interventions are considered, the number of such pairs be-
comes large. However, because most of the incremental CE ratios are irrelevant, the an-
alyst need not calculate all of them. Instead, to determine the incremental CE of a series
of different combinations of technologies, the analyst should first rank each alternative
by the health effect achieved — e.g., the number of QALY (or life-years) it produces.
Then the analyst should determine whether any interventions are strictly dominated
(more expensive and less effective than at least one alternative intervention); if any are,
they should be eliminated from further consideration. After eliminating all such alter-
natives, one should calculate the incremental CE ratios between each intervention and
the next most expensive alternative. Subsequently, interventions that display extended
dominance should also be eliminated, and the incremental CE ratios of all remaining
alternatives calculated. Extended dominance is defined below.

Figure 1, from Garber and Solomon (1999), illustrates how incremental CE analysis
can be applied when multiple alternatives are considered. It shows the costs and health
effects of adopting each of several strategies for diagnosing coronary artery disease in
55 year-old women. The first five strategies are exercise treadmill testing (ETT); stress
echocardiography (ECHO); planar thallium radionuclide imaging (Thallium); single
photon emission computed tomography (SPECT); and positron emission tomography
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Figure 1. Costs and QALY with alternative test strategies for coronary artery disease in women, 55 years of
age. Reproduced with permission from Garber and Solomon (1999).
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(PET). Each of these strategies starts with a noninvasive test for coronary disease. The
“gold standard” test for coronary artery disease is cardiac catheterization with coro-
nary angiography; the screening strategies that start with a noninvasive test proceed
to catheterization if the test is abnormal. The final strategy shown in the figure (an-
giography) consists of initial testing with the gold standard test, so that the first test is
considered definitive but riskier and more expensive than the other tests.

The costs and outcomes of each of the diagnostic strategies are calculated by model-
ing the consequences of alternative medical interventions that are pursued on the basis
of the test results. For example, if a diagnostic test is positive and leads to the discovery
of a severe form of coronary artery disease, it leads to surgical treatment, which in turn
may prolong life substantially. A false positive test result has minimal adverse health
effects, but leads to substantial expenditures for further testing that is, in retrospect, un-
necessary. Figure 1 is a compact representation of results from extensive modeling of
alternative strategies that have large but often indirect and complex effects on both costs
and health outcomes.

Because each point on the figure represents the overall costs and outcomes in QALY's
that result from the use of each test, the incremental CE ratio between any pair of tests
is the inverse of the slope of the line drawn between their corresponding points. A point
that is above and to the left of another strictly dominates the alternative, i.e., has better
outcomes and lower costs. In Figure 1, angiography eliminates PET scanning by strict
dominance. Thallium is also eliminated by strict dominance because it produces slightly
fewer QALY than ECHO at greater cost. The incremental CE ratios are calculated for
the remaining alternatives.

Figure 2 (also from Garber and Solomon), which shows similar results for 45 year-
old men, illustrates extended dominance. For these subjects, unlike 55 year-old women,
thallium is not eliminated by strict dominance, since no alternative intervention is both
less expensive and more effective in these men. Extended dominance is a somewhat
more subtle concept than strict dominance; it occurs whenever a linear combination of
two alternatives strictly dominates a third [Keeney and Raiffa (1993), Johannesson and
Weinstein (1993), Karlsson and Johannesson (1996)]. Equivalently, the phenomenon
occurs when any interventions have “higher incremental C/E ratios than a more effective
option” [Siegel et al. (1996)]. Although no alternative is both less expensive and more
effective than thallium, it is strictly dominated by at least one point on a line drawn
between ECHO and SPECT, so it is eliminated by extended dominance.

Strict dominance and extended dominance are particularly important phenomena be-
cause they can identify interventions that should be eliminated from consideration, with-
out making any judgment about what a unit health effect is worth. Strict dominance can-
not always be detected without formal analysis, and extended dominance is even harder
to discover, unless the analysis includes a systematic approach to incremental CE ratios.

A rational decision maker will never choose an option that can be eliminated under
extended dominance, because a more expensive alternative would result in a lower or
equivalent CE ratio. Suppose that there are three alternatives under consideration: A, B,
and C. Both the costs and the outcomes associated with intervention C are greater than
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Figure 2. Costs and QALY's with alternative test strategies for coronary artery disease in men, 45 years of age.
Reproduced with permission from Garber and Solomon (1999).

those of intervention B, which in turn are greater than those of intervention A. Thus
none of the interventions strictly dominates any other. The (incremental) CE ratio of
intervention B compared to A is $70,000/QALY, and the CE ratio of C compared to B
is $10,000/QALY. If a decision maker would choose B over A, it implies that a gain of
a QALY is worth at least $70,000 to him or her. If that is the case, then it must be true
that it is worth an additional $10,000 to gain another QALY, so that C would be chosen
over B. Thus alternative B is eliminated from consideration by extended dominance.

The CE ratios that result from comparing several interventions to a single alterna-
tive, rather than proceeding in this stepwise fashion, can be very different. Usually it is
impossible to detect the presence of either strict or extended dominance from such an
approach. In fact, the CE ratio produced this way may appear to be “reasonable” even
though the intervention under consideration is strictly dominated by another! Suppose
that there is an intervention A that generates lower costs than interventions B and C,
as in Figure 3. We are interested in choosing among the three. If we calculate cost-
effectiveness ratios of B compared to A and C compared to A, it is difficult to determine
whether we should choose C over B. If the CE ratio of C compared to A is lower than the
ratio of B compared to A, C could eliminate B by extended or strict dominance (points
B! and B? in Figure 3, respectively) or, alternatively, B could have an “acceptable” CE
ratio compared to B (point B?). The only firm conclusion that can be drawn, without
further information, is that B does not eliminate C by strict dominance.

Calculation of the incremental CE ratio, then, consists of estimating the QALY's and
the present value of costs under the intervention and under its alternatives. The use of
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Figure 3. The consequences of comparing two interventions to a third. Intervention A is the lowest cost

alternative; the incremental CE ratio of C compared to A is lower than the incremental CE ratio of B compared

to A. Interventions B!, B2, and B3 all have the same CE ratio compared to A. C eliminates B! by extended

dominance and B2 by strict dominance, while the CE ratio of B3 compared to C could be “acceptable” (i.e.,

lower than a CE cutoff). Without further information, it is not possible to determine from the CE ratios of C
compared to A and B compared to A which of these three conditions applies.

the average CE ratio or comparison of several interventions with a single alternative is
misleading.

2.4. Sensitivity analysis

Uncertainty characterizes several components of nearly every CE analysis. Estimates
of health effects, whether measured in terms of life-years or quality-adjusted life years,
often build upon models that incorporate data from multiple sources. Even if the data are
derived primarily from a randomized clinical trial, extrapolations beyond the period of
the trial require assumptions about disease course beyond the period of observation. And
even if a trial is the sole source of all data used in a CE analysis, sampling variability
makes estimates of effect sizes and costs uncertain.

Not all sources of variability are purely random. For example, the costs of an inter-
vention — or of treatments for conditions it prevents — may vary from one setting to
another. Thus, for reasons ranging from the usual stochastic nature of experimental in-
formation to (possibly non-random) variation in costs and health effects to uncertainty
in model structure and specifications, point estimates of CE ratios should ordinarily be
considered just that. The variation in possible values around those point estimates may
be large.

For this reason, CE analyses are considered incomplete if they do not include some
form of sensitivity analysis. Sensitivity analysis is an exercise that shows the effects
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of variation in uncertain parameters on the final results of the analysis (i.e., the CE
ratio). Textbooks on CE analysis and decision analysis discuss methods of sensitivity
analysis, and most commercial software for CE and decision analysis implements one-
or two-way sensitivity analysis. In one-way sensitivity analysis, one uncertain parameter
is varied at a time, with the values of all other parameters held constant. In two-way
sensitivity analysis, two parameters are varied simultaneously. When more than two
parameters are varied, the presentation of results of multi-way sensitivity analysis can
be quite challenging, and creative approaches to graphical presentation are necessary
(two-way sensitivity analysis requires three-dimensional plotting, with axes for each of
the two parameters being varied and for the CE ratio).

The limitations of traditional sensitivity analysis are most apparent when it is impor-
tant to display the effects of uncertainty in multiple parameters simultaneously. More
powerful alternative approaches, although they are still under development, have been
gaining in popularity in part because they are more suitable for complex models with
multiple sources of uncertainty. Most are statistical approaches that involve calculating
confidence regions around CE ratios and other outcome variables. Briggs and Sculpher’s
1995 survey of sensitivity analysis in economic evaluation noted that only one of the 121
CE analyses they reviewed had adopted a “probabilistic sensitivity analysis” approach,
whereas 42 used “one way simple sensitivity analysis” and 15 used “multi way simple
sensitivity analysis” [Briggs and Sculpher (1995)]. Methods for calculating the range
of uncertainty using a probabilistic approach range from the traditional delta method
to newer simulation and resampling techniques, such as the bootstrap, which makes it
possible to limit parametric assumptions [Mullahy and Manning (1994), O’Brien et al.
(1994), Briggs et al. (1994), Wakker and Klaassen (1995)]. But the computational bur-
dens of such approaches remain formidable, and in many cases the statistical theory is
not well developed or, like the delta method, require strict distributional assumptions.
Furthermore, the patchwork of data used to develop many CE models limits the range
of approaches that can be used to gauge the effects of uncertainty.

The welfare theoretical implications of uncertainty in the analysis are important, even
if they are indirect. It is not unusual for the range of uncertainty to be great enough to
be consistent with different orderings of effectiveness (and costs) of the interventions
under consideration. Occasionally differences in costs among alternative interventions
are known with a high degree of certainty, but ranges of estimated effectiveness overlap
substantially. A common response to this situation is to assume that the effectiveness of
each intervention is roughly equal, and to choose the lowest-cost alternative. However,
the apparent equivalence of effectiveness may be a consequence either of similar true
effectiveness, or of large but highly uncertain differences in effectiveness. In the latter
case, further information might alter the ranking of alternatives.

2.5. Interpretation for medical decision making and health policy

After the CE ratios of non-dominated alternatives are calculated, there remains the task
of choosing among them. If an intervention improves health at a cost of $80,000/QALY,
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should it be adopted? Cost-benefit analysis leads to specific recommendations because
it places a monetary value on the benefits: any intervention that produces a net benefit
generates a potential Pareto improvement. But CE analysis is often preferred precisely
because it avoids monetary valuation of health benefits. The next section describes how
it is possible to derive a “cutoff” CE ratio that leads to the same choices as a cost-
benefit criterion. However, people who apply and use CE analyses and wish to avoid
the valuation of health benefits implicit in such efforts often use an alternative approach
based on league tables.

The term league table apparently originates from the tables of football team rankings
published in European nations. League tables in CE analysis also display rankings. This
approach compares the CE ratio of the intervention under study to those of other com-
mon medical interventions. By compiling a league table of (incremental) CE ratios of
other health interventions, usually culled from the literature, one can demonstrate how
the CE ratio of the intervention under study compares with those of the other interven-
tions in the table. If the CE ratio is low, the intervention is termed a good value, while
if the CE ratio is high, it is identified as a poor value relative to other accepted interven-
tions. Thus the tabular comparison helps to establish whether the intervention should be
used.

3. When does CE analysis lead to optimal decisions?

The league table approach, however, has severe limitations as a guide to medical choices
[Birch and Gafni (1994)]. Several problems become apparent to readers of the studies
that generated the numbers. For example, the various studies summarized in the table
may not use comparable methodology; some of the CE ratios may be incremental, oth-
ers average; assumptions underlying the cost estimates may differ greatly. Although
league tables distinguish between interventions that are relatively good and relatively
poor values, that judgment is highly dependent upon the specific alternatives displayed
in each table. Unless there is a reason to believe that the interventions appearing in
the league table were chosen by a process that maximizes value, we can hardly in-
fer that standing in the league table establishes value in any absolute sense. Finally,
even if we could infer whether the intervention was a relatively good or bad value, the
league table approach does not establish how much should be spent. This observation
leads us back to the question posed at the outset: when we apply the results of CE
analysis to allocate health care, do we make optimal decisions? No discussion of the
welfare economic foundations and welfare implications of applications of CE analysis
is meaningful without consideration of how and why CE analysis is being used. For
whom is CE analysis being conducted, and how will its results be used in allocation
decisions?

The answers to these questions depend upon the perspective of the analysis. The ap-
proved practice, under most circumstances, is to adopt a societal perspective, in which
we are seeking to make the best decision about health care allocation for a group of
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people. Often, however, this perspective is taken to mean something more specific: the
analysis is intended to aid someone such as a social planner — perhaps the health minis-
ter of a country with national health insurance or governmentally provided health care —
who must decide which health services to provide or reimburse. The adoption of a soci-
etal perspective can give rise to ambiguities. For example, how should the government
payer handle heterogeneous preferences, if it recognizes them at all?

The following discussion builds upon the presentation in Garber and Phelps (1997).
In that paper, the perspective is that of a “perfect insurer,” and CE analysis is treated
as a tool to determine which services, in what quantities, the perfect insurer should
reimburse. Suppose that there is no specific information to suggest that an individual’s
risk of various health events differs from the average for the insured population, that
utility functions and other characteristics are homogeneous, and that the insurance is
actuarially fair. Which services would the optimal policy cover? From this point of view,
the usual marginal conditions apply, and CB criteria (i.e., measure benefits and costs
accurately and cover those services at quantities that result in maximum net benefit) lead
to expected utility maximization. Only those services whose expected benefits equal or
exceed their expected costs, which will be included in the premium and copayments,
will be covered.

The Garber—Phelps approach has two major characteristics: it uses first-order condi-
tions to derive cutoff or threshold CE ratios, and it determines when various rules for
conducting CE analysis allow the technique to be used to determine optimal health re-
source allocations. It is possible, for example, that ignoring certain categories of costs,
such as earnings lost as a result of early death, would mean that decision rules based
on CE analysis would no longer be reliable guides to welfare maximization, or that in-
appropriately including such costs would also lead to incorrect rankings of alternative
health programs.

Garber and Phelps construct the health care allocation problem as a simple von
Neumann—Morgenstern utility maximization; essentially, they ask whether the first or-
der conditions can be expressed in a form that leads to a CE criterion. That is, they ask
whether it is possible to identify a threshold CE ratio such that acceptance of all inter-
ventions whose CE ratio falls below the threshold and rejection of those with higher CE
ratios would correspond to the allocation selected by direct utility maximization. In the
Garber—Phelps model, the threshold CE ratio for an expenditure on a health intervention
in the initial period is simply the ratio between the initial period utility and the marginal
utility of income in that period. Fundamental to this approach is an assumption that the
effectiveness measure is at least an affine transformation of utility. Embedded in the
model is an additional assumption that period-specific income is fixed.

The general model is based on an expected utility function in which first period utility
Uy is a function of initial income Y less expenditures on intervention a, whose unit
price is w,, and expenditures on intervention b, at unit price wp. Subsequent period-
specific utilities are given by the utility functions U;(Y;) weighted by the probability
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that the individual will be alive in period i, F;:

N
EoU = Up(Yo — wea — wpb) + Y Ui(Y;) F;. )

i=1

U; can be written as U; = 98°k;, where & = Uy(Y). In this formulation, Y is constant
over time, and k; is a period-specific multiplier. Thus the summation term has the form
of QALYs, in which the quality adjustment for period i is simply U;; this corresponds
to the common use of the term “utilities” to describe the quality adjustments. We denote
the summation term by Q.

Interventions a and b can have effects on the probabilities of survival in the future
via F; and on the utilities via k;. Both F; and k;, and their dependence on a and b, can
have an arbitrary time pattern. Obtaining the first-order conditions for the maximization
of utility with respect to expenditures on a and b is straightforward (note that there
can be corner solutions, since optimal expenditures might be zero for either or both
interventions). Denote the marginal effect of intervention a on future period-specific
mortality P; by 0 P;/0a = &, and let the marginal effect of a on period-specific quality
adjustments k; be denoted by dk; /da = v{". Using the relationship between conditional
mortality and cumulative probability of survival

F=]" s)
j=1

and differentiating expected utility with respect to intervention a, we have
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which when equated to 0 gives the first order condition
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An analogous relationship results from maximization with respect to intervention b:

9 90

- 2o 8
Ug b ®

Wa

The analysis then proceeds to show how the first-order conditions can be translated
into CE criteria, in which future unrelated costs of health care are either included or
excluded.
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First, consider obtaining the optimal cutoff CE ratio when unrelated future costs are
ignored. Current medical costs are C = w,a + wpb. Let z = db/da, the marginal rate
of substitution between b and a. Differentiating C with respect to a and substituting z
yields the relationship dC/da = w, 4 zw;,. Then the CE ratio for intervention a is

(dC) _dC/da  9C/da+zw,

do/) ~—dQo/da  90Q/da+z(3Q/db) ©)

Using the first order conditions to solve for the optimal values of 9 Q/da and d Q/db
implies that, at the optimum investment in intervention a,

(dC) wy + Zwp 1) (10)

40), ™ (e +zum) U9 U]

According to this equation, the ratio of incremental costs to incremental QALYs from
further investment in intervention a is proportional to the reciprocal of the marginal
utility of consumption in the initial period, U. Here, the term incremental is completely
synonymous with marginal, since the CE condition is based on a comparison of an
incremental expenditure on a, rather than on a comparison to a (discrete) alternative
intervention. We can use an analogous procedure to obtain the optimal cutoff CE ratio
for intervention b, yielding the result that, at optimal investment in b,

(dC) Wy /Z + wp ) (11
b

40/, = (wa/z+wp) W)~ Uy’

Thus, when future costs are ignored, the first order conditions imply that a single optimal
CE ratio applies to all interventions.

A similar analysis establishes the optimal CE ratio when future costs are included. In
this case, the numerator of the CE ratio is the marginal cost of the intervention, including
future health care costs. The lifetime costs are

CP = wea + wpb + Pici + PLPy8%cr+ -+, (12)
where ¢; = total health expenditures in period i. Associated with the use of an interven-

tion are costs of the intervention itself, induced changes in expenditures for the other
intervention, along with expenditures that result from living longer:
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This expression can be rewritten

dctet L, b 9 9E_dC OE | OE
=W wp — —_— _— = — —_— -,
da aT% 42 9a  “9b  da  9a ' “ob

(14)

where E = the net present value of expected health expenditures and as before z =
db/da.

By following the procedures used to obtain the optimal CE ratio when future costs
are excluded, it is easy to show that

tot tot
(dC ) =(dC ) _ 2, (/9QE/ba)+9E/ob s
b a

do do U (1/2)(0Q/9a)+0Q/db’

Thus, when unrelated future costs are included, the first order conditions imply a
fixed optimal CE ratio that is the same for all interventions. The second ratio on the
right-hand side of Equation (15) is a constant when the future costs are unrelated, so the
optimal CE ratio when future costs are included is equal to the optimal CE ratio when
the future costs are excluded, plus a constant.

This result follows from a number of assumptions. A key one is the optimality of
future health care expenditures. If the expenditures are not optimal, it will ordinarily
be difficult to apply a CE criterion, since the quality adjustment terms for future years
will need to reflect differential utility losses from varying distortions in health care
consumption in future years. In addition, this analysis uses a strict definition of “unre-
lated” future expenditures: conditional on reaching a given age, a person’s expenditures
on health care do not change with an increase in the quantities of intervention a or b
consumed. Thus the goods under study cannot be close substitutes or complements for
other forms of health care (nor can there be changes in the rates of substitution between
quality-enhancing and life-prolonging health care). The conditional independence as-
sumption, which is intended to be an accurate representation of the term “unrelated”
that often appears in the literature without precise definition, is strict. Even if it can sel-
dom be satisfied exactly, it may be a reasonable approximation for some interventions,
such as the treatment of a young accident victim with severe blood loss whose future
expected pattern of health may be unaltered by the accident if he or she survives.

This approach does not justify the application of a fixed threshold CE ratio when the
first-order conditions cannot be met (e.g., the quantities of a and b cannot be varied
continuously) or when the second-order conditions for a maximum cannot be met. Gar-
ber and Phelps argue that the quantities of most health interventions are continuously
variable more often than is usually apparent. For example, a screening test might at first
seem to be an example of an unambiguously discrete-valued quantity; a woman either
has a mammogram or she does not. It is not possible to undergo partial mammographic
screening for breast cancer. Yet there are several margins over which the quantity of
mammography can be varied, such as the frequency of screening. In addition, the def-
inition of a “positive” test — i.e., one that will lead to further diagnostic evaluation — is
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often variable (for example, one or more radiologists interpreting a mammogram could
estimate the probability that a cancer is present). A more permissive threshold for ab-
normality results in more true-positive and false-positive test results, usually leading
to better health outcomes and higher costs. Variation along such margins can be used
to achieve the first-order conditions. As Garber and Phelps note, application of the CE
approach in general requires the marginal conditions to hold, because otherwise the use
of a fixed CE ratio to be applied across all interventions, as implied by the comparisons
in league tables, will be misleading. When the marginal conditions do not hold, optimal
health resource allocation will not imply a fixed CE ratio across all interventions.

Restrictions in this model reflect an interpretation of QALYS in utility terms. More
flexible utility functions and less restrictive assumptions, such as allowing for variable
income and intertemporal reallocation of income and consumption, can change the re-
sults, as Meltzer (1997) reported. Extending the Garber—Phelps approach by allowing
for borrowing and lending and explicitly distinguishing between health and non-health
consumption, he reported that the first-order conditions could no longer be expressed
solely in terms of a ratio between marginal costs of health interventions and marginal
outcomes. His CE condition implied that “cost-effectiveness analysis must include the
total change in future expenditures which results from a medical intervention, regard-
less of whether those expenditures are medical or non-medical . . . the cost-effectiveness
ratio can be viewed as being the sum of a component related to current cost and a com-
ponent related to future cost.” Thus, according to Meltzer, not only “unrelated” future
expenditures for health care, but also non-medical consumption expenditures, must be
incorporated whenever the intervention under study prolongs life. His results pose a se-
vere challenge for the routine practice of CE analysis, since the utility terms that the
quality adjustments need to measure are even further removed from routine measure-
ment of QALY than under the Garber—Phelps model. Furthermore, the unavailability
of accurate health and non-health consumption data has deterred most researchers from
implementing any approach that incorporates the present value of non-health consump-
tion as a health cost.

One way to interpret the results of these papers is that the decisions based on CEA can
have favorable welfare economic properties, but only if both the costs and outcomes are
measured properly. The outcome measure can serve as a basis for determining the first-
order conditions only if it is a valid proxy for utility. Common practices in quality of life
measurement, however, cast into doubt their ability to proxy overall utility. When de-
velopers of instruments for quality of life give respondents any information about what
they should assume concerning the socioeconomic status and other factors that might
change with a health state, the instructions usually say to consider only health-related
aspects. Although rarely are versions of this instruction complete and explicit enough to
define “health-related” precisely, their wording often implies that the respondent should
ignore financial consequences of a health condition. A treatment that improves an aspect
of utility — including utility from consumption expenditures — that is not measured by
the effectiveness measure cannot be evaluated properly in this circumstance. But insofar
as QALYs or similar outcome measures are used, and are sufficiently broad to serve as
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a proxy for utility, it becomes much more plausible to represent utility maximization by
a CE criterion.

Difficulties with interpreting existing QALY instruments as utility measures should
not cast doubt on the theoretical appropriateness of CE analysis. The analysis can have
stronger justification as a tool for welfare improvement if a better instrument is used.
Furthermore, even CE analysis based on flawed measures of utility can provide a rea-
sonable prioritization of alternative programs to improve health. In many circumstances,
the alternative to CE analysis is a decision making process that devotes little attention
to either the costs or health consequences of the various policy options. Insofar as it
de-emphasizes or ignores considerations such as costs, it would be surprising if such
an alternative would consistently prove to be a better guide to improvement of social
welfare than even a flawed implementation of CE analysis.

4. Perspective and cost measurement

Despite its prominence as the numerator of the CE ratio, cost typically receives less
space and research effort than effectiveness in CE analyses. This disparity may reflect
the belief that measuring costs is relatively straightforward or that uncertainty about
costs can be addressed adequately in the sensitivity analysis. Typically there are few
direct data about the QALY or life expectancy attributable to the use of a particular
health intervention. Even when preference and cost data used for CE calculations are
collected as part of a randomized “clinical-economic trial,” outcomes must be modeled,
as noted previously, because the duration of the trial is too short (typically five years
or less) to measure directly the QALY that result. (Direct measurement of QALY
requires following trial participants until they die.) Cost data, on the other hand, are
considered to be relatively explicit and objective.

Estimated costs are usually (but not always) based on prices or, in the case of hospital
services, accounting costs. In the US, both accounting- and price-based costs are prob-
lematic because both vary greatly. The price of a prescription drug purchased at a retail
outlet in New York may differ greatly from the price charged by a hospital pharmacy in
Los Angeles, which in turn differs from the price that a managed care organization pays
a drug manufacturer. For complex services, such as a major operation, price variation
may arise from variation in the definition of the service (not all cardiac valve replace-
ment operations, for example, are the same), and from variation in the prices of factors
such as nursing time, surgeon time, and hospital facilities. Although price and account-
ing cost variation is both large and pervasive in some systems, it is not an insuperable
problem for CE analysis. The judicious application of sensitivity analysis can mitigate
problems arising from both variation and uncertainty in costs. Furthermore, in most ap-
plications, the uncertainty is greatest for costs incurred in the distant future. Such cost
estimates require speculation about future health care practices and disease patterns, and
thus compound uncertainty about the costs per unit of service. Discounting future costs
at an interest rate of 3% or higher, however, means that different methods for measuring
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costs incurred in the distant future often produce similar present values. Consequently,
many CE studies focus on estimation of effectiveness, which often requires indirect
inference from results of disparate studies and the use of complex models.

Measurement of costs may nevertheless pose fundamental questions. The most basic
is, what is the appropriate measure of cost for use in CE analysis? Should it be marginal
cost, average cost, or neither? Many of the leading references on CE analysis say little
about specific cost measures. For example, the aforementioned article by Weinstein and
Stason (1977) enumerated categories of costs to include in direct medical and health
care costs. But the article did not specify whether “costs” are prices in the service mar-
ket, marginal costs of production, or average costs. In the presence of market imperfec-
tions — especially when fixed costs are significant — these alternative measures of cost
can differ greatly. In a more detailed discussion of costs, the first edition of the textbook
by Drummond et al. (1987) stated that the costs should be “an estimate of the worth of
the resources depleted by the programme” (p. 27) and subsequently discussed the vari-
ous categories of costs (marginal, variable, average, and fixed costs), noting the reasons
why different cost measures might be used. Their discussion suggests that the difference
in total costs between two alternatives should be used as the measure of costs. Their dis-
cussion of how capital costs can be measured, however, stops short of recommending a
specific measure to use if fixed or capital costs are large.

The treatment of fixed costs is only one of several controversies surrounding the
measurement of costs in both CE and cost-benefit analysis. Experts debate whether
only direct costs of the alternatives and of subsequent health care should be included,
or whether productivity (indirect) costs (lost earnings or lost value of time) should also
be included. They also debate how direct costs should be measured. What if, as is usual
in health care, prices do not equal marginal costs? What is the appropriate measure of
opportunity cost when markets are imperfect?

4.1. Should the societal perspective be the default?

Although there are not ready answers to all of these questions, they can be best ad-
dressed in the context of a specific perspective. Textbooks and review articles routinely
emphasize the importance of selecting the perspective of the analysis [US Congress
Office of Technology Assessment (1980), Weinstein and Stason (1977)]. Perspective
determines whose costs are counted; the perspective of the patient, for example, is usu-
ally held to mean that only the costs that the patient bears directly — not the payments
of an insurer or government program — matter. Since a typical American with indem-
nity health insurance bears 20% or less of the price of a covered health service, and in
other health care systems the patient’s share of costs is often negligible, an intervention
that looks very cost-effective when only the patient’s out-of-pocket costs are considered
may seem like a poor value when the cost measure reflects total costs to the health care
system. Opportunity costs, therefore, must be defined with reference to the perspective
of the analysis.

The standard recommendation to conduct CE analysis from the societal perspective
means that all costs, whether born by patients, insurers, or other parties, are included.



206 A.M. Garber

Other perspectives may also be considered, but they are options to be contrasted with
the societal perspective, not replacements for it. As in other perspectives, there should
not be double-counting of costs (which in turn implies that pure, frictionless transfer
payments are not counted as costs), nor in the societal perspective should any relevant
costs be omitted. Consider an operation that costs $10,000, for which the insurer pays
$8,000 and the patient pays a $2,000 copayment. A CE analysis conducted from the
perspective of the patient would assign only a $2,000 cost to the intervention, one con-
ducted from the insurer’s perspective would assign $8,000, and one conducted from a
societal perspective would assign the full cost of $10,000.

Critics of recommendations to make the societal perspective the default or princi-
pal perspective for CE analyses often note that analyses are conducted for a variety
of reasons. Consumers and producers of CE analyses can be payers, pharmaceutical
companies, providers, and purchasers of health care, so their cost perspectives may be
relevant in many important and common situations. These criticisms of the use of the
societal perspective are based on an assumption that a payer or government agency,
for example, can ignore costs that it does not bear. Yet this assumption is not always
realistic. Consider a private insurer; the “payer’s perspective,’ as usually conceived, in-
cludes reimbursements that the insurer pays but not the out-of-pocket payments of its
subscribers. If an insurer does not care about the well-being of its subscribers, so that
it can ignore the costs the subscriber bears, then why does it care about maximizing
each subscriber’s QALY's, which are usually far more difficult to measure? If an insurer
sells policies in a competitive market, the value of the policy will depend in part upon
the out-of-pocket expenses and time costs that the patient bears. The belief that the in-
surer ignores costs to the patient overlooks an important fact: insurance programs that
account for out-of-pocket expenses and time costs as well as payments by the insurer
offer greater benefit to subscribers than do those that ignore such costs. In the face of
informational limitations and other forms of market failure, a private insurer may not
provide optimal levels and types of insurance coverage, but one that ignores costs borne
by the subscriber is unlikely to survive long in the marketplace.

Government programs can also act as payers or as providers (as does Great Britain’s
National Health Service); the same consideration applies to them. Some government
functionaries may consider only the costs that their agencies or programs bear. Implicit
in such a strict government perspective is an assumption that the health benefits the
agency provides are relevant, but monetary benefits and costs, unless directly borne by
the agency, are not. Such a point of view, even if widely held by government officials,
is at odds with the overt aim of such programs: to serve citizens. The beneficiaries of
such programs care about the costs that they bear themselves, in addition to the health
improvements that result from the services that they receive. Officials who hold a narrow
governmental perspective might recommend extensive centralization of clinical services
so that, for example, a diabetic might need to travel for several hours for a routine office
visit. Surely the inconvenience and cost to the patient, if regularly ignored, would have
repercussions for the official, the agency, and the government. The consequences might
not be equally severe or immediate in every society or political system. Nevertheless,
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government agencies must be concerned about their budgets and the costs and benefits
to the populations that they serve. Thus the societal perspective is informative even for
payers, government agencies, and other entities that would seem to have an interest in a
more limited range of costs.

4.2. The challenge of fixed costs

Implementation of the societal perspective can be difficult, especially when the produc-
tion of a health intervention requires high fixed costs. The societal perspective usually
implies that health services should be used to the point where marginal costs equal
the value of the marginal gain in health outcomes. But in the presence of significant
fixed costs, price deviates substantially from marginal cost. Large investments for re-
search and development are necessary before many drugs and medical devices can be
marketed. Marginal costs of production fail to account for the substantial development
investments that are characteristic of pharmaceuticals. Typical recommendations to use
marginal costs in CE analysis differ strikingly from typical practice, which uses some
measure of the sales price of medications. Price is often many multiples of the marginal
cost of producing a drug, at least while the drug is still under patent protection. Many
of the same issues arise in joint production and in other situations in which costing is
ambiguous.

For the most part, the CE literature gives little guidance on this subject. There is
widespread understanding that neither charges nor actual payments for health care are
necessarily equal to costs of production, at least as defined in conventional economic
terms [Finkler (1982)]. The Panel on Cost-Effectiveness in Cost and Medicine, noting
that cost should represent an opportunity cost, went well beyond most of the published
CE literature in discussing in comprehensive terms what the alternative measures of
cost are, and what measures are theoretically justifiable. The Panel generally urged that
long-term marginal costs should be used as the basis for costs, but the specific rec-
ommendation depended on the question being asked. They recommended that “fixed
costs. .. should be excluded. .. costs should not be included for inputs or outputs that
are unaffected by changes in the intensity or frequency of an intervention.” The panel
then made the observation that in the long run there are few fixed costs.

In a discussion of R&D and “first-copy”costs, the report reiterated the recommenda-
tion, stating “if the technology has already been developed and the decision addresses
the use of the intervention, such as dosage of a drug or frequency of a screening test,
then the price should exclude R&D costs. Instead, the relevant costs are the incremen-
tal production, distribution, and provision costs.” Thus, it suggested that the first-copy
or fixed R&D costs should be ignored, implying that the CE analysis should use the
marginal cost of the intervention even if the price paid (as for a drug) would often be
substantially higher.

This approach might correspond to the outcome that we would seek from a cost-
benefit analysis in which we attempted to maximize welfare by adding consumer and
producer surplus. The usual teaching (that is, abstracting from the difficult problem of
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Figure 4. Monopolistic pricing and competitive quantities. The classic monopolist chooses the quantity to set
marginal revenue to marginal cost, indicated by O, and adopts the price corresponding to that quantity on
the demand curve, Pp,. Presumably implementation of a CE criterion with quantity set according to marginal
cost pricing would result in the competitive quantity Q¢, but the price would be Py, rather than P;. Monopoly
revenues would therefore be Pp, * Q¢ rather than Py, % Q. If the purchasers are not price-takers the market
behavior might correspond more closely to bilateral monopoly, so that the price paid might be less than Pr,.

determining how to pay the fixed costs) is that the socially optimal level of consump-
tion would be the point at which the marginal benefits equal the marginal costs (see
Figure 4), which might be low for a drug.

In a static partial equilibrium analysis that level of consumption would be Pareto
optimal, and the effects of changes in price would be purely distributional. As Figure 4
shows, the revenues to a monopolist under an allocation that used marginal costs for the
CE criterion but required payment of monopoly prices would lead to larger revenues for
the producer than under the conditions of monopolistic supply and competitive demand
(price-taking purchasers).

Despite the seeming clarity of their recommendation for excluding fixed costs, the
Panel’s discussion does not provide unambiguous guidance when fixed costs are sub-
stantial. The Panel seemed uncomfortable mandating that only this perspective on costs
would be appropriate. Although the Panel did not state this explicitly, if a government
agency or insurer announced that it would make coverage or provision decisions based
on decision rules that ignored fixed or first-copy costs, they would directly influence
research and development decisions for future products and services by assuring high
rewards to innovation. In other words, although fixed and first-copy costs for existing
technologies have already been borne, investments in fixed costs are endogenous and
dependent upon expected revenues, which in turn depend upon the rule for handling
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such costs in CE analysis.
Recognizing that the authors and readers of CE analysis are rarely concerned with
producer’s surplus and rents, the Panel’s report leaves room for other perspectives:

... For perspectives other than societal, the price paid by the decision maker for
the good or service is the relevant one, inclusive of whatever return on investment
in R&D or rent to patent- or copyright-holder has been incorporated into the price.
If a patient or insurance carrier pays a price for zidovudine (AZT) that reflects
patent restrictions, for example, the relevant price for a CEA is the one paid, not
the opportunity cost of the inputs that went into producing the actual units of AZT
consumed. . .

Since the Panel generally endorsed the societal perspective, what justification can there
be for this more limited perspective? Is this perspective appropriate when there are high
fixed or first-copy costs?

This more limited perspective is used in most CE analyses of drugs, suggesting that
few analysts consider the full societal perspective to be the appropriate one in this con-
text. Few purchasers of health care would be interested in an analysis that evaluated CE
of an intervention by assuming a cost much lower than the price at which they could
obtain it. That may be why the Panel gave such explicit, and favorable, attention to
a perspective that was not societal in the context of high fixed costs. But is the usual
practice excessively narrow, ignoring benefits to the producers of interventions?

There is little question about the importance of this issue. New drugs and medical
devices are almost always produced by monopolists (albeit sometimes competing with
close substitutes), so the disparity between price and marginal cost is large. According to
a comprehensive report on pharmaceutical R&D published by the Congressional Office
of Technology Assessment in 1993, in the US the cost of bringing to market a drug
whose R&D was initiated between 1970 and 1982 was about $194 million [US Congress
Office of Technology Assessment (1993)]. This figure is open to debate, and industry
sources claim the cost is $250 million or more. Nevertheless, there is no doubt that
profits require charging more than marginal cost. Marginal costs — in particular, the
costs of manufacturing additional units of a drug — are proprietary information, and
are generally unknown.! However, because the original producer of a drug is usually
believed to have the lowest manufacturing costs (since it is a large-scale producer), the
prices of generic compounds after patent expiration give upper limits on the marginal

L As part of a study for the Office of Technology Assessment, my colleagues and I attempted to determine

the R&D costs and production costs for a very expensive drug (alglucerase) used to treat Gaucher disease,
an uncommon genetic disorder. Although we were able to discuss the costs and view internal accounting
documents from the company, it was very difficult to ascertain the manufacturing costs and the R&D costs.
Production of alglucerase, which was made by chemical modification of an enzyme found in human placentas,
was unusually expensive, but nevertheless we estimated that the price of the drug was about twice the marginal
cost. The R&D costs born by the company were relatively small, since the drug was discovered by federal
scientists and licensed to the company [see Garber et al. (1992)].
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costs, and these prices are often small fractions of the prices charged during the period
of patent protection. Thus, the disparity between price and marginal cost is likely to be
large for most drugs that are under patent protection. Although the same may be true of
devices, they have been studied less and production costs may account for a larger share
of their average costs.

By recognizing what CE analysis can do best, we can begin to reconcile the contra-
diction between the usual practice and the usual recommendation of adopting a societal
perspective, i.e., one that includes all costs and ignores fixed costs. The technique is not
particularly useful for determining the full social optimum, particularly in a dynamic
context with large fixed costs, and it is rarely used for that purpose. Instead, the relevant
perspective in most cases is that of consumers and their agents.

The perspective is essentially that of a perfect insurer, as defined in the Garber and
Phelps paper. Mark Pauly has argued that a similar perspective, that of a managed care
organization, is often the best one to use in thinking about health care allocation deci-
sions [Pauly (1995)]. This perspective differs from a full societal perspective by ignoring
producer surplus. Because the producer surplus is a real component of welfare, govern-
ment or society should not ignore it. But the practical challenges that must be overcome
to maximize the combined surplus by using CE analysis are considerable. For example,
if “society” is a province of Canada and the intervention in question is a drug produced
by an American company with investors from around the world, Canadians who give
greater weight to benefits that accrue to other Canadians will not weigh the company’s
profits as highly. If the drug or other intervention cannot be obtained at marginal cost,
and if health budgets are constrained, can there be any assurance that the attempted ap-
plication of a CE criterion based on marginal cost will lead to an optimal distribution?
A health plan or program that strictly applies the marginal cost concept will treat the
costs of two drugs as if they are equal, if the marginal costs of production are similar,
even if the price of one is ten times as great as the price of the other.

The attempt to invoke a full societal perspective raises both theoretical and practi-
cal difficulties. For example, if buyers purchase pharmaceuticals to the point at which
marginal cost and marginal benefits are equal, but pay a monopoly price, monopoly
profits should be substantially greater than under the conventional monopoly equilib-
rium (at which marginal revenue equals marginal cost; see Figure 4). Although the
resulting allocation might be Pareto-optimal in a static world, it creates incentives that
might cause distortions in investment decisions. The extraordinary profits would induce
overinvestment in the development of new pharmaceuticals. Furthermore, as the pre-
ceding discussion noted, marginal costs (particularly for drugs still under patent) are
usually unknowable, since they constitute proprietary information.

The approach that uses a full societal perspective, with marginal costs as the measure
of the costs, implies the need for a nonmarket method of financing. Application of the
CE threshold implies that the quantity of a drug purchased will be larger if the CE cost
assigned to the intervention is marginal cost rather than the purchase price. To estimate
the full optimum, the analyst would have to take into account distortions induced by the
method of financing, such as deadweight losses due to income taxation for financing
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government health care programs. The behavioral change induced by tax incentives
can be large, so that the cost of obtaining funds via taxation can greatly exceed the
money raised. It is likely that the distortions induced by the modes of financing private
health insurance are also large. The distortions introduced by the method of financing
present a problem for any attempt to use a CE (or cost-benefit) framework to determine
a full social optimum. The marginal cost criterion, with the implied increase in quantity
consumed, will exacerbate the problem.

4.3. Distributional considerations

Distributional concerns about CE analysis are raised frequently; such concerns are also
prominent in the most vociferous objections to application of CB analysis. Nearly every
public program for health care is intended to mitigate inequalities in health, in part
by ensuring that the poor have access to effective care. Thus, many discussions of the
desirability of CE allocations consider distributional consequences. A strong emphasis
on the magnitude of producer’s surplus would be incongruous for those nations and
groups with deep beliefs about the importance of distributive justice, especially insofar
as the owners of companies that produce pharmaceuticals and other health care products
are drawn from the upper ranks of the distribution of income and wealth.

4.4. Summary: costs and perspective

Fundamentally, the major issue in defining costs for CE analysis revolves around the
definition of opportunity cost. Ordinarily, prices are reasonable proxies for costs. But
numerous market imperfections imply that prices are not always good proxies for
marginal costs of health care. Because the value of the cost estimate has implications
for the adoption and scale of utilization of health interventions when CE analysis is
used to aid decision making, these are not merely technical issues. In real-world sit-
vations in which the method is likely to be used, the attempt to implement a societal
optimum by using nebulous marginal cost figures and purchasing goods and services
as if the cost equaled the marginal cost may be unhelpful. Many of the controversies
about costs disappear, or at least the problems are mitigated, when analysts present the
form of consumer perspective suggested here, in which the premium and out-of-pocket
costs of consumers purchasing idealized insurance are the basis for direct cost measure-
ment. Producer benefits also matter, but CE analysis does not offer a comprehensive
framework for evaluating them, particularly in a dynamic context. Thus, this perspec-
tive is both meaningful and understandable, and is the appropriate perspective for many
government agencies, private payers, and providers making decisions about health care.

5. Measuring outcomes

According to the preceding discussion, the welfare economic foundations of CE anal-
ysis rest upon the validity of the outcome measure as a representation of utility. This
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aim was not explicit in the initial development of outcome measures for CE analyses
in health care. Whether the purpose of the CE analysis is to maximize utility or to
maximize a global measure of health-related quality of life, however, its credibility de-
pends heavily on the comprehensiveness and relevance of the health outcome measure.
A highly specific outcome or effectiveness measure like the yield of abnormal test re-
sults or the magnitude of the blood pressure response to an antihypertensive drug may be
understandable, persuasive, and sensitive to the effects of the intervention under study.
But such a measure cannot be used to compare a diverse set of health interventions to
be administered to patients with different health conditions. Furthermore, despite occa-
sional claims and implicit assumptions to the contrary, only rarely will such a measure
capture all the potential benefits and harms of an intervention. Thus, a comprehensive
and general measure of health outcomes is of fundamental importance, whether the
analysis is to be justified by appeal to welfare economics or by simple appeal to the
inherent plausibility of the health measure.

It is for these reasons that QALYs are most frequently recommended as the out-
come measure for CE analysis. More general alternatives, like healthy-year equiva-
lents (HYEs) have attractive theoretical properties [Gafni and Birch (1997), Mehrez
and Gafni (1989), Mehrez and Gafni (1993)] but have not gained widespread accep-
tance, probably because they are perceived as difficult to implement [Johannesson et al.
(1993), Gold et al. (1996)].

The measurement of QALY is the subject of the chapter by Dolan (2000) in this
handbook. The following brief discussion emphasizes measurement of the preference
weights g; that appear in Equation (3).

5.1. Steps to measuring QALYs

Three components are needed to calculate an individual’s utility at a point in time. First
is the definition of the health state in question, which might be a particular disease with
specific symptom severity; second is the utility attached to that health state, and third is
the probability that the individual will be in that health state. By summing the products
of the utilities of each possible health state and their probabilities, it is possible to obtain
the expected utility (or QALY contribution) corresponding to the time period in ques-
tion. This formulation has the advantage of breaking the task of calculating QALYs into
manageable components: description of the health state; assessment of utilities toward
the health state; and estimating the probability of the health state.

Defining and describing the health state are fundamental to modeling effectiveness.
The CE analysis must include each state of health that the intervention might affect,
either by preventing or treating illness, or by causing side-effects. Thus, if the interven-
tion under study is surgery for the treatment of coronary artery disease, important health
states to model include the presence and severity of angina pectoris, heart attacks, and
other symptoms of heart disease or complications of the procedure (or, for that matter,
of any alternatives to which it is compared). The scope of available data and analytical
tractability limit the number of health states that can be modeled. Many analyses use
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Markov modeling and related techniques to describe the progression over time of the
probabilities of various health states, and if too many health states are included, there
may be few or no transitions between infrequently occurring health states, precluding
reliable estimation of some of the parameters of the model.

Dolan’s chapter discusses how preference assessment is performed to estimate the
utilities or quality weights specific to each health state. A critical issue for preference
assessment is whether the respondent — the person whose preferences are being assessed
—is asked to place a value on his own current or recent state of health, or is instead asked
to place a value on a hypothetical state of health. For example, the preference questions
could be directed toward people known to have a particular health state, such as mod-
erately symptomatic coronary artery disease, and they could be asked how their current
state of health compares to an ideal state of health. The alternative is to provide a de-
scription of a hypothetical state of health and to ask respondents to imagine themselves
in that health state and to rate it.

There are several difficulties with rating one’s own health state. First, the preferences
of people experiencing a state of (usually chronic) ill health may differ systematically
from the preferences of the general population. In the face of a disparity, there is no strict
consensus about whose preferences should be used. The Panel on Cost-Effectiveness in
Health and Medicine argued that when societal (i.e., governmental) resources are used
to pay for health care, the preferences should be those of the general population rather
than those of individuals with a health condition [Gold et al. (1996)]. Furthermore, it
is difficult to study large samples of individuals who have a specific health condition,
especially if the condition is uncommon. It is also possible that the disutility associated
with a health state may reflect co-existing health conditions or risk factors that predis-
pose to the disease rather than the disease itself. For example, high blood pressure is
an asymptomatic condition that increases the risk of heart disease and stroke. People
with high blood pressure rate their own health as relatively poor, even when they have
not suffered any complications. Because treatment lowers the blood pressure but does
not remedy associated health conditions, it does not improve quality of life as greatly as
would be predicted from a model in which preferences are obtained from people with
the disease and treatment is assumed to restore them to perfect health.

The validity of the alternative approach, rating hypothetical health states, is highly
dependent on the accuracy and completeness of the description of the hypothetical
state(s). The health state description is not critical for a state of health that most re-
spondents have experienced, such as the symptoms of a viral upper respiratory infec-
tion or mild low back pain. But for a health state that few respondents have experienced
themselves or vicariously through a relative or friend, nearly all the information that the
respondent can bring to bear on the question must be provided in the description. This
requirement can be an advantage, since it is easier to control the impression that naive
respondents have of the health state than the impressions of experienced respondents.
But it also means that small and seemingly inconsequential changes in the presentation
of the health state can greatly influence the utilities assigned to it. To enhance the re-
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producibility and validity of ratings of hypothetical states, it is essential to pay close
attention to the wording and general design of such elicitations.

5.2. Estimating survival and probabilities of health states

Even for interventions that do not alter the length of life, it is usually necessary to
describe patterns of survival since these patterns determine the changes in QALY's that
result from use of the interventions. Many treatments, of course, are designed to prevent
death, so estimation of survival effects, or the survival probabilities in Equations (2) and
(3), is a key component of most CE analyses.

Approaches to measuring survival probabilities vary greatly. Survival estimates
nearly always require an element of modeling, since experimental data (from a ran-
domized trial) are usually limited to brief (less than five years) follow-up periods. To
estimate the effect on life expectancy, it is necessary to combine such data with obser-
vational data about longer-term outcomes in typical practice settings.

The techniques for estimating the pattern of survival associated with an intervention
vary. One study of a treatment for heart attacks shows how clinical trial and obser-
vational data can be combined to estimate long-term outcomes. Researchers from the
GUSTO trial, a study of tissue-type plasminogen activator (t-PA), a drug used to dis-
solve the blood clots that can cause obstructions in the coronary arteries and precipitate
heart attacks, sought to determine the long-term survival benefit by supplementing di-
rect clinical trial data, obtained during an average of 12 months of follow-up, with a
model of survival based on an observational database (the Duke Cardiovascular Reg-
istry), and a parametric survival function for extrapolating beyond the 14 years of data
represented in the observational database. Figure 5 displays the resulting survival curve.
Published CE analyses have used a variety of other methods. Some analyses used life
table data for either the general population or, where available, for patients who have a
specific health condition, and applied a relative risk reduction as estimated in a clinical
trial, imposing the assumption that the relative risk reduction is constant across different
populations and ages.

By generalizing the methods for estimating survival, one can also estimate probabil-
ities that various states of health will occur in the future, under either the treatment or
the intervention. Usually Markov-like modeling offers the most convenient approach to
estimating future probabilities of health states. One such approach estimates first the
probability that an individual receiving the intervention is alive, say, two years in the
future, then uses data from clinical trials or other sources to estimate the probability
that, if alive, the patient will be in a symptomatic state of ill-health, and the probabil-
ity that he or she will be in excellent health. Typically availability of data on rates of
adverse events (such as onset or progression of disease, death rates, and morbidity),
rather than technical issues (such as the formal structure of the model to depict disease
advancement), limits the estimation of probabilities of health states.
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Figure 5. Probability of survival among patients treated with t-PA. A survival function of this type was used to
estimate life expectancy for each treatment group. The curve consists of three parts: the survival pattern in the
first year after treatment in the GUSTO study, data for an additional 14 years on survivors of myocardial in-
farction in the Duke Cardiovascular Disease Database, and a Gompertz parametric survival function adjusted
to agree with the empirical survival data at the 10-year and 15-year follow-up points.

Source: Mark et al. (1995).

5.3. Preference assessment

The remaining step in calculating QALYS is to assign utilities, or preference weights,
to each of the health states. Several reviews describe and compare alternative meth-
ods for preference assessment, and Dolan (2000) discusses the topic extensively in this
Handbook. Dolan reviews a wide range of issues in assessing preferences and in their
interpretation from the point of view of QALY calculation. As his discussion of the
methodological issues in assigning utilities to health states implies, preference assess-
ment is sometimes a source of considerable uncertainty in CE analyses. The most re-
producible methods of preference assessment, such as the visual analog scale, are not
derived from von Neumann—Morgenstern utility theory. Methods that are more firmly
grounded in utility theory, such as the standard gamble, are neither perfectly general nor
easy for respondents to understand.

Since the validity of CE analysis as a guide to welfare maximization rests upon the
validity of QALYs as a measure of utility, the conditions that preference assessment
needs to meet are stringent. Usually discussions of quality of life for use in CE analysis
emphasize that the measurement should be of health-related quality of life. Well known
preference-weighted health status indices used to attach utilities to health states — such
as the Health Utilities Index of Torrance and colleagues, the Quality of Well-Being scale
developed by Kaplan and colleagues, and the Rosser scale — omit mention of non-health
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consumption and financial status [for an extended discussion of these and other scales,
see the book by Patrick and Erickson (1993)]. According to some experts, respondents
should be asked to ignore effects of states of ill health on income and other financial
repercussions. Yet the plausibility of QALY's as measures of utility depends on the abil-
ity to represent fully the changes in well-being that occur with the adoption of an inter-
vention, and often these changes will not be limited to those that are primarily health
related. Such concerns may be of little importance if the only financial consequence is
loss of earned income, which ordinarily would be incorporated into the numerator of the
CE ratio. But if a health state causes alteration of non-health consumption, which is not
reflected in the preference assessment procedure (e.g., development of severe arthritis
may necessitate changes in clothing, furniture, and use of various non-health services),
the adverse effects of the health state will be underestimated.

5.4. Preference heterogeneity and its consequences for CE analysis

Perhaps the greatest practical challenge to the use of QALY to represent utilities is
the variation in preferences that is all but certain to occur in the context of specific
health limitations. Just as demand for any good or service varies, so do preferences
for states of health. A well-known study of treatment of benign prostatic hyperplasia,
which causes a variety of urinary symptoms, demonstrated that variation in attitudes
toward specific health limitations can dramatically alter the value of treatment. The most
common surgical treatment of prostatic disease is transurethral resection of the prostate,
an operation that can be highly effective at relieving the excessive urinary frequency
and nocturia (awakening at night to void) and other symptoms that men with prostatic
obstruction experience. The operation, however, can cause incontinence, impotence, and
other side-effects, some of them permanent. Men who are candidates for surgery vary
greatly in their relative preferences for the symptoms of prostatic hyperplasia and the
side-effects of the operation, so that the expected quality of life is greater with surgery
for some and with nonsurgical management for others [Barry et al. (1988), Fowler et al.
(1988)].

Without even considering costs, then, the “best” treatment varies when preferences
vary. When CE is used as a criterion for determining the allocation of interventions,
preference variation often poses more significant problems. It is possible that every pa-
tient who is a candidate for treatment with a particular intervention will gain QALY's
from it. But the intervention is much more cost-effective in those patients who expe-
rience the greatest disutility from the disease being treated, and who lose little utility
from the side-effects of treatment. Other patients who have identical health characteris-
tics may experience little disutility from the disease and more from the treatment. It is
very hard for any health care delivery or financing system to distinguish these two types
of patients, both of whom would desire the intervention. Although individual clinical
decisions can take such heterogeneity into account, even in the physician’s office the
necessary information, and the ability to use it, may be limited.
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5.5. QALY measurement and the application of CE analysis

Technical issues in QALY measurement raise questions about the reliability and validity
of QALYs, as usually calculated, as measures of utility. One message from the literature
that uses weights based on preferences rather than statistical weights or simple sums to
measure quality of life is that comprehensive measures of utility are difficult for study
subjects to understand. The reproducibility of such measures, particularly when the un-
derlying preference assessment technique is as complicated as the standard gamble, is
often disappointing. The limitations of such measures are partly responsible for the pop-
ularity of quality of life measures that are not preference weighted (such as the Rand
Corporation’s SF-36 scale) or that are not even global measures of quality of life (such
as disease-specific quality of life scales). Although these alternative measures offer ap-
parent practical advantages, rarely can they be considered reasonable proxy measures of
utility. The major conceptual problem with the preference assessment measures as usu-
ally applied is that they do not allow the state of being to be construed broadly enough,
a problem that is far worse for disease-specific measures. Measures that are not pref-
erence weighted lack the interval scaling properties required for the tradeoff between
length and quality of life implicit in QALYs.

The practical problems are particularly great when the benefit from a health interven-
tion is small. Consider, for example, a medicated lotion that relieves the itch of a rash
that appears on the arms and back. Even if the lotion completely relieves the rash as
soon as it is applied, it will be extremely difficult to assess utilities for the relief of the
rash using standard preference assessment techniques. All of the techniques require a
tradeoff between a risk of death and symptom relief, but if the symptoms are mild or
their duration is brief enough, it is difficult for respondents to estimate the risk of death
(or for the time-tradeoff method, the reduction in the length of life) that they would tol-
erate for an improvement in the symptoms. For this intervention and others that produce
small or brief improvements in quality of life, the willingness-to-pay approach used in
CB analysis would likely offer a much more suitable approach to valuation.

An ideal measure of health outcomes would be less restrictive than QALY's, abandon-
ing the additive separability embedded in the functional form and the (usually) constant
rate of time preference, but preference assessment instruments capable of supporting
more general models would impose upon respondents even greater cognitive burdens
than current methods. Research on these methods remains active, in some cases reflect-
ing the great interest of governments in applying CE analysis to health care decisions
more extensively. As utility measurement improves, claims that the results of CE anal-
ysis can be applied to maximize social welfare can be made with greater confidence.
Furthermore, although the QALY is not perfectly general as a measure of well-being,
it is likely to be a close approximation to more general measures and to represent an
acceptable tradeoff between conceptual validity and feasibility. Unlike many compet-
ing measures of quality of life, such as the statistically-weighted quality of life indices,
QALYs are conceptually appropriate and have the potential to approach the theoretical
ideal when preference assessment techniques are developed further.
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6. Recommendations

A fundamental but often unstated characteristic of any CE analysis is its purpose. Is that
purpose to enable an insurer, a health plan, or a government agency to decide whether
to cover a specific intervention? Is it to help a consumer decide which form of treatment
to receive? Is it to help a manager make decisions about large investments in health care
infrastructure? Is it to help a formulary committee choose which of several drugs should
be available in a hospital pharmacy? Or is it to help a decision maker determine the
allocation of health care that will achieve a suitably defined social optimum, regardless
of who that decision maker is?

Most experts in CE analysis argue that, unless there are compelling reasons to do
otherwise, CE analyses should be conducted from the societal perspective. Under this
perspective, all costs and all benefits are relevant, but usually analysts assume that the
health benefits accrue entirely to the individual receiving care. Exceptions are some-
times made in other circumstances, such as when there are significant externalities. For
example, family members may provide care or other people may bear a cost when an
individual is injured or ill. Even in the absence of externalities, though, an attempt to
use CE analysis to determine a full societal optimum, while laudable, in important cir-
cumstances may stretch the technique to the breaking point. Even for a circumscribed
measure of optimality like the Kaldor—Hicks criterion (i.e, potential Pareto improve-
ment), such determinations may be difficult for products characterized by economies of
scale and by other failures of the assumptions of perfectly competitive markets. How
and whether to include the preference of producers in a CE analysis are certain to be
controversial, particularly when the profits accrue in a population markedly different
from the one that is being treated. Profits are certainly a component of overall wel-
fare, and to remove them from the CE analysis is not the same as saying that they are
unimportant. CE analysis does not provide a comprehensive framework for including
them.

As common practice dictates, and the abilities of the technique mandate, most CE
analyses should be conducted from a consumer-oriented perspective, but not from the
one that is generally described as the consumer’s or patient’s perspective. Rather, the
most robust perspective is that of an insurer acting as a perfect agent for its enrollees.
Specifically, it assumes that the members of the defined population are behind a “veil of
ignorance,” having no particular information to distinguish their risk of developing any
disease or health condition or desire to utilize services from the average for the defined
population. The insurer charges an actuarially fair premium, and has no costs other than
the payment of benefits. There are no informational failures of consequence, other than
symmetric uncertainty, in the sense that neither the insurer nor any individual has more
or less information than others.

Perhaps the most difficult challenge for the implementation of CE analysis is the
technique’s application in heterogeneous populations. The optimality properties of the
CE approach are based upon the application of an individual’s specific CE ratio cutoff
to decisions about care. For that individual, any intervention whose CE ratio is below
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the cutoff is welfare-enhancing (i.e., passes a CB criterion), whereas any with a greater
CE ratio does not. But for many reasons — income, risk preferences, and various other
attitudes and values — CE cutoffs vary greatly across individuals. Many, if not most, CE
analyses are used to inform decisions made at a group level yet implicitly apply a sin-
gle cutoff. Decisions based on a single cutoff cannot claim to have the same optimality
properties in a heterogeneous population. The cutoff will be greater than the actual cut-
off for some people, and less than the actual cutoff for others. Furthermore, the optimal
single cutoff for a heterogeneous population would not necessarily correspond to the
average valuation.

The preceding discussion suggests that the welfare implications of the application of
CE analysis are clearest when strong conditions are met. The research challenges in-
clude better measurement — for example of health outcomes, preferences, and costs —
and further investigation into the implications of using CE analysis when ideal condi-
tions do not apply. The measurement of preferences is an area of ongoing research, and
it would be helpful to compare the results of analyses that use QALYs with those that
use either simpler measures of health outcomes (e.g., life expectancy) or more compre-
hensive measures (e.g., healthy year equivalents). Further investigation of the theoretical
issues would help to clarify the meaning and generalizability of the results of CE analy-
ses. For example, what are the welfare implications of prioritization based on CE ratios
when some health services are subsidized but a number of substitutes for them are not?
What are the implications of inter-individual variation in rates of time preference? What
are the welfare gains from using individual rather than uniform CE cutoffs in heteroge-
neous populations? Under what circumstances are simple CE analyses accurate guides
to welfare maximization?

CE analysis can be a useful aid to decision making in health care. In specific circum-
stances it can be quite powerful. Yet its grounding in welfare economics has often been
implicit, and an explicit examination of how one can use a CE criterion to achieve a
potential Pareto improvement demonstrates that the necessary conditions are exacting.
Nevertheless, of widely accepted, existing methods for incorporating economic consid-
erations in the prioritization and allocation of health care, CE analysis is probably the
most rigorous. Exploration of its welfare economic foundations has the additional ad-
vantage of helping to resolve ambiguities in matters such as the measurement of costs,
and can help to inform the development of new instruments for measuring quality-of-
life effects. CE analysis is not a perfect tool, but in many situations, it may be good
enough.
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Abstract

Incomplete information issues pervade health care markets, with market participants
often having relatively little information, and their behavior exhibiting corresponding
aberrations from classic market behavior.

Consumers often have relatively little information about prices and quality offered in
health care markets, leading to substantial dispersion in prices of apparently identical
services. Equilibrium price dispersion increases as the demand elasticity for the product
falls. Since health insurance lowers the elasticity of demand, price dispersions should
occur more often (and with greater magnitude) in markets such as physician services
with relatively complete insurance. Further, many insurance plans blunt incentives for
search, compounding the problem.

On the supply side, evidence shows that physicians behave as if they did not share
the same information about the productivity of medical care. At the level of geographic
regions, numerous studies show the rates at which various medical interventions are
used on standardized populations differ hugely — often by an order of magnitude or more
from high to low — and these differences in treatment rates do not converge through time
as would occur in standard market learning models.

Similarly, individual physicians within a given region also display differences in the
propensity to use medical resources. Information from a major study of doctors’ “styles”
shows large and statistically significant differences in doctors’ use of medical resources
to treat their patients, even with strong measures of illness severity of the patients in-
cluded in the models.

Although requiring strong assumptions, one can estimate the welfare losses arising
from incomplete information on the provider side of the market. Estimates of the up-
per bound of these welfare losses place the magnitude of loss in the same range on a
per capita basis as the traditionally emphasized welfare losses associated with perverse
incentives in health insurance.

The importance of incomplete information leads to discussions of the economic and
legal incentives for the production and dissemination of information. Legal incentives to
produce such information for medical strategies (treatment protocols) are weak, particu-
larly compared with the incentives in markets for specific products such as prescription
drugs. The public good nature of such information and the government role in support-
ing its production and dissemination form the concluding parts of this chapter.

Keywords

doctor, dissemination, incomplete information, insurance, patient, production of
information, property rights, search, variations, welfare

JEL classification: 110,111, D80, D82, D83
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1. Introduction

Information is not free, either in its production, dissemination or acquisition. Yet the
“normal” economic model presumes that consumers are fully informed about prices
and quality of every good available in the market, and that all producers have complete
knowledge of available production technologies. Few people take this model literally,
but most economists use it often in analyzing market behavior, in part because the world
seems to behave “as if” these assumptions hold in many settings. In other cases, how-
ever, the world behaves quite differently, and a more complete understanding of the
behavior of market participants (and the outcomes their behavior leads to) requires ex-
plicit consideration of the role of production and diffusion of information.

In health care markets, this holds perhaps more than in any other setting.! The “foot-
prints” of incomplete information can be found everywhere in health care markets:

— Governments invest massive resources in the production of information about health
and medicine, more so than in any other area (perhaps save national defense mat-
ters).

— Prices vary substantially within the same geographic area for apparently identical
services.

— An individual’s chances of receiving a particular medical intervention (e.g., car-
diac surgery, carpal tunnel surgery, knee replacement, hospitalization for pneu-
monia, etc.) can vary by an order of magnitude, depending on where the person
lives.

— Individual physicians’ resource use to treat an apparently similar groups of patients
differs by more than a factor of two within the same market area.

— Governments interfere in market operations in health care more than perhaps any
other market, ostensibly to protect consumers against low quality (licensure, drug
regulation).

These matters cannot arise simply through the presence of uninformed consumers.
Some, such as price variation for identical products, follow directly from models of
market equilibrium with incomplete consumer search, as we shall see below. Others,
such as the large cross-regional differences in rates of treating patients with particular
interventions, almost certainly require major differences in the information set held by
health care providers.

One could rightly ask if (and if so, why) these issues are special to the study of health
economics. It is obvious that at least some of the problems of incomplete information
pervade many markets, and indeed, importantly affect how those markets function. In
health care, however, the issues are more pervasive, and some special features of health
care markets exacerbate the problem. First and foremost on the consumer search prob-
lem, insurance blunts and sometimes completely removes the incentives for consumers

1 Arrow (1963) provided the essential guidance for this idea in his landmark article, “Uncertainty and the

Welfare Economics of Medical Care,” in which he set forth many of the propositions we are still just beginning
to understand a third of a century later.
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to carry out search for lower prices, and other insurance arrangements (e.g., preferred
provider arrangements) inhibit search on quality (by limiting the panel of physicians
for which the insurance covers services rendered). This does not in general hold even
in other markets where insurance is important (e.g., auto repair) because the form of
compensation from the insurance contract that so strongly affects search incentives is
unique to health insurance.

Second, there are widespread limitations on advertising that restrict the ability of
suppliers to transmit information about product quality or price. Benham (1972) used
national household survey data to measure the prices of eyeglasses purchased by con-
sumers in states that prohibited advertising by optometrists vs. those where such ad-
vertising was permitted. He found that the prohibition of advertising increased eye-
glass prices by 25% to more than 100%, depending on the comparisons chosen. Sub-
sequent analysis by Cady (1976) for prescription drugs and by Feldman and Begun
(1978) and Kwoka (1984) for optometric examinations shows similar results. Thus,
advertising restrictions (more severe in general than in most other markets) inhibit
search.

Third (although not unique to health care), western systems of property rights do not
in general protect process innovation well, so when doctors learn how to treat patients
better, they have little way to reap the benefits of the innovation. Large manufacturing
firms and even service delivery “chains” such as McDonalds confront the same problem,
but they have internal mechanisms through which they can exploit the gains from pro-
cess innovation. Small physician offices and, for many processes, even single hospitals
don’t have such a capability. Thus the incentives to invest in process improvement (bet-
ter treatment regimen) is minimal. (The issues relating to larger managed care “chains”
will be explored in Section 4.2.)

It is also important to understand that the issues about search, while usually couched
in terms of price, will (in much of what follows) have symmetric issues in consumer
search for information about quality. Indeed, quality search may be more difficult and
expensive than price search for most consumers. Effective search requires at least a sam-
pling of the market on the parameter of interest. However, sampling provider quality is
expensive, and to the extent that quality must be inferred on the basis of the particular
doctor/patient pairing, may require actually changing doctors. While search on price
has become less important in markets where it once mattered (e.g., physician markets
in the US) due to the major market penetration of “managed care” insurance plans that
negotiate the price for the consumer, search on quality remains distinctly important, and
indeed, may have become more difficult in some managed care settings. For example,
“gatekeeper” arrangements that require a patient to seek care first from a primary care
doctor before getting a referral to a specialist almost certainly inhibit search on qual-
ity, at least for specialists, since the gatekeeper will seldom be allowed to make more
than one speciality referral for a single patient. Of course, one of the alleged advan-
tages of gatekeeper models is that the primary care gatekeeper can assimilate quality
information on behalf of patients and make appropriate referrals as a more informed
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agent. The net effect of these on the level and distribution of quality is unknown at
this point.

Proceeding now to the body of this chapter, it divides into three distinct parts. Sec-
tion 2 analyzes the functioning of markets with incomplete search, building upon work
by Wilde and colleagues [Wilde and Schwartz (1979), Schwartz and Wilde (1982), and
most importantly, Sadanand and Wilde (1982)], who offer a model that allows direct
consideration of the role of health insurance on search in medical care markets. Some
further insights from Dionne (1984) extend this discussion. This section includes in-
formation about actual price dispersion within single markets for apparently similar
products.

The third section analyzes the issue of variable patterns of treatment of patients in
settings where neither illness differences nor traditional economic phenomena can ex-
plain the variable patterns of behavior. The same problem emerges when one studies
either the cross-regional variations in rates of the use of specific medical interventions
or the patterns of care rendered by individual physicians with the same community. This
section also provides a model to measure the welfare consequences of such variations
in medical care use, or at least (in a less direct manner) to focus attention on the ar-
eas of medical treatment where better information would have the greatest incremental
value.

Sections 2 and 3 interact in the following way: variations in medical practice imply
that some patients (at least some — perhaps all) are not getting the proper amount of
treatment — either too much or too little — given their medical condition (and their pref-
erences and income). These variations, however, cannot sustain themselves in a market
where consumers have perfect information about provider quality. Complete search (or
actually, less than complete search) by consumers who could measure quality meaning-
fully would drive all doctors to the same treatment patterns for a given type of patient
(including patient preferences in characterizing patients). In contrast, the data show
that the chances of a particular type of patient (but without measuring patient prefer-
ences) receiving a particular intervention (e.g., 40 year old female office worker with
$30,000 income receiving carpal tunnel surgery) can readily vary by a factor of 4 or 5
or more, depending on where the patient lives and the doctor who advises the patient.
Thus, the variations discussed in Section 3 surely exist only because of informational
problems such as discussed in Section 2.

Finally, Section 4 analyzes the production and dissemination of information in health
care and health sciences, focusing on both the traditional “public good” model of pro-
duction of basic research and also investigating the legal and economic considerations
regarding private production and dissemination of information. These economic and le-
gal considerations provide an improved understanding of why some of the phenomena
arise that were discussed in previous sections. This section concludes with some conjec-
tures about market and regulatory interventions that would improve welfare by altering
conditions in the market for information in health care, all of which could form the basis
for a future research agenda for scholars in this field.
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2. Market equilibrium and price variability
2.1. Search and market equilibrium

In many markets, price variability has been observed and well documented, but the
assumption almost automatically follows from standard economic thinking that system-
atic differences in price of “the same good” necessarily signal differences in product
quality, terms of trade, convenient location of the vendor, or some similar dimension
of quality. Indeed, so firmly ingrained is this idea in economists’ thinking that they of-
ten tautologically assume quality differences must exist to account for observed price
differentials. Yet price differentials for apparently identical products are quite common.
Pratt, Wise and Zeckhauser (1979) found substantial price dispersion in a variety of
markets for standard consumer products. Indeed, even in an environment in which con-
sumers would appear to have very low incremental costs for search, it is easy to find
widespread price dispersion.?

A number of economic models exist to account for price variability. Stigler (1961)
first called attention to this problem with his landmark essay on “The Economics of In-
formation.” Since then, a number of other approaches have followed [Salop and Stiglitz
(1977), Braverman (1980)], often variations on Stigler’s original insight: Information
is costly, and efficient search for a lower price will lead to a stopping rule that limits
search to something less than a complete sampling of the market. In these models, the
extent of search (the optimal stopping rule) is usually driven by a combination of the
a priori distribution of prices and the cost of search [see Lippman and McCall (1976,
1979), Hey (1979, 1981), Hey and McKenna (1981), McKenna (1986) for further dis-
cussion]. Rochaix (1989) adds valuable analysis of health care markets and search.

2.2. Search in health care markets

In health care markets, even these basic approaches fail, because health insurance mod-
ifies or sometimes eliminates the incentives for search. Consider first the most simple
form of health insurance, in which the consumer is reimbursed for k& percent of all
expenses. (This has been a very common form of health insurance coverage, e.g., for
“major medical insurance” in the US and elsewhere.) This type of insurance has the
effect of rotating the consumer’s demand curve vertically around the quantity intercept
[Phelps (1997, Chapter 4)]. It is well known that this type of insurance both increases

2 Hereisa personal experiment for the reader to conduct: Log onto the World Wide Web and search on sev-
eral consumer products about which you are knowledgeable to find relevant prices. Select products for which
the brand and model are clear and specific. You will likely find significant variability in the price even among
firms advertising on the Web, let alone in other media such as catalogs. As an example, I searched recently
for Motorola Talkabout Plus hand held personal radios (“walkie talkies” for personal use). Contemporaneous
catalog prices ranged from $159 to $139. Prices offered on the Web ranged from a high of $149 to a low of
$99. (In all cases, taxes and shipping were extra.)



Ch. 5:  Information Diffusion and Best Practice Adoption 229

the quantity demanded and also reduces the consumer’s demand elasticity from its unin-
sured level of n to Cn where C = (1 — k) is the consumer’s coinsurance rate [Phelps
and Newhouse (1974)]. The economic desirability of such insurance arises because the
post-insurance variance in out of pocket expenditures falls, to a first approximation,
from o2 to C202, and the risk premium [Pratt (1964)] falls commensurately.3

This type of insurance also reduces the consumer’s incentive to search. If the returns
to search (in terms of finding a lower priced provider) are p in a world with no insurance,
they become Cp when the coinsurance rate is C. Since typical major medical insurance
policies have parameters like C = 0.2, it is easy to understand that the incentives to
search fall markedly for consumers with such insurance policies.

Alternative types of insurance contracts produce different effects. An early type of
health insurance, now seldom observed, paid $X for specified events (e.g., $20 for the
purchase of a medical office visit, $500 for a simple hernia repair surgery, etc.) These
types of insurance policies introduce a new type of risk on consumers arising from
price variability, but they also obviously completely preserve the economic incentives
to search for a lower price. A more common modern insurance policy requires the con-
sumer to pay $M per event (e.g., $5 to $15 for a physician office visit), at which point
the insurance policy pays all remaining charges.* Endless variations are obviously pos-
sible, but the key point to observe is that consumers’ incentives to search for lower
prices are often blunted or possibly eliminated by modern health insurance arrange-
ments.

Only on rare occasions has there been any actual measurement of the propensity
of medical consumers to search. The earliest of these occurred in England and Wales,
studying the behavior of patients in the British National Health Service (BNHS). There,
price is obviously not a factor since all such care was then free; this study only looked at
patient satisfaction. In that setting, 0.7% of patients had changed doctor in the past year
for reasons of dissatisfaction [Gray and Cartwright (1953)]. In 1962, a US study found
30% of patients had changed doctors within the past five years, but only 8% for reasons
of dissatisfaction, or about 1.6% per year, about double the BNHS rate [Cahal (1962)].
More recently, a study in Utah [Olsen, Kane and Kasteler (1976)] measured not only the
rates at which patients changed physicians, but also recorded the primary reason given
by the patient for so doing. Well over half of the patients reported that they had changed
doctors at some time in the past. Of those who did change, only 9 percent did so because
of price, and the propensity to do so was (unsurprisingly) inversely related to income

3 The risk premium is approximately —ro2, where r = U” / U’, the ratio of the second to the first derivatives
of the utility function with respect to income. This is in fact the second order Taylor Series expansion of a
general utility function, but an approximation that is quite close for many risky distributions.

4 These types of copayments are very common in modern “HMO” types of insurance plans in the US. These
types of policies obliterate any incentives to search, but this is seldom a real economic issue in modern “man-
aged care” settings since the consumer’s choice of provider may be limited by contractual agreement, and the
insurer likely has negotiated common prices from all eligible providers. In the managed care environment, of
course, the insurer has likely negotiated a price with the provider anyway, so search on price is less relevant.
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— low socioeconomic status (SES) patients cited cost as the reason for changing doctor
at three times the rate of high SES patients. The low rate at which consumers of health
care shop for reasons of price is easily explained by the low incentives associated with
health insurance coverage, as discussed previously.

2.3. Incomplete information models
2.3.1. A general model of incomplete search

Several models of incomplete search have been published, mostly exhibiting a common
theme: Patients have an a priori distribution of prices in the market, a cost of search
(possibly varying with opportunity cost of time, external rules affecting the availability
of information and advertising, and other related factors). Given that a priori distribu-
tion of prices, optimal search processes lead to selection of a stopping rule. Consumers
search until a reservation price is found, and purchase the good. In many models of
search, the assumed costs of search and a priori price distributions determine the stop-
ping rule. A nearly equivalent approach, often more tractable mathematically, is simply
to assume a fixed number of searches, after which the lowest price found determines the
purchase.’

One elegant model of this process [Sadanand and Wilde (1982)] using this formu-
lation helps illuminate some key issues in search in health care markets. This model
generalizes from previous studies that had assumed discrete demand curves and allows
the quantity demanded to depend directly on the lowest price found during search. The
Sadanand and Wilde model is summarized next to provide a framework for discussing
these issues in more detail.

In this model, the market consists of two types of buyers, A; (who randomly select
one firm and buy without comparison shopping) and A, (who search n > 2 times and
then buy from the lowest price provider found), occurring in proportions (1 — o) and o
respectively. All firms have the same cost structure, with U -shaped variable cost curves
and fixed costs F.

Total average costs are thus A(q) = [T (¢) + F]/q, which are minimized at output
level s. (Thus A(s) = min(A(g).) The market equilibrium is monopolistically compet-
itive, so expected profits are zero, and the usual monopolistic competition equilibrium
occurs where the expected demand curve is just tangent to A(q) along the left-hand por-
tion. Consumer demand follows the usual assumptions: ¢ = f(p), f'(p) < 0. Another
key parameter is the average number of consumers per firm, «.

The market works in the following way: Firms face an expected demand curve con-
sisting of their proportion of non-shoppers, assumed to distribute themselves uniformly
across all the firms in the market (for whom they can charge a higher price) and those

5 Louis Wilde pointed this out to me in personal communication about work he had done, to be discussed
next.
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shoppers who, upon shopping, found no lower price. Thus the firm raises profits to non-
shoppers by raising prices (but limited by the demand curve eventually) but risks losing
sales to shoppers who find a lower price. This demand curve facing any specific firm al-
ways slopes downward because non-shoppers will each consume more at a lower price,
and shoppers are attracted when they find no lower prices (and hence also add to the
demand at lower prices). But profits are not necessarily maximized by lower prices, and
this clearly depends upon the extent of shopping in the market. If nobody shops, then
each firm faces a scaled-down version of the market demand curve and they price above
minimum average cost. If a sufficiently large fraction of the consumers shop, then the
only successful strategy is to price at the competitive (minimum average cost) level,
since any other price loses too many consumers for the firm to sustain itself. Interme-
diate degrees of shopping lead to intermediate outcomes. Firms can enter this market
whenever the expected demand curve confronting any firm lies above the AC curve at
some quantity. The condition for this is that A(af(p)) < p for some consumer/firm
ratio .

This structure produces three general types of outcomes. When search occurs least
often, a distribution of prices arises with no mass point anywhere. At the other extreme,
with sufficient amounts of search, the distribution of prices collapses to a single mass
point at minimum average cost. An intermediate case arises with intermediate amounts
of search, wherein the distribution of prices also contains a mass point at minimum av-
erage cost. Two figures [from Sadanand and Wilde (1982)] help understand how this
market functions. Suppose the consumer/firm ratio is «¢. Then the demand curve fac-
ing the firm begins with its scaled down version of the market demand curve, namely
o€ f(p), where f(p) is (recall) the typical consumer’s demand curve. If the firm raises
its price above p* (minimum average cost) it only gets (1 — o) of those — the non-
shoppers, and this is not a successful strategy if that modified demand curve, shown as
(1—0)aC f(p) in Figure 1, lies to the left of the firms average cost curve A(g). Thus, in
general, search is sufficient to drive the market to the competitive equilibrium whenever

o> 1=[fA)/s|[A »/f ()], Yp=p* (1)

where A~!(p) refers to the left hand branch of the AC curve. This defines the proportion
of shoppers o necessary to make non-competitive pricing impossible to sustain (or, put
slightly differently, it defines the amount of shopping necessary to drive the expected
demand curve of non-shoppers below the AC curve for all possible outputs of the firm).

Now what happens if there is not sufficient search to produce this outcome (i.e., the
condition in Equation (1) is not met)? Figure 2 shows the key conditions. If the expected
demand curve confronting each firm cuts the average cost curve at two points, then entry
is profitable, since for some output levels, f(g) > A(g). As entry occurs, the expected
demand curve from non-shoppers shifts to the left, eventually reaching a tangency in the
usual monopolistically competitive equilibrium. The highest price that occurs then is py
and entry has driven the consumer/firm ratio to o’V . This sets an upper bound on the pos-
sible prices in this model, and the firm in this case will produce A~ pu) as its output.
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(1-0)i¥(p)

aCf(p)

Figure 1. From Sadanand and Wilde (1982).

The other line in Figure 2 shows the outcome for the firm(s) charging the lowest
price in the market, which is necessarily p* = minimum AC. The expected demand
curve cutting the AC curve at that point is [(1 — o) f(p*) + onf (p*)]e, consisting of
the firm’s “share” of non-shoppers plus n times the average share of shoppers (where
n is the number of firms searched by shoppers — the lowest price firm gets them all by
definition). The value of ¢ defined by this condition sets the least amount of shopping
that still leads to some firms charging p*.

o <[s/(@" f(p*)) = 1]/[1/(n = D]. )

If o falls between the two values defined by Equations (1) and (2), the market supports a
distribution of prices between py and a lower-bound value p; that depends on ¢ and n
(the parameters defining the extent of search). Specifically, the firm’s expected demand
curve is given by

[(1—0)+on]f(pr)a. 3)

In general, as the number of firms searched by each shopper shrinks (n gets smaller)
the rightmost of the two demand curves shown in Figure 2 shifts to the left, eventually
approaching the leftmost curve that defines the upper bound price py. Obviously also,
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S

Figure 2. From Sadanand and Wilde (1982).

for a given n > 1, as the proportion of consumers in the market (o) increases, this
rightmost demand curve (which defines py ) shifts back to the right, and py approaches
p* as o increases. But the market need not have complete search, because Equation (1)
tells us that once o reaches a sufficiently high value, the market collapses to competitive
pricing at p* anyway. In the world with limited search, a gap will appear between p*
and py and prices will have continuous support between py, and py.°

In summary, this model shows how distributions of prices emerge in monopolistically
competitive markets, and shows that the way the market functions depends crucially
on the proportion of consumers who undertake comparison shopping (o) and the ex-
tent that each of those consumers searches (n). It does not require complete search to
approach perfectly competitive pricing, but in general, more search lowers prices for
everybody in the market, so those who do search do not capture the full value of their
efforts.

6 As Mark Satterthwaite has pointed out to me, this model of search presumes irrational behavior on the part
of individuals if the variance of prices collapses completely. That is, once o exceed the critical value defined in
Equation (1), there can be no returns to search, in which case either n falls to zero or the fraction of searchers
itself declines. Thus the model proposed by Sadanand and Wilde requires irrationally large amounts of search
to support a complete collapse of prices to the competitive equilibrium. Fortunately, for use in health care
markets, this issue can be discarded, since observed prices exhibit wide dispersions, and hence the potential
problem of irrational search does not appear to be relevant.
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2.3.1.1. Applications in health care markets. One of the unusual features of health
care markets, as noted in the introduction, is that health insurance blunts the incentives
to search. Using the model outlined above, we can see that there is a precise relationship
between the demand elasticity and the number of shoppers necessary to generate a com-
petitive (single price) equilibrium, and we also know [see Phelps and Newhouse (1974)]
that reimbursement insurance lowers the demand elasticity of insured consumers. In par-
ticular, suppose we specify a constant elasticity demand curve of the form g = §p~".
Sadanand and Wilde show that the necessary condition for a competitive equilibrium
can be rewritten as

o>1=[p/A®]"[A" (p)/s], Vp=p*. “

Since health insurance generally drives the demand elasticity towards zero, the req-
uisite proportion of shoppers rises as the insurance coverage becomes more complete.
Similarly (and no surprise), when the equilibrium includes a dispersion of prices, the
less elastic the demand curves of consumers (more insurance) the more dispersed are
the prices. Thus the model of Sadanand and Wilde predicts a direct relationship between
the degree of health insurance coverage and the dispersion of prices in the market.

At the same time, health insurance generally provides incentives that limit con-
sumers’ propensity to search, as discussed above, decreasing ¢ and also decreasing
n for those shoppers who do engage in search. Thus, both the effect on demand elas-
ticities and the effect on incentives to search drive the market for health services to one
with less competitive outcomes (more dispersed prices, less chance of a mass point at
the cost-minimizing price). Both of these forces reduce the chances for a competitive
equilibrium and increase the dispersion of prices that will emerge.

While not modeled directly by Sadanand and Wilde, it should be obvious that parallel
issues arise concerning search on quality. To understand how this works, consider a
world where there were two possible qualities in the market (QL;, i =1, 2), and firms
specialize either in higher or lower quality. The uninformed consumer will have two
demand curves conditional on quality, but will have to assume some expected value of
quality among unknown firms until quality is ascertained. If price is known but quality
is not, then searching to find the higher quality firm (for a given price) is similar to
searching on price for a known quality (as in the world of Sadanand and Wilde, with
homogeneous quality). So we can expect (but the proof awaits further work) that search
models in a managed care world will show similar effects of search on the distribution
of quality, and also that the incentives of insurance to search on quality are similar to
those relating to search on price.

2.3.1.2. Search with unknown product quality. Hey and McKenna (1981) have ex-
plored the more complicated and perhaps more pertinent problem of consumer search
with both uncertain product quality and price. In their model, both price and quality
are unknown; price can be observed before purchase, but quality can only be observed
after purchase. They assume (in contrast to Sadanand and Wilde) that product quality
is heterogeneous, with the joint distribution of quality and prices known. In this model,
both product quality and price depend upon the extent of search.
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Further, search rules differ from the case of the single product quality. In the world
of only a single quality, endogenous search leads to the well known result that the con-
sumer adopts a reservation price p,, and search ends once a price lower than p, is
found. In the uncertain quality model, the first step proceeds similarly, with the addi-
tional complication that for each price draw from the market, the consumer must infer
the expected quality, and then determine if the total bundle affecting utility (price and
quality) is satisfactory. If not, the search continues again. Depending on the relationship
of quality with price, the optimal strategy may be to “buy expensive” rather than “buy
cheap.” Indeed, the optimal search strategy varies greatly depending on the relationship
of expected quality to price, and how that changes across the price spectrum. As Hey
and McKenna show, there can be no simple conclusion drawn from these situations; the
problem remains a fruitful area for future investigation.

A further complication exists in models with endogenous price and quality: it may be
optimal for producers to signal a high quality by charging a high price. Some markets
seem to be characterized by such signaling, while others show a high correlation be-
tween price and quality. False quality signals (posting a high price) are likely to emerge
when consumers cannot directly measure the quality until they have purchased the prod-
uct, when purchases are infrequent (or once in a lifetime), and where communication
between buyers is unlikely to create adverse word of mouth counter-information. The
quintessential example of such a situation would be the traveling salesman of the Amer-
ican west, moving from village to village and selling “snake oil” medicine, the lack
of effect of which could only be understood after the salesman had moved on to find
other customers (and also escaped retribution of angry buyers). Cases where such sig-
naling would likely prove useless to the deceitful seller would be cases like musical
instruments and consumer electronic equipment, where the consumer can readily de-
termine the quality before purchase. Barbers and beauticians in fancy hotels (with few
repeat customers) would more likely benefit from deceitful price-signaling of quality
than barbers relying on steady customers.

How these issues play out in the world of health care remains a subject yet unana-
lyzed. Taking the basic ideas, one would expect to find more deceitful quality signal-
ing among doctors who performed once-in-a-lifetime services, and then perhaps even
more in areas where personal embarrassment would deter unhappy customers from
complaining loudly to their friends. Procedures such as augmentation mammoplasty
(breast enlargement) or penile enhancement (commonly advertised daily in the Los An-
geles Times sports section) seem like prototypical areas where deceitful price signaling
would likely take place.

2.3.1.3. Does insurance insure the costs of search? Dionne (1984) points out another
important issue: If the insurance policy covers the costs of search in a way equivalent
to the costs of the insured service, then increasing insurance coverage will increase the
amount of search under certain patterns of risk aversion (specifically, when relative risk
aversion increases with wealth). When search costs are not insured, there are trade-
offs to the consumer balancing risk avoidance issues with search cost issues. If relative
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risk aversion decreases in wealth, Dionne shows that search tends to diminish, and when
search costs themselves are not insured, the result is unambiguous. The tradeoffs are not
difficult to comprehend: If medical care is insured (nearly) fully, then the consumer’s
personal benefits of finding a lower price are small, and when the consumer bears the
cost of search, it becomes decreasingly desirable to search as insurance becomes more
complete. The offsetting factor, however, is that the acquisition of insurance raises ex-
pected utility and the wealth effect arising from that pushes towards more search when
risk aversion is increasing in income. When risk aversion is decreasing in income, this
wealth effect works in the opposite direction. Unfortunately, the literature on risk pre-
miums is rather sparse even in estimating the magnitude of relative risk aversion, let
alone providing an understanding of how that changes with wealth. Garber and Phelps
(1997) provide a summary of the relevant literature estimating the magnitude of relative
risk aversion in the range of 1 to 4.

As to whether health insurance insures search costs, it depends in part on the nature
of the search. In some cases, search for lower prices involves simply making telephone
calls, etc., in which case the search will not be insured. In cases where the search in-
volves a direct sampling of the provider’s quality, then the insurance effectively treats
search costs (or most of them) the same as it treats the purchase of services.

2.3.1.4. Actual price variability. Only sporadic reports appear in the literature show-
ing the distribution of physician firms’ prices for known quality of care. The most direct
of these comes from Marquis (1985), showing data from the RAND Health Insurance
Experiment during the 1970s in two cities (Dayton, OH and Seattle, WA). Her data
show the coefficients of variation of fees for general practice and internal medicine
(two homogeneous groups of providers in terms of observable credentials). On average,
the internal medicine specialists received fees some 10-13% higher than general prac-
tice doctors, as befitting their more extensive training. Of particular interest here is that
the coefficients of variation in the prices were about 0.15 in Dayton and about 0.23 in
Seattle, a wide range of prices. In data such as these, a coefficient of variation of 0.15
implies that the range from high to low will typically be about a factor of two. I know
of no other similar price data in a more recent era.

How do these prices contrast with other markets? In one data set available to me
through a litigative consulting job, retail prices of gasoline for a single brand were ob-
served repeatedly in a single city in the western US. The homogeneity of the product is
nearly perfect in this case, since the brand of the gasoline, the degree of service (self vs.
full) and the grade of gasoline (regular vs. premium) were all identified. In these data,
coefficients of variation in prices (at any point in time) were an order of magnitude
smaller, averaging about 0.015.

In a more wide-ranging study, Pratt, Wise and Zeckhauser (1979) measured the prices
of a wide range of consumer commodities, all standardized as to brand. They found
coefficients of variation ranging from as low as 0.05 (Raleigh Grand Prix bicycle, mixed
concrete) to as much as 0.5 (horoscope, carnations). Thus the variability in physician
prices is not unique to this market.
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2.3.2. Herd and cascade models

An alternative approach to understanding the behavior of physicians’ prescribing pat-
terns may come through studies of herd behavior and information cascades. Although
this approach has not been applied directly to behavior in medical markets, it provides
a valuable structure for future work. A few examples of this literature are summarized
next.

Banerjee (1992) analyzes the behavior of people who observe other economic agents
and then (particularly when their own information is weak) follow the choice of the
preceding agents on the premise that they may have had special “inside” information.
In such a world, Banerjee shows that people end up doing the same thing (“herd” be-
havior) and that the resulting equilibrium is not efficient. A similar model appears in
Bikhedandani, Hirshleifer and Welch (1992), using a model of information cascades.
This model, like the herd model of Banerjee, leads to herd-like behavior, but in the in-
formation cascade model, the herd’s behavior is fragile and can change rapidly. While
fashion “fads” may follow this path, most studies of medical practice variations find
strong persistence in the observed patterns, so models that commonly lead to fragility
and faddish switches in behavior will likely not prove valuable in understanding the
physician practice variations phenomenon.

Another approach follows more in the tradition of game theory, analyzing the behav-
ior of an n-person repeated game. Young (1993) studies the evolution of “conventions”
(common practices) in such a world, using a model where agents have a sample of in-
formation about how other agents have behaved in the past. A similar model is studied
by Kandori, Mailath and Rob (1993), focusing on noise in the information signal or
mutations in the system.

3. Disagreement about the production function
3.1. The healer’s dilemma

This section turns to a completely different problem, namely the role of information in
the supply side of the market. This discussion concerns the information healers (doc-
tors, dentists, nurses, etc.) have about the production functions (plural!) that create the
final product in the market — “cures” of disease. Investigation of the production function
for health providers has been sporadic at best, but almost never focusing on the actual
output of value to consumers, the cure of disease or the improvement in health outcomes
through such things as pain relief, improved mobility, reduced anxiety, and related out-
comes.’ For ease of discussion, I will call this set of outcomes “cures” hereafter, with

7 Most studies of the links between inputs and health outcomes use methods of medical decision theory.
A few emerging studies use econometric techniques to help understand the relationship between inputs and
health outcomes. A recent study by Cutler, McClellan and Newhouse (1999) on the treatment of acute myocar-
dial infarction (AMI) — heart attacks — provides an econometric estimate of the marginal value of interventions
in a novel and important way.
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an understanding that the set of outcomes under consideration often involves outcomes
that do not literally cure disease, but rather relieve the symptoms of the disease in a way
that improves patients’ utility.

The premise here is that healers confront a staggering array of treatment technologies
that they must understand (at least in part) in terms of their costs, side effects, and ability
to cure patients in a setting where the technologies’ effects may differ greatly depending
on unique and (often) difficult-to-observe characteristics of the patient.

The set of diseases that healers must recognize is immense — the relevant codebook
for insurance purposes describes literally thousands of diseases, not to mention sub-
classifications within these categories.® The relevant code book for treatments also has
thousands of treatments, many of which can potentially affect numerous diseases.’ For
doctors to understand well the complete set of relationships between these treatments
and the myriad diseases that their patients may bring to the patient encounter is liter-
ally impossible. Indeed, as we shall see in Section 4, it is probably not even possible at
the societal level, let alone the individual healer level, to understand these relationships
fully.

In slightly more formal notation, consider a utility function for Health (H) and other
goods (X), U(H, X), where X can be purchased directly in the market, and Health is
produced in by medical care (m) using the production function H = g(m). Consumers
confront a stochastic illness £, so H = Hy — £ 4+ g(m). Demand for m is then derived,
depending on income, prices, the severity of the individual’s illness, and the perceived
efficacy of the treatment in healing (i.e., the shape and slope of g(m)).!% Clearly, if
there is disagreement about the shape of g(m), then the eventual demand curves for m
will differ across regions. Of course, H, £ and m are all vectors of large dimensional-
ity, representing different aspects of health, different illnesses, and different treatments,
respectively.

Despite these informational problems, healers must act on behalf of patients. They
may refer the patient to a more specialized healer, they may try some treatment or an-
other, or they may pursue a course of “watchful waiting” or even tell the patient that
there is nothing further to do. Given the impossibility in knowing the specific effects of
every possible treatment for every possible disease for every possible patient (remem-
ber: the treatment effects may vary greatly by unobservable patient characteristics), it
should come as no surprise that doctors disagree about how often (and for which pa-
tients) various treatments should be employed. Subsequent parts of this section explore
the evidence on the extent to which this disagreement manifests itself in regional dif-
ferences in patterns of treatment (Subsection 3.2), in the practice patterns of individual

8 See the International Classification of Diseases, Version 9, or more commonly ICD9, published by the
Department of Health and Human Services (1980).

9 See Current Procedural Terminology, Version 4, or more commonly CPT4, published by the American
Medical Association (1990).

10 This approach was first developed in a deterministic version by Grossman (1972a, 1972b). See Grossman
(2000) for further discussion of such models.
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physicians (Subsection 3.3). Finally, we seek an understanding of the economic con-
sequences of these disagreements (Subsection 3.4) in terms of welfare loss to patients
arising from incomplete information.

3.2. Regional variations

The study of regional variations in medical practice began in England when Sir Allison
Glover (1938) presented a paper to the Royal Academy of Medicine describing the fre-
quency with which British schoolchildren of a specific age had received a tonsillectomy.
He observed differences of almost an order of magnitude between the towns with the
highest and lowest rates of tonsillectomy. Sir Allison, and even his astonished audience
that night (their later discussion is also recorded) could not believe that such differences
were due to differences in underlying disease patterns. Their discussion — and much
modern interpretation of these phenomena — suggested the likelihood that the proce-
dure was overused on average, although one cannot infer from the observed pattern the
proper frequency of use (for a defined population). As Section 3.5 discusses, welfare
losses occur both because of variability about the mean (even if unbiased) and if there
are biases in the average rate of treatment from the “correct” (fully informed) demands.

This approach to studying variations ignores one further facet of the problem: there
may not be appropriate mechanisms in place to match actual services provided with
patients who have the highest value for the procedure. In general, if the level of service
is limited by some external force such as physical capacity or price controls, public
mechanisms of rationing will often lead to outcomes where the average value of the
services received is below what one would find in a free exchange market with the
same quantity sold. This type of problem is not part of the variations issue discussed
below, since I assume throughout my discussion that other factors than rationing lead to
differences in the amount of service provided.

The typical study of this phenomenon (usually called “regional variations” studies)
calculates the rate at which an intervention is used for populations living in a defined
geographic area (e.g., a county or state). One must be careful to distinguish between
the region of the patient’s residence and the region where the procedure is performed,
because (particularly for rare treatments) patients are often referred to specialty centers
for treatment (by their doctors at home), and failure to account for this would create an
odd pattern of apparently very high density of treatment in some communities and none
in others. These studies typically also adjust for the age and gender mix of the popula-
tions studied, since (at a population level) these variables usually explain a considerable
amount of the observed patterns, because disease frequency varies systematically by
age and gender for many if not most illnesses. Typically, however, the underlying true
prevalence of disease is not measured, so it typically remains an assumption that the age
and gender adjustment adequately accounts for differences in the underlying burden of
illness in the populations analyzed.

Much of the seminal work in this area was conducted by scholars reporting their work
in other outlets than commonly referenced by economists. Perhaps the most influential
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of these was Wennberg and colleagues, who brought the concepts of practice varia-
tion into the realm of legitimate scientific inquiry [Wennberg and Gittelsohn (1973,
1982)] and then into the spotlight of public policy inquiry [Wennberg, Freeman and
Culp (1987), Wennberg et al. (1989)]. Other key work in this literature comes from Roos
and Roos and colleagues from Manitoba, Canada [Roos, Roos and Henteleff (1977),
Roos and Roos (1982)].

This literature has historically adopted a policy of reporting the coefficient of vari-
ation (COV = o/u) of the empirical frequency distribution of treatment rates.!! The
literature reporting these variations — almost entirely in medical journals — is now im-
mense [see Phelps and Mooney (1993) for a summary]. For purposes of illustration
of these phenomena, Table 1 shows a single example of regional variations calculated
from data showing hospitalization rates for various procedures in 1987 in New York
State, using counties as the unit of observation.!2

In order to support the belief that these and related differences in regional rates of use
are due to informational differences, one must eliminate competing explanations. Sev-
eral natural economic explanations arise, each of which can be eliminated as empirically
relevant. We will be able to see that regional variations are not due to income effects,
price effects, or substitution among alternative therapies that might produce similar out-
comes. It can also be demonstrated that in almost all cases, the variations are “real” in
the sense that they are too large and persistent to arise simply from random observations
of regions with the same underlying propensity to treat. To understand the first two of
these (income and price effects), consider a regression model

y=x1B1 +x2B: +u, (5a)

where x1 and x» represent income and price. Taking the variance of this expression and
converting to elasticities (1) and coefficients of variation (COV = o /) gives:

172, (5b)

COV, = [COV{ni + COV3n3 + n1172COVCOV; + COV2]
(Here, COV,, is defined to mean o, /1y, thereby avoiding the obvious complication of
computing COV,, scaled by its own expected value of zero.) It is easy to show [see
Phelps and Mooney (1993, Appendix 7)] that |n;| provides an upper bound on the rate
at which COV,, changes with COV;.

Data from New York State (using counties as the unit of observation, as appropriate)
allow the calculation of the COV for income as 0.2 and the COV for price as approxi-
mately 0.1 [see Phelps and Mooney (1993) for details]. The income and price elasticities

11 A5 we shall see in Section 3.5, this is fortuitous, since the COV measure enters into a formula to calculate
the welfare loss from variations.

12 These use data from the Statewide Planning and Research Cooperative System (SPARCS) from the New
York State Department of Public Health. Other studies using these data are reported in Phelps and Parente
(1990), and Phelps and Mooney (1992).
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Table 1
Some examples of medical practice variations

Medical
High Variation Low Variation
Pediatrics otitis media and URI 0.49  Red blood cell disorders 0.13
Pediatric pneumonia 0.48  Eye disorders 0.13
Acute adjustive reaction 0.45  Gastrointestinal hemorrhage 0.13
Depressive neurosis 0.42  Peripheral vascular disorders 0.12
Atherosclerosis 0.37  Heart failure and shock 0.12
Pediatric gastroenteritis 0.37  Acute myocardial infarction 0.12
Chronic obstructive lung disease 0.35  Respiratory neoplasms 0.10
Concussion 0.34  Kidney and urinary tract disorders 0.10
Circulatory diagnoses, except AMI, Special cerebrovascular disorders 0.09
with cardiac catheterization 0.32
Respiratory signs and symptoms 0.32
Pediatric bronchitis and asthma 0.30
Surgical
High Variation Low Variation
Dental extractions, restorations 0.61  Ectopic pregnancy 0.14
False labor 0.61  Inguinal and femoral hernia operations 0.13
Extracranial vascular procedures 0.46  Hand operations 0.13
Tubal interruptions 0.38  Major genito-urinary tract operations 0.13
Tonsillectomy and/or adenoidectomy 0.36  Skin grafts 0.12
Carpal tunnel release 0.33  Respiratory system operations 0.12
Vaginal delivery with added procedures ~ 0.32  Cholecystectomy with gall bladder disease ~ 0.12
Pediatric hernia operations 0.32  Vaginal delivery without complications 0.11
Mastectomy for malignancy 0.11
Hip procedure, except joint replacement 0.11
Caesarian section 0.10
Male reproductive system operations 0.10

of demand are estimated in the RAND Health Insurance Study as approximately 0.1 and
—0.2, respectively. Thus income can at most add 0.2 x 0.1 = 0.02 to any measured COV,
and price differences can at most add 0.2 x 0.2 = 0.04 to the observed COV for hospi-
talizations. Since the observed COVs are generally in the range of 0.2 to 0.5 or larger,
it is clear that these standard economic factors (income and price) cannot meaningfully
explain these variations.

The issue of substitution requires a different approach. If meaningful substitution ex-
ists between two alternative therapies (to produce the same quantity of cures), then there
should be negative correlations between the observed rates of use of two treatments
(say, T1 and T>). Figure 3 shows this phenomenon, showing “iso-treatment contours”
with different overall rates of treatment. For two regions with true substitution (points
A and B on the same iso-treatment contour) the correlation in observed rates of use will
be negative. For two regions on different iso-treatment contours (such as A and C), the
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Treatment 2

Treatment 1

Figure 3. Substitution in production of health.

correlation is likely positive. Note that there can be cross regional differences in the
rates of overall treatment and still be negative correlations, but positive correlations in
the treatment rates require differences in overall treatment rates.

Table 2 shows the observed correlations from county-level data in New York State
for a series of treatments identified by physicians as possible substitutes for treating
the same disease within the hospital (the data, remember, reflect hospital admission
rates). In almost every case tested, the observed correlations are positive, and usually
significant statistically. Only in the case of regular hospital days vs. intensive care unit
(ICU) days was substitution observed (significant negative correlations).

Next, we can return to the question of whether the observed variations in treatment
rates reflect true differences across regions, or simply arise from random chance. A gen-
eral test [Diehr et al. (1992)] showed that when using population-weighted coefficients
of variation in data such as these NY state data, a simple transformation of the COV
has a chi-square distribution with (n — 1) degrees of freedom, where 7 is the number of
counties in the data set. Tests on each of the COVs shown in Table 1 reject the hypothe-
sis that the true COV is zero using this approach. A more powerful approach builds the
test up from the regression model such as specified in Equation (5) [Hu (1996)].

Other economic explanations also fail. For example, some observers have posited
that these variations arise from differential demand inducement across regions.!3 Such

13 See McGuire (2000) for a general analysis of demand inducement.
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Table 2
Correlation of substitutable procedures/admission rates

Medical back admissions and
surgical back admissions for low back problems 0.20

Myelogram for low back problems and
CT for low back problems 0.44*

Vaginal hysterectomy and
total abdominal hysterectomy for non-malignancy 0.29*

Total abdominal hysterectomy and
myomectomy for non-malignancy 0.19

Extracapsular and
intracapsular lens extraction 0.33**

Arch-arteriogram and
carotid arteriogram for cerebrovascular accident (stroke) 0.49**

Single vessel coronary artery bypass graft (CABG) and
single vessel percutaneous transluminal angioplasty (PCTA) 0.50**

Single vessel CABG and
multiple vessel CABG 0.70**

Admission for pacemaker insertions and
medical admissions for selected arrythmias 0.16

Admission for angina pectoris (chest pain) with and
without arteriogram 0.08

Admission for myocardial infarction with and
without arteriogram —0.018

Intensive care unit and
non-intensive care unit admissions for myocardial infarction —0.64**

Intensive care unit and
non-intensive care unit Length of Stay for angina or chest pain ~ —0.37*

*p <0.10; **p < 0.05.

an explanation fails to explain why similar patterns of regional variability arise in such
countries as Great Britain and Sweden as in the US [McPherson et al. (1981, 1982)],
since those countries have comprehensive national health systems where doctors are all
on salary, and hence have absolutely no economic incentives to induce demand.
Finally, one must account for the fact that rational demand for treatment shifts directly
with the intensity of illness [Phelps (1973, 1997)]. Aggregating individual demands to
the regional level (as appropriate for these studies) generally assumes — often without
empirical support — that the illness patterns in these regions are similar, once age and
gender mix of the populations has been controlled (as is almost universally true in the



244 C.E. Phelps

regional variations literature). Most of the studies of regional variations cannot directly
measure illness patterns, so the residual role of illness patterns (holding age and gender
mix constant) are typically unknown. The few studies where there are direct measures of
illness available [Roos et al. (1977), Roos and Roos (1982), Leape et al. (1990)] show
that, if anything, patterns of illness are perversely associated with treatment patterns.
Thus, at least on the basis of this sparse evidence, we can reject the belief that regional
variations follow patterns of regional illness differences.

A separate issue concerns relationships between patterns of treatment: Treatment pat-
terns are in general unrelated across interventions. Put slightly differently, if Region A
is “high” and Region B is low in the rate of use of some specific treatment (say, carpal
tunnel surgery), then there is essentially no predictive power as to where Regions A
and B will appear with respect to some other treatment (say, knee replacement surgery),
even within the domain of the same specialist (here, orthopedic surgery), let alone when
one ventures into the domain of other specialists (say, for hospitalization for acute heart
attack or pediatric pneumonia). As shown in Phelps and Mooney (1993), the correla-
tions of treatment patterns across interventions is quite low, even within specialty. This
in effect eliminates the possibility that the patterns of treatment observed are related
to “availability” in some way (either with lower time costs for patients or because of
demand inducement that might be occurring).'*

A still further related issue asks whether the regional patterns of treatment, even if
unrelated to physiologic illness patterns, might not relate to patient preferences, since
patient preferences for treatment might well differ even if physiologic illness were the
same. Here, we must concern ourselves with preference patterns than cannot be ex-
plained by income and price, since (see previous discussion) these traditional economic
variables offer little to explain regional variations patterns. In this case, while there is no
specific evidence that patient preferences drive these patterns, the plausibility that such
preference differences drive the treatment differences is extremely low. In order for this
to “work” as the explanation, patients must somehow migrate to various geographic
regions on the basis of their preferences about being treated for specific diseases, inde-
pendent of their preferences for other aspects of living in those regions. An alternative
is that they acquire disease-specific preferences for treatment from their regional com-
panions after moving to the region, or that some facet of culture in the region controls
disease-specific treatment patterns. The herd behavior discussed in Section 2.3.2 may
prove useful in studying these issues.

We must remember, however, that any operative patient preferences cannot be sim-
ple variations in preferred treatment intensity that appear across all treatments. The

14 This issue also relates to the consequences of aggregating various interventions to study medical prac-
tice variations. The more one aggregates across treatments when doing regional variations studies, the less
apparent variability one will find. The reason is simply a consequence of the law of large numbers: when
one aggregates a series of uncorrelated treatments in a single region, the overall averages necessarily move
towards the common mean. This mistake was propagated most extensively by Stano and Folland (1988), who
studied the overall rate of surgical and medical hospitalizations in Michigan and reported that they found no
meaningful variations in treatment patterns.
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observed treatment patterns for various diseases are poorly correlated across regions,
as previously discussed, so there must be very specific preferences in (say) County A
by those who wish to be treated aggressively for carpal tunnel injury and at the same
time very specific preferences of patients in County B for aggressive treatment of knee
injuries. Since the number of potential treatments far exceeds the number of relevant
geographic areas, attempts to explain observed treatment patterns on the basis of pa-
tient preferences must rely on a very complicated process of preference formation or
migration that Occam’s razor would dismiss.

As these alternative explanations fail, we are left with the sole remaining plausible hy-
pothesis, that the patterns of regional variation observed for so long over so many coun-
tries and health payment schemes are most likely due to disagreement across physician
groups about the proper indications for using various treatments, or — in the language of
economists — providers disagree about the shape of the production function g(m) that
transforms medical care into health. Moreover, the patterns of variation show that the
disagreement is geographically clustered.

Models of physician learning suggest that such clustering can be expected, given
differential costs of information from different sources. Physicians, recall, confront a
hellishly large number of illness and procedures that they must be able to diagnose (in
the former case) and use (in the latter case). What are the possible sources of informa-
tion for physicians about these issues? In every case, the training meaningfully begins
in medical school, where the second two years of training include “clinic” work un-
der the tutelage of staff physicians in their hospital of training, and more importantly,
from other physicians in training in residency and fellowship programs. When students
graduate, they move to residency training programs that last for 3—-6 years typically,
depending upon their specialty of choice. Some doctors then take on additional sub-
specialty fellowship training, e.g., in advanced cardiology or neurosurgery. After that
training, they move to a medical practice, either in solo practice, with partners (often in
a loose business practice arrangement) or as employees of a large group. They will also
join a hospital’s medical staff (perhaps more than one, but typically concentrating their
inpatient practice in a single hospital) for treating seriously ill patients whom they wish
to hospitalize. (Note here the careful refusal to use words such as “patients who require
hospitalization.”)

Now, from what sources to doctors “learn” about the proper indications for a treat-
ment, and how do they modify those beliefs through time? The base learning takes place
in medical school and residency training. After that, the young doctor will continue to
acquire information, possibly formally, possibly informally, from partners, colleagues
on the hospital medical staff, and from reading journal articles and attending “contin-
uing medical education” symposia in locations such as Aspen, CO., Aruba, Cayman
(British West Indies), Yosemite National Park, and (during the winter) Palm Springs,
CA and Boca Raton, FL.

These sources have differing credibility, and certainly different costs associated with
using them for information acquisition. A Bayesian learning process [see Phelps and
Mooney (1993)] will likely emphasize local (low cost) sources of information and
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Figure 4. Bayesian learning model.

“stylistic”” advice about when to use various medical interventions, most readily from
practice partners and hospital medical staff colleagues. To the extent that local styles are
already in place, this Bayesian learning process will transmit those styles to new prac-
titioners. This will, if anything, be emphasized by assortative “mating” of new doctors
with established doctors and hospitals who share beliefs about medical interventions.

Figure 4 shows a simple example of this process, using the decision of whether or not
to perform a Caesarian section instead of a normal vaginal delivery. The indications for
this procedure are complicated, with many different circumstances leading to the deci-
sion to use the surgical intervention. For convenience, we can summarize the problem
in terms of the proportion of a doctor’s patients for whom he recommends a C-section.
One can formally model the problem by assuming that the physician’s prior has a Beta
distribution for the proportion of deliveries (6) where C-section is appropriate, with
parameters « and S. The prior distribution, arising from medical school and residency
training, has a distribution of

h@)=T(x +,3)9°‘_1(1 - G)ﬁ_l/F(a)F(,B) 0<8<1,

with an expected value of «/(« + B) representing the fraction of total deliveries ob-
served during training where C-section was used.

Suppose now the young doctor enters practice and begins to observe colleague’s be-
havior in the use of Caesarian sections at a rate y/N. The physician then combines this
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new information with the prior, in this example treating each “case” adding to both the
prior evidence and new evidence with equal stature. Then the expected-loss minimizing
posterior distribution has an expected value of

w(y)=(a+y)/(@+p+N),

which obviously can be decomposed to a weighted average of the prior mean and the
mean of the rate of accumulated new evidence.

To place this in more concrete terms, suppose the training of the doctor led to a mean
C-section rate of 20% with evidence credibility measured by (« + 8) deliveries. (In
Figure 4, o = 60 and 8 = 240.) Now the doctor begins new practice, observing among
his colleagues and other obstetricians in his hospital a C-section rate of 30%. As the
years pass by, the observations about the “right” indications for C-sections transmit
from the community to the new doctor, and he moves his practice style towards that
of the community. As Figure 4 shows, the rate of closure depends on the rate of seeing
deliveries (and C-sections) per year, relative to the body of evidence accumulated during
the training years. This type of model offers a coherent explanation of how community
wide practice styles persist once they emerge. It does not explain, however, how they
originally emerge.

The problem of how practice styles emerge differently across communities can be
explained in part if the doctors from one community tend to come from one medical
school (or residency program) while those from another tend to come from another. We
do know that doctors tend to train where they intend to practice, but in general, this
seems like a weak mechanism to create strong practice patterns. An alternative arises
from the likely distribution of outcomes from weakly-designed “local” experiments with
procedures — a learning process that has long-dominated the acquisition of new infor-
mation about the efficacy of various medical interventions. (Section 4.2 discusses this
problem in more detail from another perspective.)

Without a well designed randomized controlled trial (which, alas, is the case in most
medical interventions) the likely “evidence” to support the use of a new procedure is the
outcome of the first handful of cases carried out by an innovating physician in the com-
munity, compared with historic outcomes for similar patients using previously available
procedures (including “no treatment” in some cases). Suppose the historic procedure
had a success rate of 50% and a doctor in the community learns about some new al-
ternative either by reading in journals or attending a training session in some other city
(where the trainer will assuredly be a devotee of the new procedure). If 20 new cases are
attempted as the “trial” of whether the new procedure works, then the doctor must deter-
mine (often with poor understanding of statistical methods) whether the new procedure
is better than the old one or not. Assuming an unbiased observation of the outcome (in
itself a difficult assumption, since the doctor trying the new procedure will be “invested”
in it, and hence likely to observe favorable outcomes wherever possible), the trial will
have more or fewer successes than the old procedure depending on the true underlying
success rate, the individual doctor’s skill at the new procedure, and idiosyncratic patient
characteristics.
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If this “trial” has fewer than 10 favorable outcomes (assuming a sample size of 20
chosen and a previous success rate of 50%), then the doctor will abandon the new meth-
ods in favor of the old, and visa versa. The strength of the outcome will also determine
how strongly the advice of that doctor flows to his colleagues. As outcomes randomly
differ, it is easy to see how some communities will emerge where the new procedure
“worked” and becomes widely adopted, while in other communities, it “fails” and the
previous approach to treatment is maintained. This provides one mechanism to generate
regional variations in treatments.

3.3. Physician-specific variations

The presence of regional “schools of thought” about various treatments and their proper
use raises a separate question: Do individual doctors have “styles” about how aggres-
sively they (individually) use medical intervention for their patients? The approach must
necessarily differ from the regional studies described in the previous section. In the
study of regional practice variations, the rates of treatment are calculated using geo-
graphic regions from which the numerator of the rate is the number of treatments for
people within the region and the denominator is the relevant population. An alterna-
tive approach uses individual physician practices as the unit of observation, aggregating
across all treatments. In this work, the numerator is a measure of treatment rate (e.g.,
total annual medical spending created by the physician) and the denominator is the total
number of patients being treated by each doctor. Since referral patterns would greatly
complicate this analysis, it is best carried out using primary care doctors rather than
specialists, and it makes most sense to attribute back to the primary care doctors all of
the costs of medical care received on behalf of their patients.

This type of work presents two important complications. First, it is normally ex-
tremely difficult in the normal US health care market to determine the number of pa-
tients under active treatment by any single doctor, even with that doctor’s full cooper-
ation. (The problem arises because patients leave the practice to other towns or other
doctors, but fail to notify the original physician that they have moved.) The data set
used below solves this problem by using data from a health care plan where the primary
care provider (PCP) of each patient is clearly identified in the data, and the plan’s rules
strictly enforce the requirement that all treatment be initiated by the PCP.! In the analy-
sis that follows, all treatment received by any patient is “assigned” to that patient’s PCP,
since it either would have been provided directly by the PCP or else through referrals
generated by the PCP.

The second problem arises because the patients in any doctor’s practice will typically
have different diseases than those in another practice. Thus, if one wishes to aggregate
medical care spending across illnesses within a single doctor’s practice, it is necessary

15 During the period of this study, the plan vigorously refused to pay for treatment initiated directly with any
other provider than the PCP.
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somehow to control for the severity of illness for each patient in each doctor’s practice.
Fortunately, new severity of illness measures are available that allow such an adjust-
ment, providing a reasonably strong ability to explain individual patient medical care
use which, when aggregated to the primary physician level, allows the study of individ-
ual practice styles.

The data used in this study consist of the annual medical spending (which also was
analyzed by type of care, in results not reported here), derived from the insurance claims
paid by the insurance carrier during the relevant calendar year. (Three successive years
of data were available for the study.) The insurance plan provided a widely comprehen-
sive scope of benefits (compared with standard US health insurance plans) and had a
simple copayment of $5 per office visit as the primary copayment mechanism (virtu-
ally identical for all patients in the study). Thus, the data should capture virtually every
medical encounter with each patient, and price effects are irrelevant, since the fee paid
by each patient was identical for all patients and all physician encounters. (There were
similarly small fees for other services, but again, identical across users of the plan.)

The estimation methods are easy to explain. Consider a regression model using indi-
vidual annual medical spending as the dependent variable, and regressors that control
for observed patient characteristics such as age and gender (X), regressors that con-
trol for severity of illness (S), and a vector of dummy variables for each doctor in the
data set (D). In the actual data discussed below, there are approximately 300,000 pa-
tients (the number varies from year to year) and approximately 500 physicians. One can
then test to see if the distribution of these indicator variables (D) has any meaningful
variability.

The success of this approach hinges closely on the ability of the S vector to control
for severity of illness. In previous demand modeling (e.g., earlier regression models
using annual survey data of Newhouse and Phelps (1976), or RAND Health Insurance
Experiment studies [Newhouse et al. (1993)], severity of illness indicators add at most
an R? of approximately 0.2. (See also Manning, Newhouse and Ware (1981) for fur-
ther discussion.) These new indicators of illness severity [Perkins (1991), Starfield et
al. (1991), Weiner et al. (1991)] provide incremental R? of 0.5 to 0.6 for comparable
individual data (in natural logarithms for non zero data).'®

16 Both the Perkins (1991) and the Starfield et al. (1991), Weiner et al. (1991) approaches use physician expert
opinion to measure illness severity. The Perkins approach generically asks pertinently-trained doctors, disease
by disease, to rate “How serious is this disease on a 0-5 scale?” When a patient’s medical claim indicates the
presence of disease X, the comparable severity of illness is attached to that patient. These indications are
made for thousands of specific diseases in the Perkins work. The Weiner approach asks doctors to group
diseases into “baskets” that “should have” comparable resource use requirements.

In both cases, since the analysis involved aggregating all demands for a patient over an entire year, one must
allow for a patient with multiple diseases. In general, two approaches were followed; one used the maximum
severity of disease observed for all of a patient’s diseases as the proper indicator of severity (to predict annual
spending). The other approach summed the severity indicators of each observed illness. In general, the latter
approach yielded higher R? measures than the former in the regression models.
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Figure 5.

The residuals from these regressions, when accumulated to the primary care provider,
provide an index of the physicians’ propensity to prescribe resources for their patients
(both direct and through referrals). Figure 5 shows the distribution of physician-specific
indicators, defined so that zero indicates a pattern of resource use at the overall mean,
—0.1 indicates a 10 percent reduction, +0.2 indicates a 20% increase above the mean,
etc. Approximately two-thirds of the physicians’ indicators are indistinguishable from
the mean using a 5% rejection rule, but for the remaining one third of the doctors, the
average patient expense, even after controlling well for patients’ severity of illness, dif-
fers significantly from the mean. Since the distribution of physicians’ propensities to
use medical resources — their medical “styles” — is rather symmetric, there are approxi-
mately as many doctors above the mean as below.

Table 3 shows the average spending by decile of doctors’ style indicators. As these
data show, doctors in the highest decile use resources to treat their patients at about
twice the rate of those in the lowest decile. These data demonstrate that — at the indi-
vidual physician level in a single community within a single health insurance plan —
doctors’ beliefs about the efficacy of treatment, and their consequent choices about the
use of medical interventions, demonstrate a high degree of variability. In these data, not
only are there differences between physicians, but these differences necessarily corre-
late across treatment types: Some doctors have an “aggressive” treatment style, while
others are more conservative. These styles are statistically significant, and economically
important. (Note the difference here with regional practice patterns, where there is little
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Table 3
Deciles of deviation of per patient expenditure from overall
average, by practice

Decile Number Number Average

of MDs of patients deviation

1 49 10224 —$419
2 50 19976 —$205
3 49 15688 —$132
4 50 29425 —$83
5 49 24133 —$48
6 50 20211 —$12
7 49 25597 $46
8 50 20716 $115
9 50 17658 $223
10 49 7263 $594

Note: Overall mean expense approximately $1000.

if any correlation at the regional level between overall rates of use of various interven-
tions. The links between these two findings remain a topic for subsequent research.)

One final note about this type of work bears discussion. To the extent that patients
have systematic preferences about overall intensity of treatment, and to the extent that
they can identify physicians who share such predilections, then the analysis of doc-
tors’ styles discussed above will overstate the degree to which the results are physician-
determined. Assortative “mating” of doctors who are aggressive in treatment with pa-
tients who prefer aggressive treatment will produce (qualitatively) the same patterns of
per-patient treatment costs as appear in Figure 5. Subsequent analysis using data sets not
now available would be necessary to disentangle the effects of doctors’ styles vs. those
of assortative mating. Either some instruments would have to be available to identify
the patients’ choice of doctor, or else a randomization of patients to doctors would have
to be used to remove possible correlations of patient preferences from doctors’ styles.!’
But note that the doctors must have identifiable styles for this to take place, else assorta-
tive mating has no benefit to patients. Thus at least some of the patterns of “styles” must
indeed be the doctors’ styles, but some of it may also be patient preferences aligned
with doctors’ styles.

3.4. What relationships between regional and individual practice variations
exits?

We have two strands of evidence relating to the differential belief systems of doctors
about the efficacy of the treatments they use. One approach compares regional average

17 One instrument recently suggested to me would use prior-year expenditures for each patient, most prefer-
ably separately identifying treatments for acute and chronic medical conditions.
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use of single specific interventions. Another aggregates many interventions at the indi-
vidual doctor level. Do these two approaches have any intersection of behavior? One
approach to this problem would look at the procedures that exhibit high COV scores
in regional variations and ask how much these same procedures account for the varia-
tions in individual physician-practice behavior. While this represents a fruitful area for
future analysis, preliminary studies to date have found little link between the regional
variations literature and the individual physician practice studies [Phelps et al. (1992)].

3.5. Welfare loss from variations

The economic consequences of variations — if due, as discussed above, to incomplete
information about the efficacy of medical intervention — can be readily analyzed.!® Con-
sider Figure 6, which shows demand curves for a single therapy in two regions (1 and 2)
and an intermediate “full information” demand curve at the average of the two. (We
can relax this assumption momentarily.) The welfare loss from incomplete information
about the production function leads to under-use of the therapy in region 1 (X;) and
over-use in region 2 (X»7) relative to the full information demand curve (X r). The tra-
ditional measures of welfare loss from incomplete information are the triangles A in
region 1 (foregone cures) and B in region 2 (extra consumption costing more than the
incremental value produced).'® Expanding the number of regions observed would lead
to a distribution of rates of use of the therapy similar to the regional variations shown in
Table 1.

Continuing with this approach, one can add up all the welfare losses like A and B
from incomplete information about the production function, so

1
WL=> leN(xi — W)?AP;, (62)
=1,

18 The approach followed here was first used by Peltzman in his study of the efficacy of the 1962 amendments
to the FDA authorization and their effect on consumer well being. See Peltman (1973), Peltzman (1975), and
McGuire, Nelson and Spavins (1975).

19 This analysis bypasses an extensive discussion about the propriety of using triangles from Marshallian
demand curves to approximate either compensating or equivalent variation. Harberger (1971) first proposed
this approach, but a number of concerns were later expressed, including the importance of income effects
and the crucial dependence on the path of price increases when multiple prices change at the same time.
Willig (1976) showed that one could bound the error from using such measures in many cases (particularly
when only one price changed). McKenzie and Pearce (1982) proposed a “money metric” measure, deriving
a Taylor Series expansion from a general utility function for the equivalent variation. This approach has
several important advantages, including that it can be expressed to any desired degree of accuracy supported
by estimation of relevant demand curves, and the calculation is completely independent of the path of price
changes. The welfare triangle shown here approximates the second order Taylor series measure proposed by
McKenzie and Pearce except for income effects that can be shown to be quite small empirically in the settings
discussed here.
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Figure 6. Welfare loss analysis.

which becomes (assuming parallel and straight demand curves for algebraic simplicity)

1 2
WL=> .;N(X,- — w)*dP/dx. (6b)

A bit of algebraic manipulation converts this to

1
WL =2 ZI:N P, X;COV(X)?/n, (6¢)
=1,

where 1 is the demand elasticity. This is a simple idea: welfare loss increases directly
with total spending on the treatment, directly with the square of the coefficient of vari-
ation in actual patterns of use, and inversely with the demand elasticity. (The latter
phenomenon simply expresses the notion that the welfare triangles like A and B are
larger for any given AX the steeper are the demand curves.) Table 4 shows the eco-
nomic losses associated with variability for a variety of procedures carried out in the
hospital entirely, calculated from the COV data in Table 1 and extrapolated to national
levels from the New York population with which the original spending and variability
data were constructed, and converted to $US for year 2000 using the general CPI.
These calculations must be taken with a large dose of caution: In order for society
to capture these losses, it would be necessary not only to determine the correct indi-
cations for using every medical intervention (including, most desirably, taking patient
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Table 4

C.E. Phelps

Annual welfare loss (year 2000 in $US) from medical practice variations when average rate is
correct vs. universal adaptation of best practice™

Procedure Per capita loss Aggregate annual
($US) loss ($US billion)
Coronary bypass procedures 4.84 1.31
Psychosis 4.63 1.25
Circulatory disorders except AMI 2.90 0.78
with cardiac characterization

Chronic obstructive pulmonary disease 2.67 0.72
Angina pectoris 2.07 0.56
Adult gastroenteritis 1.79 0.48
Adult pneumonia 1.78 0.48
Alcohol and drug use 1.68 0.45
Major joint replacement 1.61 0.43
Back and neck procedures 1.45 0.39
Chemotherapy 1.29 0.35
Depressive neurosis 1.26 0.34
Extracranial vascular problems 1.19 0.32
Medical back problems 1.09 0.29
Pediatric pneumonia 1.09 0.29
Cardiac valve procedures 1.06 0.29
Adult bronchitis and asthma 1.01 0.27
Heart failure and shock 1.00 0.27
Acute myocardial infarction (AMI) 0.92 0.25
Pacemaker procedures 0.89 0.24
Respiratory infections/inflammations 0.89 0.24
Infection disease diagnoses 0.88 0.24
Pediatric bronchitis and asthma 0.81 0.22
Cardiac arrythmias 0.81 0.22
Prostatectomy 0.76 0.21
Total, top 25 hospital categories $40.42 $10.9 billion

Source: Phelps and Mooney (1992), with per capita losses corrected from 1986 to 2000

prices using CPI factor of 1.56 and an aggregate US population of 270 million (usedin final

column calculations).
* The welfare loss increases if the current average rate is biased. See Phelps and Parente (1990)

and Phelps and Mooney (1992) for details. Welfare loss is overstated to the extent that “best
practice” would allow for variation from mean.

preferences into account at the individual level, although we have no reason to believe
that such a practice would alter the average rate of use), but it would also be necessary
to disseminate the information in a way that was both accessible and credible to every
patient and doctor in the country. These are strong requirements, to be sure. It is prob-
ably best to think of these calculations as a measure of the magnitude of a problem
for which some portion of the welfare loss can be recaptured through study and in-
tervention, and then to compare the potential gains from capturing (say) 10% of these
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welfare losses (perhaps through improved treatment protocols) with the costs of achiev-
ing those gains.

It is also important to remember that the correct “variability” to use in such calcu-
lations is the residual after known characteristics of the relevant populations are taken
into account, including such obvious factors as age and gender (virtually every study of
regional variations uses epidemiologic methods to standardize for age and gender dif-
ferences across regions), income and price (including insurance coverage), and — much
more difficult to obtain in practice — data showing underlying differences in health risks.

The latter issue may never be resolved well, since the relevant health risk will differ
procedure by procedure. The risks might be easier to measure if the risk directly relates
to an immediate biological or environmental hazard, but most human illnesses arise
more from consumption patterns that cuamulate for many years. Changing consumption
patterns through time would then have to be measured at the appropriate regional level
(for example, counties in NY state) in order to calculate the potential illness burden.
Migration of people across regions would confuse and blur such measures. To con-
sider a simple example, one cannot even meaningfully measure tobacco consumption
by county in NY state for a single point in time. State tax levies provide a possible
source of data, but the taxes are paid at the wholesale level, with regional distributors
supplying many counties. Similarly, it would be virtually impossible to measure dietary
cholesterol consumption of populations by county at any single point in time, let alone
to measure their cumulative consumption through a number of years, as would be rele-
vant for understanding regional differences in heart disease.

What if the overall average rate of use is incorrect? It is easy to show that the wel-
fare loss increases with the square of the percentage change in the bias of average use,
relative to the “correct” rate of use, in addition to the variability around the mean as
shown in Table 1. The calculation rests on a phenomenon well known in econometrics,
namely that the mean squared error of a biased estimator contains two sources of error
— variability about the mean and the squared bias. The calculation in the case of welfare
loss for biased rates of treatment is similar, leading to the addition of the following term
to the expression found in Equation (5):

Additional WL = £ (%bias)? /1. ™

The additional welfare losses arise whether the bias is towards overuse or underuse, for
similar reasons to the calculation of welfare loss triangles A and B in Figure 6.

In terms of whether we can anticipate biases in the aggregate rate of treatment, the
incentives provided by various reimbursement health insurance programs lead towards
overuse, while in a capitation-payment system, the incentives lead toward under-use
[Woodward and Warren-Boulten (1984)]. An interesting randomized controlled trial of
this phenomenon in the realm of pediatric well-care treatment [Hickson, Altmeier and
Perrin (1987)] showed the extent to which these predictions are realized. In that study,
doctors in a clinic were randomized to a payment scheme (fee for service or flat salary)
and patients were randomized to doctor. The standard of “appropriate” care in this study
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was the recommendations of the American Academy of Pediatrics (AAP) program for
well-care visits for healthy children (including routine examinations, vaccinations, etc.).
Patients of doctors in the fee for service system received about one more visit annually
than those of doctors receiving salary compensation, almost all the extra visits being
in the realm of well care (vs. acute illness treatment). Interestingly, doctors on fee for
service “over-treated” 22% of their patients (vs. the AAP standard) while at the same
time doctors on the salary system did so for only 4% of their patients (vs. the same
standard).

Even given the caveats about interpretation, these welfare losses are large by any rel-
evant comparison. The most prominent welfare loss discussed in the health economics
literature arises from the increased use of medical care due to incentives from insur-
ance arrangements [Arrow (1963), Pauly (1968), Zeckhauser (1970)]. The magnitude
of equilibrium welfare losses arising from common health insurance contracts has been
estimated by Keeler et al. (1988) using data from the RAND Health Insurance Exper-
iment. On a per capita basis, they estimated that in 1986, an uninsured person would
bear approximately $1500 of welfare loss due to risk bearing.? A fully insured person
would have a welfare loss of $265, all due to “moral hazard.” Efficient insurance plans
create a net welfare loss of only $50 in their study, minimizing the total losses arising
from risk bearing and moral hazard. By contrast, the Phelps and Mooney (1993) es-
timates of welfare loss from variations is $130 per person, and this only accounts for
variations due to hospital admissions, omitting many other sources of welfare loss such
as within-hospitalization treatment, out of hospital treatment, etc. Thus, by any mean-
ingful comparison, the welfare loss from medical practice variations is large indeed.

It is worth pointing out that the Arrow/Pauly type of welfare loss has the same prob-
lem as the welfare loss calculated from medical practice variations: one cannot mean-
ingfully recapture that loss with currently available mechanisms for insuring against
the financial risks of illness. The best mechanisms we know to insure against that risk
lead to the welfare losses from excessive use of medical care. If we could somehow
magically determine the exact state of illness any individual person had at any moment,
then one could conceive of a state-dependent insurance policy that simply transferred
income to the individual when a poor health outcome occurred [in the types of insur-
ance plans discussed by Hirshleifer (1966) and Ehrlich and Becker (1972)]. But we do
not have such a capability, and hence we do not have such insurance plans. The welfare
loss calculations that Arrow (1963) and Pauly’s work (1968) motivated simply provide
an estimate of the value to society of achieving such a capability. Their insight (and
also that provided by Zeckhauser (1970), in building from their work) also provides a
basis for thinking about how to minimize that aggregate welfare loss through intelligent
choice of insurance parameters.

20 Their estimate uses a risk aversion parameter that is probably 5 times too large. The implicit relative risk
aversion measure in their model is approximately 10, whereas literature estimating this key parameter [see
Garber and Phelps (1997)] places the value in the range of 1 to 4, centering on about 2. Thus the welfare loss
from risk bearing cited above may be better approximated by something near $300, rather than $1500.
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4. Production and dissemination of information
4.1. Property rights to drugs, devices, and ideas

The production of information about medical treatments occurs very differently depend-
ing on whether the treatment is manufactured (such as a prescription drug or medical
device) or whether it is a “strategy” for treating patients (that may or may not use a
proprietary drug or device). Most of the variations discussed in Section 3 arise because
of different strategies for treatment being adopted by different health care providers.
Thus it is pertinent to consider the economic aspects for producing and disseminating
information about these two types of medical interventions.

The case of medical drugs and devices is quite simple — normal patent protection
usually applies to such manufactured products. (In the US and elsewhere, there are are
additional complications from drug regulation, but these do not alter the basic fact that
drugs and medical devices receive patent protection.) Thus, inventors of (say) a new
prescription drug that improves treatment of some disease have considerable economic
incentive not only to create information about the drug’s efficacy, but also to invest
considerable resources in disseminating that information. Indeed, drug companies un-
dertake both such activities vigorously. While drug regulation often impinges on the
production of information (specifying the amount and nature of research required to
demonstrate the drug’s safety and efficacy), there is good reason to believe that much
of such research would be carried out even without such regulation. In the realm of
dissemination of information, we know that drug companies spend immense resources
for advertising, not only to physicians, but now increasingly in direct mass advertising
to consumers on radio, television, print media, and on the World Wide Web. The most
prestigious medical journals in the world often contain more pages devoted to drug ad-
vertising than to actual academic manuscripts. Drug companies hire apparently endless
hordes of sales agents (called “detail men”) to spend time with individual physicians de-
scribing the value of using the drugs manufactured by their companies, and one would
be hard put to find a physician in the US who did not have multiple memorabilia from
such visits — pens, coffee cups, note and prescription pads, and the like.

Drug companies also confront the harsh reality of legal liability if their product harms
people in a negligent manner. (Medico-legal liability is one reason why we could expect
drug companies to carry out considerable research about a drug’s safety and efficacy
even if the Food and Drug Administration in the US did not exist.) This provides strong
economic incentive to be certain about the drug’s characteristics before it is marketed
[Danzon (1983)].

In stark contrast, there are only small economic incentives arising from the produc-
tion of new “strategies” about treatment, and even smaller incentives to invest in the
dissemination of such strategies. The reason lies in the failure of most modern laws to
define meaningful property rights to a medical treatment strategy. A doctor (or group
of doctors) can devise a potentially improved strategy to use in their own practice (and
many do) to replace previously used strategies, but the “inventor” has no way to gain
the full economic leverage from such an innovation that a drug or device manufacturer
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has. One cannot patent “strategies,” and indeed, the normal practice in most western
countries is to publish the strategy in a medical journal, freely available to all who wish
to use it. The doctor — most commonly the member of the faculty of a medical school or
research institute — gains indirect economic benefit from the “fame” of the publication,
and (in US medical schools in particular) the publication of academic manuscripts is a
prerequisite for promotion and tenure. But once having published the manuscript, the
inventor is very unlikely to expend additional resources to disseminate the information
included in the journal article, quite unlike the world of drugs and devices.

The contrast with large manufacturing firms or retail chains is important to under-
stand. In either of those settings, a process improvement (also not patentable) can be
exploited either through modification of manufacturing activities within the firm or even
in dispersed retail outlets (e.g., McDonalds, Firestone Tires) through employee training,
and the benefits captured in lower production costs or higher product quality. The key in
the ability to capture the rewards of these innovations centers on having a high volume
of repeated activity within the same organization. In the practice of medical care, even
the largest medical group will seldom, if ever, achieve these kinds of volume of repeat
treatments. (Recall here the very large array of diseases that doctors must treat, drawing
on literally thousands of potential treatments.)

The inability for medical doctors to capture gains from process innovation is likely
compounded by legal restrictions on medical practice organizational forms. In the US
and elsewhere, strong prohibitions against “corporate practice of medicine” were built
into nearly every professional practice law. These laws inhibit the development of such
things as franchises, organizations that (in concept) could grow sufficiently large to
allow them to capture the gains from process innovation internally. Examples in other
service industries of this sort of approach include H&R Block’s income tax service,
McDonald’s fast-food chains (which have a highly detailed procedure manual and even
a “McDonald’s University” to train employees).

Inventors of new strategies also face no liability for creating a bad strategy. Only the
doctor who uses the strategy (on a case by case basis) has any potential liability for harm
that comes from using a bad strategy. Thus, the inventor of an improved medical strategy
not only fails to receive the same economic benefits as would arise from a patentable
invention, but also does not confront the incentives for providing a safe product that
liability law creates.

4.2. Costs of production of information

If one returned to the list of medical interventions shown in Table 1, or any much wider
list, one would find that a surprisingly small fraction of those interventions had ever
been tested for effectiveness using even modestly appropriate scientific methodologies.
Often, “improvements” in medical practice are adopted on the basis of a study involving
only a few patients,”! commonly using historical rather than concurrent controls, and

21 One joke summarizes the results of an animal research study in a medical journal as follows: “One third
of our subjects were cured, one third died, and the other one escaped.”
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often with the patients’ outcomes evaluated by the doctor conducting the procedure.
The opportunities for bias and incorrect conclusions are numerous in this setting — too
numerous to detail here.??

The problem is essentially one of the difficulty in obtaining adequate power to distin-
guish the differential effects of one treatment over another. Suppose, for example, that
the existing treatment for a disease has a probability of success of 0.7, and we wish to
test whether a new treatment has better outcomes. If we use a statistical criterion of (say)
a = 0.05 (two tailed, since we do now know which treatment is better), then to establish
a power of 8 = 0.8, we need a sample of approximately 650 cases for each treatment
to detect a 10% improvement in outcomes (from 0.7 to 0.77 probability of cure).?® This
means that a study to learn about the treatment effects must enroll 1300 patients, ran-
domize them to one of the alternative therapies, and then observe their outcomes for a
sufficiently long time to determine ultimate outcomes. (If we are dealing, for example,
with many cancer treatments, five years or more are necessary to determine eventual
outcome differences.) Unfortunately for the progress of science, most diseases are so
rare that this is exceedingly difficult, if not impossible, to accomplish within a few
years time.

The problem is of course easier if one seeks only to detect a more substantial im-
provement in treatment efficacy. If we seek to detect an improvement from a 50% cure
rate to a 75% cure rate, then the required sample size falls to 65 cases per arm, a much
more manageable problem. The question then turns on the size of the incremental steps
in therapeutic efficacy that one can expect, and the nature of the scientific studies nec-
essary to detect relevant changes.

The magnitude of this problem is staggering. The NIH maintains a Web site
(www.cancernet.nci.nih.gov/ord/) for “rare diseases” (those with fewer prevalence of
less than 200,000 in the entire US population), and has 6,000 such diseases in their data
base currently. “Prevalence” measures the number of people who live with the disease.
For chronic diseases, the number of new cases annually (“incidence”) can be well under
ten percent of the prevalence rate. So consider a typical disease in this data base, with
prevalence of (say) 75,000 and incidence (new case rate) of 5,000. (This means either
that people are cured or die within a 15 year period on average.)

Assume further that these diseases are treated only at major medical centers, which
number about 500 in the United States (so each would serve a population of approx-
imately 500,000 persons).2* This means that the average number of cases treated per
medical center is about 10. Assembling 1300 cases (see above discussion on power and

22 Entire courses in graduate programs are organized around this problem, usually titled something such as
“clinical epidemiology” or “clinical evaluative sciences.” The interested student should venture into medical
or public health schools to find such programs of study.

23 The statistics of these problems are well discussed in Fleiss (1984).

24 This same calculation illustrates the difficulty for single insurance companies to carry out such a study.
Only a few insurance carriers have 500,000 or more individuals enrolled in their plans, so each insurance
carrier confronts similar problems to individual medical centers in collecting sufficient numbers of patients to
carry out appropriate medical outcomes studies.



260 C.E. Phelps

sample size) would require the collaboration of 130 such centers for a year, or 130 years
for one center, or combinations thereof, assuming 100% enrollment rate of all eligible
patients. Since there are often biological differences in treatment response by age and
gender (or at least the risk of such), these sample criteria must often apply to subsets of
the entire population, compounding the enrollment problem. (For example, if we create
groups of “young vs. old” and “male vs. female” to study, then the sampling problems
increase by a factor of four.) The problem is further magnified if more than one new
or potentially improved therapy exists or emerges during an ongoing randomized con-
trolled trial, since subjects enrolled in one study are not eligible (for obvious reasons)
to participate in another.?

Randomized controlled trials are expensive to carry out because of the size, complex-
ity, and duration necessary to conduct them appropriately, often running in the range of
$5-10 million or more. The NIH annual extramural budget of approximately $15 bil-
lion is heavily devoted to the production of new basic science knowledge, with about
one eighth of the annual budget historically allocated to clinical trials. At that rate (ap-
proximately $2 billion a year), at an average cost of $5-10 million, it would take 15—
30 years of current-rate NIH funding to support a single clinical trial on each of the
6000 NIH-identified rare diseases. Of course, the production of new scientific knowl-
edge makes it impossible to “keep up” with new potential therapies at this rate, since
the underlying rate of technical change leads to new innovations in therapies at a far
faster rate. Even with the currently large spending rates on clinical trials by the federal
government, there is literally no hope that we can come close to funding valid scientific
studies to determine the outcomes of treatments for “all” diseases of potential interest,
or even a small fraction thereof.

The private sector cannot be relied upon independently to produce the knowledge
necessary to understand treatment outcomes. The issue is not so much the magnitude of
spending (indeed, $1 billion a year is a relatively small amount for private sector invest-
ment), but rather the public good nature of the problem. As discussed before, property
rights to discoveries in the realm of clinical science are weak to non-existent. Further,
even large managed care organizations (insurance plans, HMOs, etc.) cannot fully cap-
ture the gains from such studies internally. To see this, suppose that a very large HMO
decided to fund a series of clinical studies to improve patient outcomes, and advertised
that fact to attract patients. The doctors treating patients in that setting would of course
have to have access to the new information (improved treatment protocols, etc.) and
nothing prevents them from moving to another setting and using the same information.
Even if “trade secret” language could be invoked, it would be so alien to the training
and culture of physicians that it would be difficult to keep any information intact; the
modus operandi of physicians is to share information about things that improve patients’
outcomes.

The obvious role of the government here is to support, either directly or through
subsidies, studies to carry out this work. They do now, through the NIH clinical trials

25 Their outcome would be under-identified in the econometric sense.
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monies and through the Agency for Health Care Research and Quality (AHRQ), but the
magnitude of the problem overwhelms the available funding (and the available stock of
trained researchers).

How can society determine the proper investment in such efforts? Two approaches
both provide direct evidence that the government’s current effort represents a consider-
able under-investment in this field of study. First, the welfare loss calculations related to
medical practice variations (see Table 4) show that improvement in the knowledge base
in these areas has benefits in terms of reduced variations that far outweigh the costs
of carrying out relevant studies in even very rare diseases. To see this, recall that the
knowledge produced in a single year has many years of benefit. For purposes of discus-
sion, suppose that the present value of the knowledge is ten times the annual benefit,
and that the relevant cost of a study is $10 million. Thus, any medical activity with an
annual welfare loss of $1 million or more represents a case where the improvement in
knowledge has the possibility of paying off. Of course, no study will totally eliminate
unwarranted variations in practice patterns, but other gains in welfare appear in addition
to the reduction in variance. The most obvious of these arises from the potential for bias
in the average rate of treatment, where we know that the incentives for using medical
care with traditional health insurance push towards excessive use.

What does it take to produce a welfare loss of $1 million annually? With a demand
elasticity of about —0.15 and a COV of a very modest level of 0.2, the necessary spend-
ing rate (using Equation (1)) is about $8 million per year, or about $0.03 per person
per year in the United States. If the COV rises to 0.4, the spending rate drops to about
$2 million per year, and the requisite annual spending drops below $1 million for COV
in excess of 0.55. Even the rarest of rare diseases cataloged by the NIH are likely to fall
into this realm.

Quite separately, a distinctive study by an economist/MD estimated the cost-
effectiveness of conducting clinical studies as a way of improving health outcomes
[Detsky (1989, 1990)]. He showed that the cost per life year saved from conducting
randomized controlled trials ranged from $2-3 per life year saved to a high (in the set
of treatments he investigated) of $400-700. Many medical interventions have CE ra-
tios of $20,000 to $50,000 or more, and recent studies put the willingness to pay for
improved life expectancy in the $25,000 to $100,000 range [Garber and Phelps (1997)].

These data support strongly the conclusion that our society under-invests in the pro-
duction and dissemination of new information about the efficacy of various medical in-
terventions. The private sector cannot solve these problems because of the public good
nature of this information, and the failure of property rights to create strong incentives
to produce such information privately.
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Abstract

A decade ago, Newhouse (1987) assessed the balance of trade between imports from the
econometrics literature into health economics, and exports from health economics to a
wider audience. While it is undoubtedly true that imports of concepts and techniques
still dominate the balance, the literature reviewed in this chapter shows that the range
and volume of applied econometric work in health economics has increased dramati-
cally over the past ten years.

Examples of good practice in health econometrics make extensive use of tests for
misspecification and explicit model selection criteria. Robust and distribution-free es-
timators are of increasing importance, and the chapter gives examples of nonparamet-
ric, and semiparametric estimators applied to sample selection, simultaneous equations,
count data, and survival models.

Published replications of empirical results remain relatively rare. One way in which
this deficit may be remedied is through the appearance of more systematic reviews
of econometric studies. The use of experimental data remains an exception and most
applied studies continue to rely on observational data from secondary sources. However
applied work in health economics is likely to be influenced by the debate concerning
the use of data from social experiments.

The chapter illustrates the impressive diversity of applied econometric work over the
past decade. Most of the studies reviewed here use individual level data and this has
led to the use of a wide range of nonlinear models, including qualitative and limited
dependent variables, along with count, survival and frontier models. Because of the
widespread use of observational data, particular attention has gone into dealing with
problems of self-selection and heterogeneity bias. This is likely to continue in the fu-
ture, with the emphasis on robust estimators applied to longitudinal and other complex
datasets.

JEL classification: CO, 11
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1. Introduction

A decade ago, Newhouse (1987) assessed the balance of trade between imports from the
econometrics literature into health economics, and exports from health economics to a
wider audience. While it is undoubtedly true that imports of concepts and techniques
still dominate the balance, the literature reviewed in this chapter shows that the range
and volume of applied econometric work in health economics has increased dramati-
cally over the past ten years. What is more, the prevalence of latent variables, unob-
servable heterogeneity, and nonlinear models make health economics a particularly rich
area for applied econometrics.

The chapter is not a systematic review. Instead, it attempts to provide an overview
of the econometric methods that have been applied in health economics, and to use a
broad range of examples to illustrate their use. The emphasis of the chapter is on the
use of individual level data and microeconometric techniques, reflecting the emphasis
on microeconomic analysis in health economics generally. The majority of aggregate
analyses have used international data and the methodological issues surrounding inter-
national comparisons of health care are discussed by Gerdtham and Jonsson (2000) in
this Handbook.

The structure of the chapter is organized around the nature of the data to be analyzed
and, in particular, the way in which the dependent variable is defined and measured.
This puts the emphasis on the specification of models and appropriate methods of esti-
mation. But the emphasis on estimation should not imply a neglect of checks for model
misspecification. Although the chapter does not include a separate section devoted to
measures of goodness of fit, tests for misspecification, and criteria for comparing and
selecting models, examples of the use of diagnostic tests are given throughout the text.
The scope of the chapter also limits detailed discussion of the practical problems en-
countered in working with health data. These include issues such as non-response and
attrition, measurement error, the use of proxy variables, missing values and imputation,
and problems with self-reported data such as recall and strategic mis-reporting.

2. Identification and estimation
2.1. The evaluation problem

The evaluation problem is whether it is possible to identify causal effects from empiri-
cal data. Mullahy and Manning (1996) provide a concise summary of the problem and,
while their discussion focuses on clinical trials and cost-effectiveness analysis, the is-
sues are equally relevant for structural econometric models. An understanding of the
implications of the evaluation problem for statistical inference will help to provide a
motivation for most of the econometric methods discussed in this chapter.

Consider an “outcome” yj;, for individual i at time ¢; for example, an individual’s
use of primary care services. The problem is to identify the effect of a “treatment”, for
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example, whether the individual has health insurance or not, on the outcome. The causal
effect of interest is

CE(i,1) =y} — ¥, (1)

where T denotes treatment (insurance) and C denotes control (no insurance). The pure
causal effect cannot be identified from empirical data because the “counterfactual” can
never be observed. The basic problem is that the individual “cannot be in two places at
the same time”; that is we cannot observe their use of primary care, at time ¢, both with
and without the influence of insurance.

One response to this problem is to concentrate on the average causal effect

ACE(t) =E[y}, — v] 2

and attempt to estimate it with sample data. Here it is helpful to think in terms of esti-
mating a general regression function

y=gx,u,e), 3)

where x is a set of observed covariates, including measures of the treatment, u repre-
sents unobserved covariates, and ¢ is a random error term reflecting sampling variability.
The problem for inference arises if x and u are correlated and, in particular, if there are
unobserved factors that influence whether an individual is selected into the treatment
group or how they respond to the treatment. This will lead to biased estimates of the
treatment effect.

A randomized experimental design may achieve the desired orthogonality of mea-
sured covariates (x) and unobservables (u); and, in some circumstances, a natural
experiment may mimic the features of a controlled experiment [see, e.g., Heckman
(1996)]. However, the vast majority of econometric studies rely on observational data
gathered in a non-experimental setting. These data are vulnerable to problems of non-
random selection and measurement error, which may bias estimates of causal effects.

2.2. Estimation strategies
2.2.1. Estimating treatment effects

In the absence of experimental data attention has to focus on alternative estimation

strategies. Mullahy and Manning (1996) identify three common approaches:

(i) Longitudinal data — the availability of panel data, giving repeated measurements
for a particular individual, provides the opportunity to control for unobservable
individual effects which remain constant over time. The debate over whether to
treat these unobservables as fixed or random effects, and methods for estimating
both linear and nonlinear panel data models are discussed in Section 6.
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(i) Instrumental variables (IV) — variables (or “instruments”) that are good predictors
of the treatment, but are not independently related to the outcome, may be used to
purge the bias [see, e.g., McClellan and Newhouse (1997)]. In practice the valid-
ity of the IV approach relies on finding appropriate instruments [see, e.g., Bound
et al. (1995)]. The use of instrumental variables to deal with heterogeneity and
simultaneity bias in both linear and nonlinear models is discussed in Section 5.

(iii) Control function approaches to selection bias — these range from parametric meth-
ods such as the Heckit estimator to more recent semiparametric estimators [see,
e.g., Vella (1998)]. The use of these techniques in health economics is discussed in
Section 4.3.

2.2.2. Model specification and estimation

So far, the discussion has concentrated on the evaluation problem and selection bias.
More generally, most econometric work in health economics focuses on the problem of
finding an appropriate stochastic model to fit the available data. Estimation of regres-
sion functions like Equation (3) typically requires assumptions about the appropriate
conditional distribution for the dependent variable and for the functional relationship
with one or more covariates. Failure of these assumptions may mean that estimators
lose their desired properties and give biased, inconsistent, or inefficient estimates. For
this reason attention should be paid to tests for misspecification and robust methods of
estimation.

Classical regression analysis assumes that the regression function is linear and that
the random error term has a normal distribution

yi=xif+ei, & ~N(©O o). 4)

However, in recent years the econometrics literature has seen an explosion of theoretical
developments in nonparametric and semiparametric methods, which relax functional
form and distributional assumptions. These are beginning to be used in applied work in
health economics. Section 2.3 introduces kernel-based nonparametric estimators, and
semiparametric approaches are discussed in Sections 4, 6, and 8.

In health economics empirical analysis is complicated further by the fact that the the-
oretical models often involve inherently unobservable (latent) concepts such as health
endowments, agency and supplier inducement, or quality of life. The problem of latent
variables is central to the use of MIMIC models of the demand for health and health
status indices (Section 5.1.2); but latent variables are also used to motivate nonlinear
models for limited and qualitative dependent variables. The widespread use of individ-
ual level survey data means that nonlinear models are common in health economics.
Examples include binary responses, such as whether the individual has visited their
GP over the previous month (Section 3.1); multinomial responses, such as the choice of
provider (Section 3.3); limited dependent variables, such as expenditure on primary care
services, which is censored at zero (Section 4); integer counts, such as the number of
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GP visits (Section 7); or measures of duration, such as the time elapsed between visits
(Section 8).

Maximum likelihood (ML) estimation is widely used in health economics, particu-
larly for nonlinear models involving qualitative or limited dependent variables. ML has
desirable properties, such as consistency and asymptotic normality, but these rely on
the model being fully and correctly specified. Pseudo (or quasi) maximum likelihood
(PML) methods share the properties of ML without having to maintain the assumption
that the model is correctly specified [see, e.g., Gourieroux et al. (1984), Gourieroux and
Monfort (1993)]. For the class of distributions belonging to the linear exponential fam-
ily, which includes the binomial, normal, gamma, and Poisson, the PML estimator of
the conditional mean is consistent and asymptotically normal. This means that the con-
ditional mean has to be specified but the conditional variance does not. The main use
of PML methods in health economics has been in the context of count data regressions
(Section 7).

Many of the estimators discussed in this chapter fall within the unifying framework
of generalized method of moments (GMM) estimation [see, e.g., Hall (1993)]. This
replaces population moment conditions, such as

E[f(x,B)]=0. S

with their sample analogues

m(B)=n""Y" fxi,p)=0. 6)

The GMM estimator minimizes a quadratic form

Q(B) =m(B)Wm(p), (N

where W is a positive definite matrix, and the optimal W can be selected to give
asymptotic efficiency. GMM encompasses many standard estimators. For example,
OLS uses the moment conditions E[x(y — xf)] = 0, instrumental variables with a
set of instruments z uses E[z(y — xB)] = 0, and pseudo maximum likelihood uses
E[0LnL/3B)] = 0. Applications of GMM in health economics are discussed in the
context of instrumental variable estimation (Section 5.1.1) and count data models (Sec-
tion 7.3).

Quantile regression is another semiparametric method which assumes a parametric
specification for the gth quantile of the conditional distribution of y,

Quantile, (y; | xi) = xi By ®)

but leaves the error term unspecified [see, e.g., Buchinsky (1998)]. Quantile regression
has been applied by Manning et al. (1995) to analyze whether heavy drinkers are more
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or less responsive to the price of alcohol than other drinkers. They find evidence that the
price effect does vary by level of consumption.

Many of the estimators discussed in this chapter rely on the approximation provided
by asymptotic theory for their statistical properties. Recent years have seen increasing
use of bootstrap methods to deal with cases where the asymptotic theory is intractable
or where the asymptotics are known but finite sample properties of an estimator are
unknown [see, e.g., Jeong and Maddala (1993)]. The aim of these methods is to reduce
bias and to provide more reliable confidence intervals. Bootstrap data are constructed by
repeated re-sampling of the estimation data using random sampling with replacement.
The bootstrap samples are then used to approximate the sampling distribution of the
estimator being used. For example, Nanda (1999) uses bootstrap methods to compute
standard errors for two stage instrumental variable estimates in a model of the impact
of credit programs on the demand for health care among women in rural Bangladesh.

The growing popularity of bootstrap methods reflects the increased availability of
computing power. The same can be said for simulation methods. Monte Carlo simula-
tion techniques can be used to deal with the computational intractability of nonlinear
models, such as the multinomial probit, which involve higher order integrals [see, e.g.,
Hajivassiliou (1993)]. Popular methods include the GHK simulator and Gibbs sampling.
These methods can be applied to simulate sample moments, scores, or likelihood func-
tions. Simulation estimates of the multinomial probit are discussed in Section 3.2.4 and
estimators for simultaneous equation limited dependent variable models are discussed
in Section 5.2.4.

2.2.3. Nonparametric and semiparametric estimators

Most of the estimators discussed in this chapter rely on assumptions about the func-
tional form of the regression equation and the distribution of the error term. However
recent developments in the econometrics literature have focused on semiparametric and
nonparametric estimation. Many of these are founded on the Rosenblatt—Parzen kernel
density estimator. This method uses appropriately weighted local averages to estimate
probability density functions of unknown form; in effect using a smoothed histogram to
estimate the density. Variants on this basic method of density estimation are also used
to estimate distribution functions, regression functionals, and response functions [see,
e.g., Ullah (1988), Duncan and Jones (1992)].

The kernel function, K[-], provides the weighting scheme; its bandwidth determines
the size of the “window” of observations that are used, and the height of the kernel func-
tion gives the weight attached to each observation. This weight varies with the distance
between the observation and the point at which the density is being estimated. Consider
a random variable with unknown density function f(x). Given a random sample of n
observations, the univariate density estimator at a particular point x is

f@) =@y K[(x —x)/h], ©)
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where K (-) is a kernel function and 4 is the bandwidth. Usually the kernel will be a
positive real function. In addition, kernel functions are often selected to be symmetric
and unimodal density functions. In general, the precise shape of the kernel has little
impact on the overall appearance of the density. The estimator is easily generalized
to multivariate densities by using a multivariate kernel function and a matrix of band-
widths.

A central issue in estimation by local smoothing is the choice of bandwidth. Each
bandwidth % is a sequence of numbers such that # — 0 and nh — oo as the sample
size n — oo. With a fixed sample, the size of & determines the degree of smoothing and
is therefore of crucial importance for the appearance, interpretation, and properties of
the final estimate. The choice of bandwidth can be a purely subjective choice, it can be
based on some rule of thumb, or the choice can be “automated” by data-driven methods
such as cross validation.

One feature of the standard kernel estimator is that the size of bandwidth is inde-
pendent of the point in the sample space at which the estimator is evaluated. This may
mean that excessive weight is given to observations in less dense areas of the sample
space. The resulting estimates can produce spurious detail, particularly in the tails of
estimated densities. Alternative methods are available to overcome this problem. Such
generalizations distinguish themselves from the basic kernel method by adjusting the
bandwidth to account for the density of data in particular regions of the sample space,
the less dense the data the larger the bandwidth. However it should be borne in mind
that the greater robustness of these techniques is bought at extra computational cost.
Specific methods include the k-th nearest neighbor and generalized nearest neighbor,
variable kernel, and adaptive kernel methods [see, e.g., Duncan and Jones (1992)].

Kernel density estimates form the basis for nonparametric regression analysis. In
general the regression functional is

E(y IX)zg(X)zfyf(yIx)dyzfy(f(y,X)/f(X))dy. (10)

In nonparametric regression, the regression functional is recovered directly from esti-
mates of the (joint and marginal) density functions. No parametric restrictions are im-
posed on the form of conditional expectation g(-) or the density function of the implied
error term. The Nadaraya—Watson estimator for the bivariate regression model is

g =" yiWhi),  Wii(x) = (- ) K [(xi — )/ h]/ fu(@). (11)

The nonparametric regression function is therefore a weighted average, with the individ-
ual kernel weights Wj,; (x) dependent on the estimated kernel density of the regressors.
Again this is easily generalized for multiple regression.

There appear to have been very few applications of kernel-based nonparametric and
semiparametric estimators in health economics. However, as appropriate software be-
comes more readily available, use of the techniques is likely to increase. Jones (1993)
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uses data from the 1984 UK Family Expenditure Survey to estimate joint densities and
nonparametric regressions for the relationship between household’s budget share on to-
bacco and the logarithm of total non-durable expenditure. Norton (1995) uses kernel
estimates to smooth a plot of the fraction of elderly nursing home residents who had
“spent-down” at the time of discharge against their time of discharge. Alderson (1997)
uses kernel regressions to investigate the shape of the relationship between health re-
lated quality of life (HRQoL) and age, without imposing a functional form on the data.
She uses data for the EuroQol, EQ-5D, measure of health status collected as part of
the ONS Omnibus survey between January and March 1996. The analysis focuses on
inequalities in HRQoL and presents separate regressions for males and females and by
occupational social class.

Nonparametric estimators can be combined with standard parametric specifications.
For example, Dranove (1998) uses a semiparametric approach to investigate economies
of scale in a sample of 14 non-revenue generating cost centers in private hospitals in the
US. To model the relationship between hospital costs and output he uses the partially
linear model, introduced by Robinson (1988)

yi=xiB+8zi) + &i, (12)

where y is the log of total costs and x contains measures of severity, case-mix, and local
wages. Output, z, is measured by the number of discharges and, to allow for a flexible
relationship, the form of g(-) is left unspecified.

Estimation of the partially linear model is handled by taking the expectation of (12)
conditional on z and then differencing to give

yi —E(yi | zi) = [xi —E(xi | z)]B + & (13)

given the conditional moment conditions E(¢ | z) = E(e | x, z) = 0. The conditional ex-
pectations E(y; | z;) and E(x; | z;) can be replaced by nonparametric regressions of y
and each element of x on z. Then OLS applied to (13) gives /n-consistent and asymp-
totically normal estimates of B, although the asymptotic approximation may perform
poorly in finite samples and bootstrap methods are preferable. Finally g(-) can be es-
timated using a nonparametric regression of (y — x) on z. In practice, Dranove uses
locally weighted least squares to estimate the nonparametric regressions at the first stage
and spline regressions for the second stage. Evidence of economies of scale has impor-
tant implications for the desirability of hospital mergers. Dranove’s results suggest that
the efficiency gains from mergers would be small and could be easily offset by small
price changes resulting from increased market concentration.

One important application of the partially linear model is the sample selection model.
Studies by Stern (1996), and Lee et al. (1997) which use kernel based semiparametric
estimators of the sample selection model, are discussed in detail in Section 4.3.3.



Ch. 6:  Health Econometrics 275
3. Qualitative dependent variables
3.1. Binary responses

Consider a binary dependent variable, y;, which indicates whether individual i is a
“non-participant” or a “participant”. In health economics, binary dependent variables
have been used to model an extensive range of phenomena; examples include the use of
health care services, purchase of health insurance, and starting or quitting smoking.

If the outcome depends on a set of regressors, x, the conditional expectation of y is

E(i [ x) =PQyi =1]xi) = F(x;). (14)

In order to estimate (14), F(-) could be specified as a linear function, x; 8; giving the lin-
ear probability model. The linear probability model is easy to estimate, using weighted
least squares to allow for the implied heteroscedasticity of the non-normal error term,
and may be a reasonable approximation if F(-) is approximately linear over the range
of sample observations. However the possibility of predicted probabilities outside the
range [0, 1] creates a problem of logical inconsistency, which a nonlinear specification
of F(-) can avoid.

The most common nonlinear parametric specifications are logit and probit models.
These can be given a latent variable interpretation. Let

Sy
= {(1) i)ftfh}e];wisgz (a5)
where
Vi =xif+e&i
and, for a symmetrically distributed error term ¢ with distribution function F'(-)
P(yi =1|x) =P(y/ > 0| x;) =P(si > —xi ) = F(xi ). (16)

Assuming that ¢; has a standard normal distribution gives the probit model, while as-
suming a standard logistic distribution gives the logit model. These models are usually
estimated by maximum likelihood estimation; the log-likelihood for a sample of inde-
pendent observations is

LogL=y_{(1=y)log(l = F(xiB)) + yilog(F(xiB))}. (17)

1

Applications of probit, logit, and other models for binary variables are too numerous to
list here. One recent example is Buchmueller and Feldstein’s (1997) study of the Univer-
sity of California’s decision to impose a cap on its contribution to employees’ insurance
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plans in 1994. This natural experiment allows an analysis of how the resulting change in
out-of-pocket premiums affected decisions by UC employees to switch insurance plans.
The binary dependent variable indicates whether an employee switched plan, and this
is modeled by a latent variable representing the net benefit of switching as a function
of the change in premium, plan characteristics, and individual demographic character-
istics. Plan switching is estimated using probit models on the full sample of 74,478
employees and for separate types of coverage. Simulations of the change in probability
of switching associated with changes in the level of premium show large price effects
across all of the models.

3.2. Multinomial and ordered responses

3.2.1. Ordered probits and grouped data regression

The ordered probit model can be used to model a discrete dependent variable that
takes ordered multinomial outcomes, e.g., y = 1,2, ..., m. A common example is self-

assessed health, with categorical outcomes such as excellent, good, fair, poor. The model
can be expressed as

yi=j ifpj <y <py, j=1,....m, (18)
where

yi=xiB+ei, & ~N(O,1) (19)
and po = —00, j < ij+1, by = 00. Given the assumption that the error term is nor-

mally distributed, the probability of observing a particular value of y is

Pij =P(yi=j)=@(uj —xip) = P(j—1 — xip), (20)

where @ (+) is the standard normal distribution function. With independent observations,
the log-likelihood for the ordered probit model takes the form

LogL =% yijlog P, (21)
i

where y;; is a binary variable that equals 1 if y; = j. This can be maximized to give
estimates of B and of the unknown threshold values 1 ;. Examples of the use of ordered
probit models include Kenkel (1995) who has categorical measures of self-reported
health status and of activity limitation from the Health Promotion/Disease Prevention
module of the 1985 US National Health Interview Survey, and Chaloupka and Wechsler
(1997) who have a categorical measure of average daily cigarette consumption from the
1993 Harvard College Alcohol Study. Levinson and Ullman (1988) apply the ordered
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probit to a categorical index of the adequacy of prenatal care from a 1994 census of
Medicaid births in Wisconsin. An ordered logit specification is used by Theodossiou
(1998) for six different measures of mental distress from the 1992 British Household
Panel Study, all of which are measured on four point categorical scales. The results
show a significant effect of unemployment on the odds of experiencing mental health
problems.

Kerkhofs and Lindeboom (1995) develop an ordered probit model for self-reported
health, with state-dependent reporting errors. They are concerned with the potential
biases that arise in the use of subjective measures of health when responses are influ-
enced by financial incentives and social pressures. In particular they attempt to isolate
the impact of employment status on reporting errors. Their model uses three measures
of health. A latent variable, H*, that measures true health; a (categorical) self-reported
measure of health, H%; and an objective measure of health based on professional diag-
nosis, H° (in their case the Hopkins symptom checklist). In order to focus on the possi-
bility of state-dependent reporting errors they assume that H® is a sufficient statistic for
the impact of employment status (S) on H*. They assume that observed self-reported
health is given by

HS:j if/’Lj—1<H*<,LLj,j:1’~-~,m- (22)

True health is assumed to depend on f(H?), measured by a set of dummy variables,
and demographic characteristics x1

H*=f(H)+xip+e, e~N(QO1) (23)
and the state-dependent reporting bias is modeled through the threshold values
wmj=g;(S, x2). (24)

These depend on employment status and demographic characteristics x,. Various spec-
ifications of g(-) are used to allow for interactions between employment status and
demographics. The typical contribution to the likelihood is

P(H*=j) = ®[g;(S,x2) — f(H®) —x18]
—®[gj-1(S,x2) — f(H®) —x18]. (25)

The model is estimated with data on heads of household aged 43—-63 from the first wave
of the Dutch panel survey (CERRA-I). The sample is split by employment status and
ordered probit models are estimated with and without the objective measures of health.
This gives evidence of state-dependent reporting bias, identified through interactions
between employment status and the demographic variables.

Grouped data regression is a variant of the ordered probit model in which the values
of the thresholds (©) are known. Because the i ’s are known, the estimates of 8 are more
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efficient and it is possible to identify the variance of the error term o2, Sutton and God-
frey (1995) use grouped data regression to analyze social and economic influences on
drinking by young men. Their analysis uses pooled individual data for males aged 18—
24 from the British General Household Survey for 1978-1990. As is often the case with
survey measures of alcohol consumption, individuals are assigned to one of seven drink-
ing categories defined by the number of units of alcohol consumed per week, where the
range of these intervals is recorded in the survey. They estimate a model in which socio-
economic characteristics, along with health-related attitudes and behaviour, are used to
predict levels of drinking. A general RESET test for misspecification rejects an OLS
specification of the model, but does not reject the grouped data regression. Their results
show evidence of a significant interaction between the influence of the price of alcohol
and an individual’s income. Buchmueller and Zurekas (1998) confront a problem that
is common to many health interview surveys, and use grouped data regression to fit a
measure of income taken from a categorical scale with varying intervals. Donaldson et
al. (1998) suggest the use of grouped data regression to deal with willingness to pay
values collected using categorical payment scales.

3.2.2. The multinomial logit

Multinomial models apply to discrete dependent variables that can take (unordered)
multinomial outcomes, e.g., y = 1,2, ..., m. In health economics this often applies to
the choice of insurance plan or health care provider, but could be used to model the
choice of treatment regime for an individual patient. It is helpful to define a set of binary

variables to indicate which alternative (j =1, ..., m) is chosen by each individual (i =
1,...,n)
1 ifyi =,
o 26
Yij { 0 otherwise (26)

with associated probabilities
P(yi = j) =Pi;. (27)

With independent observations, the log-likelihood for a multinomial model takes the
form,

LOgL:ZZyij lOgPl’j. (28)
i
The multinomial logit model uses,

Pij = exp(xif;) / > exp(xi Br) (29)
k
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with a normalization that 8, = 0. The normalization reflects the fact that only relative
probabilities can be identified, with respect to the base alternative (m).

Multinomial models are often motivated by McFadden’s random utility model [see,
e.g., Dowd et al. (1991)]. Define individual i’s utility from choice j as,

Uij = Vij (zi, xij) + &ij (30)
or, in linear form
Uij = zioj + xij B + &ij, (31)

where z denotes characteristics that vary across individuals but not across the choices,
and x denotes characteristics that vary across the choices. The model assumes that indi-
viduals are aware of the unobservable (to the researcher) characteristics ¢;;, and the in-
dividual is assumed to choose the alternative that gives the maximum utility, so choices
are based on net utilities. Typically the ¢;; are assumed to be type I extreme value (or
Weibull), which has the convenient property that the difference between two Extreme
Value I variables has a logistic distribution. The multinomial logit can be derived from
the random utility model provided that unmeasured attributes ¢;;’s are independent.
Then

P;; = exp(zia; +xijﬂ)/ZeXp(Ziotk +xik B) (32)
k

giving a tractable closed form solution. Setting 8 = 0 gives the multinomial logit or
“characteristics of the chooser” model, while setting «; = 0 gives the conditional logit
or “characteristics of the choices” model.

The assumption that the g;;’s are independent implies the independence of irrelevant
alternatives (ITA) property

P;;j /Pii = exp(ziaj + xi; B)/ exp(ziar + xi1 B). (33)

So the odds ratio is unaffected by the existence of alternatives other than j and [/ (i.e.,
by changes in the individual’s choice set). This implies that if a new alternative is intro-
duced all (absolute) probabilities will be reduced proportionately. Many authors have
argued that ITA is too restrictive for many of the applications of multinomial models to
health economics. For example, Feldman et al. (1989) argue that, in the case of health
insurance plans, the addition of a new plan is more likely to affect the choice of “close
substitutes”. Much of the recent literature has been concerned with models that relax
the ITA assumption such as the nested logit model and the multinomial probit model.
The multinomial logit model can be used in conjunction with two-part models and
sample selection models (see Section 4). Haas-Wilson et al. (1988) use data from high
option Blue Cross and Blue Shield plans of Federal Employees Benefit Program. The
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paper makes the case for aggregating health care use by episode of treatment rather than
by a fixed period and stresses disaggregation into types of treatment episode; in this
case outpatient visits only, outpatient with medication, outpatient with hospitalization,
and hospitalization only. A two-part specification with a multinomial logit for types of
treatment and OLS for levels of expenditure within episodes is used. The results do
not show a significant effect of coinsurance rates on types of episode, but there is a
significant effect on levels of expenditure.

Haas-Wilson and Savoca (1990) use a Federal Trade Commission survey of con-
tact lens wearers and their suppliers. A multinomial logit is used to estimate effects of
both personal and provider characteristics on the choice of providers between opticians,
opthamologists, and optometrists. The choice of provider is estimated jointly with qual-
ity of care, using Lee’s (1983) generalized selectivity model to estimate regressions for
patient outcomes (measured by the “presence of seven potentially pathological eye con-
ditions caused by poorly fitted lenses”). Lee’s estimator applies the inverse of the stan-
dard normal CDF to the distribution function of the error terms in the multinomial logit.
This allows the use of a selectivity model based on bivariate normality. Haas-Wilson
and Savoca find evidence of selection bias which leads to an overestimate of quality of
care provided by opthamologists. The scope for selection bias arises because outcomes
depend partly on patients’ behaviour, and differences among patients may be correlated
with their choice of provider. The same econometric methods are used by Dowd et al.
(1991) who estimate a multinomial logit for choice of insurance plan along with Lee’s
model for health care utilization, measured by physician contacts and by inpatient days.
They do not find evidence of selection bias after controlling for chronic illness and other
observed variables.

3.2.3. The nested multinomial logit

Gertler et al. (1987) investigate the impact of user fees on the demand for medical care
in urban Peru, using a 1984 Peruvian household survey. They develop a random utility
model in which the demand for medical care is modeled as the decision to seek care
and, conditional on that, the decision of which provider to use (public clinic, public
hospital, or private doctor). The corresponding econometric specification is the nested
multinomial logit model, which relaxes the IIA assumption. The empirical model allows
them to predict the revenue consequences and welfare effects of increased user fees, and
illustrates the trade-off between efficiency and re-distributive goals. Dor et al. (1987)
develop the theoretical model used by Gertler et al. (1987) by including access costs in
the budget constraint. They apply the nested multinomial logit model to provider choice
using 1985 data from the rural Cote d’Ivoire.

A similar approach is adopted by Feldman et al. (1989) who estimate a model us-
ing individual data on the demand for health insurance plans among employees of 17
Minneapolis firms. They argue that the existence of “close substitutes” makes the ITA
assumption and, hence, the use of a multinomial logit model unrealistic. The assump-
tion is relaxed by using the nested logit specification which drops the IIA assumption
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between groups of close substitutes. Freedom of choice of doctor is used to distinguish
these health plan nests.

The nested logit model generalizes the multinomial/conditional logit as follows. Let
I =1,..., L denote “nests” of health plan types. In Feldman et al. there are two nests;
IPAs and FFS plans versus HMOs. Within each nest there are j =1, ..., J; plan alter-
natives. Individual utility is

Ujj =wid +x;8 + &5, (34)

where x;; varies with both the nest and insurance plan, e.g., the premium charged, while
wy varies only with the nest, e.g., freedom to choose a doctor. ¢;; is assumed to have
a generalized extreme value distribution, which relaxes the assumption that the error
terms are independent. Then

P;j =P;-Pjy, (35)
where
Pj =exp(xij /(1 —0))/exp(l) (36)
and
I = log<2 exp(xix /(1 — o>)) (37)
k

is the “inclusive value”, for nest /. 8 can be estimated up to the scale factor 1/(1 — o)
by using conditional logit within each nest. Then

P, = exp(w; + (1 —a)Il)/Zexp(w,3+(1 — o)) (38)
1

This shows that for ease of computation the ML estimation can be done in two steps.
First estimate 8/(1 — o) using conditional logit within each nest, then apply conditional
logit across the nests to estimate (1 — o), including an estimate of the inclusive value.

Feldman et al. (1989) find that Hausman tests, based on the contrast between con-
ditional and nested logit estimates, suggest that the grouping of IPAs and FFS versus
HMOs is satisfactory. But they reject the grouping of IPAs and HMOs. Their results
show that health plan choices are sensitive to out-of-pocket payments, and they suggest
that estimates of the impact of premiums derived from conditional logit models could
be misleading.

The use of a nested logit approach implies that choices can be organized into a mean-
ingful nesting or tree structure. This may not be appropriate for some applications. For
example, in their study of the choice of provider between government health facilities,
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mission health facilities, private clinics and self-treatment in the Meru District of East-
ern Kenya, Mwabu et al. (1993) argue that there are no a priori grounds for deciding on
the correct decision structure for patients. As a result they adopt the simpler multinomial
logit specification, using the I[A assumption.

3.2.4. The multinomial probit model

An alternative to the nested logit model is to use a multinomial probit model. Until
recently the computational demands of this model have been prohibitive, but the devel-
opment of simulation based estimators has opened the way for empirical applications.
The multinomial probit is used by Borsch-Supan et al. (1992) and by Hoerger et al.
(1996) to model choices by elderly disabled people and their families between indepen-
dent living, living with relatives, and entering a nursing home. Both papers use reduced
form equations derived from a random utility framework and the multinomial probit
models are estimated using simulated maximum likelihood estimation.

Bolduc et al. (1996) use data from the rural district of Ouidah in Bénin to model
the choice of provider between hospital, community health clinic (CHC), private clinic
and self-medication. The empirical focus is on the role of user fees (for the CHCs) and
precautionary savings (through tontines) to fund health care. They adopt a random util-
ity specification, and compare multinomial logit (ML), independent multinomial probit
(IMP), and multinomial probit (MP) specifications. The independent probit model as-
sumes that the ¢;; are iid normal. Then the probability that individual i chooses j is

P;j :/_ l_[@D(ZiOl;:+x;kkﬂ+8ij)¢(8ij)d8ij, (39)

OO k)

where of = aj — oy and x, = x;; — x;x. This specification assumes independence but,
unlike the MNL, it does not imply the ITA property.

The multinomial probit model relaxes independence and assumes that the ¢;; have a
multivariate normal distribution, N (0, £2). Then

A rAr Ajq
P,»J:/ f / 6(u: 2)du, (40)

where Ay = zaj + x;B. This requires computation of the area under the multivariate
normal density ¢ (-), such that the utility associated with j is greater than the utility
from all the alternatives k # j. The estimator identifies the a;s, the difference in levels
of indirect utility relative to the base alternative (self-medication).

Bolduc et al. estimate this model using simulated maximum likelihood approach us-
ing the GHK simulator. They find that an LR test rejects independence in the probit
model. Their estimated time and money price elasticities are sensitive to the empirical
specification; those for the multinomial probit are “dramatically different” from those
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for the multinomial logit and independent multinomial probit. In computing these esti-
mates they use hedonic price and travel time equations based on samples of individuals
who use each different provider. This is common practice in the literature [see, e.g.,
Gertler et al. (1987)] but it does raise the issue of potential selection bias.

3.3. Bivariate models

The models discussed in the previous section deal with a single dependent variable that
can take multinomial outcomes. The bivariate probit model applies to a pair of binary
dependent variables and allows for correlation between the corresponding error terms.
It is possible to express the model in terms of latent variables

Yi=xjiBjt+ej, Jj=12, (e1,62)~N(0, ), (4D

where

; *
jiz{l 1ffyji>0,

42
0 otherwise. 42)

In practice, the health economics literature has made greater use of two variants of the
bivariate probit model; the sample selection model and the partial observability probit
model. In the model with sample selection y; is observed only when y; = 1. In the
partial observability model the researcher observes only y = y; - y».

A variant of the partial observability probit assumes that, if y; = 1, both y; and y»
are observed, while if y; = 0, then only y; - y» is observed. The log-likelihood for this
case is

LogL = ) log®@(—xif)+ ) log®(xifr, —x2p2, —p)

y1=0 yi=1, y,=0

+ Y, log@(ifixapap), (43)

yi=1, =1

where p is the coefficient of correlation between &1 and &;. In fact, this is identical to the
bivariate probit with sample selection; and only the interpretation of the model differs.
Examples of the application of these models in health economics are van de Ven and
van Praag (1981), Jones (1993) and Kenkel and Terza (1993).

The pioneering use of the sample selection model in health economics is van de Ven
and van Praag’s (1981) study of the demand for deductibles in private health insurance.
They use data on 8,000 respondents from a postal survey of 20,000 policy holders of a
large non-profit health insurer in the Netherlands, to model choice between a plan with
a deductible and one with complete coverage. The dependent variable is derived from a
binary response to a question about their preference for a policy with a deductible. This
is modeled as a function of previous use of medical care, self-reported illness days,
income, employment and demographics.
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Their economic model specifies the expected utility gain from taking a deductible
and leads to a basic probit model. However the dataset is prone to selection bias. The
survey has a substantial proportion of incomplete responses and these are shown to vary
with demographics. van de Ven and van Praag compare a two step estimator with the
maximum likelihood estimator of the sample selection model. Incomplete response is
predicted by age, gender and family size. Their results show that the two step estimator
gives results that are close to ML. They find that health, previous medical consumption
and income have significant effects, which implies the potential for adverse selection if
individuals can choose between plans with different levels of deductibles.

An example of the partial observability probit model is Kenkel and Terza’s (1993)
study of the demand for preventive medical care. The motivation for this study is a
recognition of the limitations of the neoclassical model of demand for (preventive)
medical care, measured by use of diagnostic tests. This stems from the fact that the
consumer’s (latent) demand is not observed without a visit to doctor, and the actual
choice of treatment is influenced by the role of the doctor in mediating patient choice.
Together, these mean that a physician visit hurdle comes between latent and observable
demand for diagnostic tests.

The use of diagnostic tests is modeled as a partial observability probit based on the
latent variables

¥y = x2B2 +woan + &2 [diagnostic test index], (44)
yi“ = x181 +¢&1 [physician visit index]. 45)

Kenkel and Terza’s identification strategy relies on the fact that they are modeling se-
quential decisions. The physician visit is patient initiated, but tests are made after see-
ing a doctor and are influenced by a set of post-visit influences w,. Tests for supplier
induced demand are based on a sub-set of wy; those post-visit influences that reflect
financial incentives for doctors. Although this is a sequential model, Kenkel and Terza
reject a “two-part model”, as it rules out positive latent demands for those individuals
who do not visit the doctor.

Data from the 1977 National Medical Expenditure Survey are used in separate analy-
ses for men and women and for lab tests and diagnostic tests. The common set of regres-
sors include insurance coverage (private, medicare/caid, none), health (self-assessed and
disability days), income, schooling, age, and race. The post-visit variables (w>) measure
outpatient or ER versus office visits, waiting time, and the percentage of the charge paid
by private or public insurance. The results show that the correlation between the two
error terms is significant for diagnostic tests, but not significant for lab tests. The proba-
bility of diagnostic tests increases with private insurance and the fraction of charge paid
by private insurance. The results do not support the existence of SID, reflected in the
fact that there is no evidence of fewer tests in outpatient/ER compared to office visits,
and no effect of waiting time.
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4. Limited dependent variables
4.1. Two-part, selectivity, and hurdle models
4.1.1. A taxonomy

Two-part (or multi-part), sample selection, and hurdle models have all been used in the
health economics literature to deal with the problem of limited dependent variables.
To understand which approach is appropriate for a particular application, it is useful to
begin by asking what type of dependent variable is being used. To answer this question
it is helpful to introduce some notation. Say that there are two variables of interest: a
binary indicator d;, with associated covariates x| and parameters 81, and a continuous
variable y;, with associated covariates x and parameters 32, where y; is coded as y; =0
if d; =0.

The first question is whether observations of y; = 0 represent an actual choice of
zero. If the answer is no, the problem is one of non-observable response and a sample
selection model is potentially appropriate [see, e.g., Heckman (1979)]. For example,
this might apply to the case where coinsurance rates (y) are only observed for those
who purchase insurance (d = 1), but non-purchase of insurance does not imply that a
potential insuree would face a coinsurance rate of zero. If the answer to the question is
yes, then zero observations represent a genuine choice of zero.

In the case of “genuine zeros” the second question is whether the choice to consume
is influenced by the decision of how much to consume. If the answer is no, a sequential
decision model is appropriate. If the answer is yes, a joint decision model is appropriate.
When considering joint versus sequential decisions it is important to make the distinc-
tion between a chronological sequence of events and sequential choice. For example,
the “gate-keeper” role of GPs may mean that an individual has to visit a GP before they
can use inpatient care. This limits their opportunity set, but the individual can consider
a range of options; do not visit the GP; visit the GP but do not visit consultant; or visit
both. Modeling these decisions as a sequential choice suggests a myopic decision rule:
visit the GP then decide how to respond to advice. Sequential choices are often used to
motivate the two-part model, while joint decisions are associated with generalized Tobit
and hurdle models.

The third question to bear in mind is the object of the analysis. Is the object simply
prediction of E(y | x), for example, to deal with the problem of imputing missing values
due to item non-response in a sample survey? Or is the object to make inferences about
B1 and B> ? The answer to this question will help to determine the appropriate method
to adopt.

Defining the dependent variables in this way suggests a taxonomy to distinguish the
three approaches. In the sample selection model, knowledge that y; = 0 (as opposed to
d; = 0) is uninformative in estimating determinants of the level of y;. In the two-part
model observations for which y; = 0 are uninformative in estimating the determinants of
the level of (y; | y; > 0). In hurdle models, the fact that y; = 0 is used in the estimation
of Bs.
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It is possible to express the sample selection and hurdle models in terms of latent
variables (y*)

*

yii=xjiBj+ej, j=12. (46)

Then the sample selection model is given by

)y iff y}; > 0, 47)
Yi=] unobserved otherwise (= 0 in generalized Tobit)

and the hurdle model is given by

yi = [yi“i iff y3; > Oand yj;, > 0, (48)
0 otherwise.

The two-part model is usually estimated by a logit or probit model for the probability
of observing a positive value of y, along with OLS on the sub-sample of positive ob-
servations.There is no latent variable representation for the two-part model. Instead it is
motivated by a conditional mean independence assumption

E(i | yi > 0,x2;) = x2i 2. (49)

Notice that no assumption is made about the unconditional mean E(y | x), only about
the conditional/selected sample. In general, the two-part specification does not assume
normality of (g1, &2) and does not require linearity of E(y | y > 0, x).

4.1.2. Two-part versus selectivity models: the debate

The issue of choosing between the two-part model (2PM) and a generalized Tobit or
sample selection specification (SSM) to model the demand for medical care has pro-
voked a vigorous, and often heated, debate in the health economics literature. Advo-
cacy of the two-part model is most associated with the empirical strategy adopted for
the RAND Health Insurance Experiment (HIE) [see, e.g., Newhouse et al. (1980), Lei-
bowitz et al. (1985), Manning, Newhouse et al. (1987)]. Duan et al. (1983) initiated
the subsequent debate by making the case for the two-part model. They argue that the
censored data approach requires restrictive distributional assumptions and that, as the
censored data are unobservable, these assumptions are not testable. They stress “poor
numerical and statistical properties” of the SSM, caused by the existence of multiple
local optima in its likelihood function. They also argue that the fact that the residual
vector is censored in the SSM poses a problem for standard residual based tests.

Hay and Olsen (1984) criticize the 2PM by claiming that it is also subject to
untestable assumptions and they question the existence of any distribution of (g1, &7)
that gives a complete normal distribution for (g2 | &1 > —x181). To support this argu-
ment they show that if &; and ¢, are not independent, the conditional distribution of
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&1 is generally a function of (x181). They respond to the argument that the SSM has
poor numerical properties by citing an algorithm for finding a global maximum. Also
they argue that, even though the 2PM and SSM are non-nested, they can be compared in
terms of mean squared forecast error (MSFE). Duan et al. (1984) counter this final point
by showing that with the RAND HIE data there is no discernible difference between the
2PM and SSM models according to the MSFE criterion. Also they provide an example
designed to show that it is possible to find a distribution of (¢1, £2) that contradicts Hay
and Olsen’s claim.

Maddala (1985) sets out to adjudicate the debate. He stresses the need to understand
the nature of the underlying decision process in selecting an empirical model and argues
that joint decisions may be more appropriate than the sequential approach implied by
the 2PM. He cites van de Ven and van Praag (1981) and argues that decision to use
health care will be linked to perceived severity of illness (and hence likely expenditure).

In response to Duan et al. (1984) he points out that semiparametric estimators were
available for the SSM and that the normality assumption is testable. Also he considers
their “counter-example”. Duan et al. (1984) aim to show that there is a joint distribution
of (g1, &2) that allows correlation between the two error terms but, for d = 1, gives

log(y) = x282 + €2, €2 ~ IN(0, 6%). (50)

They assume that €1 is continuous for the whole population, and that ¢ has a mass
point at &, = —oo and is continuous over the real line for d = 1. They argue that it
is possible to construct a joint distribution from these marginals such that ¢; and &>
are correlated. Maddala argues that this is “purely semantic” as the correlation is not
estimable. Also, their model is actually specifying conditional distributions for the sep-
arate sub-populations, €1 > x1 81 and &1 < x181.

Maddala makes the distinction between sample selection models, in which the crite-
rion function is written in reduced form, and correlation between &1 and &3 is the only
connection between the two equations, and self selection models in which the criterion
is written in structural form. He argues that adopting a structural approach “will help in
organizing one’s thinking properly on why one expects any selectivity bias in the prob-
lem”. He goes on to argue that “even when decisions are sequential, if there are some
common omitted variables the two decisions will be correlated. In this case, it is advis-
able not to formulate the model in a way that the correlation cannot ever be estimated”.
Zimmerman Murphy (1987) lists common omitted variables in context of medical care
demand; these include insurance status, time costs, marginal valuation of health, time
preference, and risk aversion.

Duan et al. (1985) take up Maddala’s challenge. They stress that the focus of their
own work is on estimating mean medical expenditure and that, in that context, the de-
bate over statistical methods has no relevance for the policy implications of their results.
They find that multi-part, ANOVA, and sample selection models all give similar results,
and that the debate is “much ado about nothing”. Also they argue that “in the specific
case of health insurance one does not need an estimate of p to estimate mean expendi-
ture” and that many econometrics models are formulated so that “nuisance parameters”
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are eliminated, these include the Cox partial likelihood, the within-groups estimator for
panel data, and zero restrictions in structural models. Maddala (1985) rounds off the
exchange by recognizing that the RAND HIE data are special because participants were
randomized across insurance plans. But he cautions against use of the 2PM in other
contexts.

4.1.3. Monte Carlo evidence

In an attempt to settle the debate over the relative merits of 2PM and SSM specifi-
cations, Manning et al. (1987) use Monte Carlo simulations to compare the Heckman
two-stage estimator (LIML/Heckit) and the full maximum likelihood estimator (FIML)
of the sample selection model with a “naive two-part model” (the true specification
omitting the correlation coefficient) and a “data-analytic (testimator) variant” (which
adds powers and interactions of x, according to a test criterion).

The debate addresses the case in which valid exclusion restrictions are not available,
80 x1 = x» and identification of the SSM relies on functional form. In discussing this
notion of identification by functional form, it is worth making the distinction between
the identification of B, and of E(y | x). The data-analytic version of the 2PM can be
interpreted as giving a Taylor series approximation of the conditional mean function for
the SSM which would yield good estimates of E(y | x) but would not identify B;. As in
the earlier work of the RAND HIE researchers, Manning et al. (1987) stress that they
are not interested in the coefficients per se, but only in predictions of E(y | x) from

E(y [x)=P(y>0|x)E(y|y>0,x). (51)

They use the SSM as their theoretical benchmark, but find that 2PM outperforms it on
statistical grounds. This leads them to conclude: “based on our experience here and
elsewhere, we believe that the data-analytic version of the two part model will be robust
— as long as analysts are concerned about the response surface rather than particular
coefficients.”

A re-assessment of the Monte Carlo evidence in Manning et al. (1987) is provided
by Leung and Yu (1996). Leung and Yu argue that their Monte Carlo design creates
collinearity problems that bias the results against the SSM and in favor of 2PM. The
design problem they identify is that Manning et al. use a model with no exclusion re-
strictions (x1; = x») and simulate x ~ u(0, 3). Leung and Yu argue that this leads to
insufficient range of variation in the inverse Mill’s ratio. Leung and Yu use x ~ u(0, 10)
and find that “collinearity problems vanish and the sample selection model performs
much better than the two-part model”. Of course, this raises the empirical question of
how much variation will be observed with real data. The range used by Leung and Yu
is far greater than is likely to be observed in health economics applications.

To understand the collinearity problem, consider the Heckit/LIML estimator of the
SSM. This is based on estimating the following regression on the selected sample

y=x282 + A(x181) +e2, (52)
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where A(x181) = E(e2 | €1 > —x181) and e is a random error term. Assuming joint
normality, A(x181) can be estimated by the inverse Mill’s ratio, ¢ (x181)/®P (x181), from
a probit regression of d on x1. With x| = x», identification (of 8,) relies on the non-
linearity of the inverse Mill’s ratio A(-), but a plot of A(-) shows that the function is
approximately linear for much of its range. This implies that the range of x1B1, and
hence of x1, is important and that the degree of censoring is important, as it reduces the
range of observed values. Leung and Yu argue that the claim that Heckit will perform
poorly when there is a high degree of correlation between x; Bi and x; is potentially
misleading. In their Monte Carlo design, Heckit performs well when x; and x; B are
perfectly correlated, as long as the proportion of censored observations is sufficiently
small and/or the range of x is sufficiently large (i.e. when the nonlinearity of A(-) comes
into play).

Leung and Yu (1996) conclude that the performance of models depends on the em-
pirical context. Collinearity problems can arise if there are few exclusion restrictions,
a high degree of censoring, low variability among the regressors (x1), or a large error
variance in the choice equation (i.e. weak instruments). They suggest that applied re-
searchers should always check for collinearity. After looking at a range of measures
of collinearity, they favor the condition number. They argue that their Monte Carlo evi-
dence shows that, in the absence of collinearity problems, the 7-test on the inverse Mill’s
ratio can be used to distinguish between the 2PM and SSM. Overall they conclude that
... the merits of the two-part model have been grossly exaggerated in the literature”. . .
“hence the extreme and negative remarks against the sample selection model made by
Duan et al. ... are unwarranted and misleading.” This conclusion, however, relies on
the absence of collinearity problems. These collinearity problems are likely to arise in
health data sets, and should be investigated by applied researchers who intend to use the
sample selection model.

4.1.4. Empirical evidence

Zimmerman Murphy (1987) estimates sample selection models for physician office vis-
its, hospital outpatient visits, and hospital inpatient days using the 1970 US National
Health Survey. She uses the Heckit estimator and finds significant negative coefficients
for the inverse Mill’s ratio. The results show evidence of the collinearity problem, with
the estimates of the selectivity correction becoming less significant the greater the cor-
relation between the inverse Mill’s ratio and the other regressors. Hunt-McCool et al.
(1994) use a sample of adults from the US National Medical Care Expenditure Survey.
Their dependent variables are the quantity of service (office visits, hospital inpatient
care) and out-of-pocket expenditure shares. Heckit estimates show positive and signifi-
cant coefficients on the inverse Mill’s ratio.

4.2. Two-part models and retransformation: developments and applications

Applications of the two-part model in health economics have often used logarithmic
transformations to deal with dependent variables that are heavily skewed, such as house-
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hold medical expenditures. This raises the problem of retransforming to the original
scale (e.g., dollars rather than log-dollars), in order to make inferences that are rele-
vant for policy [Duan (1983), Duan et al. (1983)]. The retransformation problem has
been revisited recently by Manning (1998) and Mullahy (1998), and the material in
this section draws heavily on Mullahy’s paper: “Much ado about two: reconsidering
retransformation and the two-part model in health econometrics”. Mullahy focuses on
the 2PM applied to “genuine zeros” rather than missing observations. He argues that,
due to nonlinearities and retransformations, the estimated parameters from the 2PM are
not sufficient for inference about important policy parameters that involve the level of
yv,suchas E(y|x), 0E(y|x)/dx,and dlogE(y | x)/dlogx.

In most applications the 2PM is estimated by a probit or logit for 7 (x) =P(y > 0| x),
and least squares on the logarithm of y

log(u(x)) +¢&2, y=>0, (53)
xBr + &>.

log(y)

The problem for inference stems from two issues; the conditioning on y > 0, and the
need to re-transform from log(y) to y-space. The identifying assumption for B, is the
orthogonality condition E(e; | y > 0, x) = 0. Under this assumption the 2PM will give
consistent estimates of », but the condition does not identify other parameters such as
E(y | x). In general notation, the 2PM implies

E(y[x) =P(y>0[x)-E(y|y>0,x)

7(x) - u(x) - Eexp(e2) | y > 0, x)
= 7w(x) - pux) - plx), (54)

with parametric representations,

E(y | x) =m(x; B1) - u(x: B2) - p(x: y). (55)

The presence of p(x; y) in this expression means that the identification of (81, f2), by
the 2PM, is not sufficient to identify E(y | y > 0, x) or E(y | x). Two solutions to this
identification problem are:

(1) Assume log-normality of (y | y > 0, x) with constant variance o, which implies

E(y|y>0,x)=exp (xﬂz + 0.502). (56)

(2) Instead of assuming a distribution for &>, Duan