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OVERVIEW

ROBERT E. EVENSON

Economic Growth Center, Yale University, New Haven, CT

PRABHU PINGALI

Agricultural and Development Economics Division, Food and Agriculture Organization, Rome, Italy

This overview of Volume 3 of the Handbook of Agricultural Economics is organized as
follows:

Section 1 offers insights from the economic growth literature;

Section 2 addresses the Green Revolution and its impact on developing countries;

Section 3 addresses the Gene Revolution and its limited impact on developing coun-
tries;

Section 4 addresses returns to research studies;

Section 5 discusses the decline in aid effectiveness for agriculture;

Section 6 offers comments on the 18 chapters covered in Volume 3.

1. Insights from economic growth theory

Economic growth theory can be divided into early growth theory and newer models of
“endogenous” growth.

The chief insight from the early growth theory [Solow (1956)] was that an efficient
economy leads to a steady state solution where product per worker does not grow with-
out invention and innovation. When exogenous technological change is introduced in
these models, product per worker does grow. Invention and innovation are required for
economic growth.

Jones (2002) reports a “Malthusian” extension of early growth theory. Under the
assumption that cultivable land is in fixed supply, Jones shows that the steady state
solution is

Growth in product/worker = Growth in technology — Bn,

where f is the coefficient on land in the agricultural production function, and n is the
rate of population growth. This casts growth as a race between technology and popu-
lation growth. The designers of the International Agricultural Research Center (IARC)
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system recognized that technological gains could offset the negative consequences of
population growth. The designers of the IARC system also evaluated the National Agri-
cultural Research Systems (NARS) in place in the 1950s and concluded that they were
not up to the task of meeting the challenge of high population growth rates.

Demographic transition models showed that the decline in death rates, particularly
child mortality rates, associated with improved public health and immunization pro-
grams were producing high population growth rates in the 1950s and 1960s. By 2000
many countries, particularly in Sub-Saharan Africa, had tripled their populations since
1950. By 2000, however, most countries, even in Sub-Saharan Africa, were well along
in their demographic transitions.

The more recent endogenous growth models treat R&D as a variable endogenously
determined by incentive structures, particularly regarding intellectual property rights.
Endogenous growth models treat population growth as a positive inducement to inven-
tion and innovation. The reasoning is that invention and innovation is proportional to
population size and that invention and innovation produce externalities that benefit all
members of the population. Data on patents granted certainly do not bear this out. The
number of patents granted to inventors in Sub-Saharan Africa and even in South Asia
is negligible. Inventions are not proportional to population. This is because R&D is not
proportional to population.

Jones (2002) develops a model where invention and innovation is undertaken in high-
income countries and where developing countries devote effort to “mastering the World
Technology frontier”. But as will be noted in the section on the Green Revolution, many
developing countries invest nothing in industrial R&D. Almost all countries invest in
public sector agricultural research in agricultural experiment stations. But as noted be-
low, several have failed to produce a Green Revolution.

2. The Green Revolution

More than 40 years ago, Theodore W. Schultz wrote an influential book Transforming
Traditional Agriculture (Yale, 1964) in which he argued that “traditional” agricultural
economies were “poor but efficient” and “efficient but poor”. Traditional agriculture was
defined to be an agriculture where the development of improved technology in the form
of improved crop varieties and improved animals was proceeding at a very slow pace.
Implicit in this definition is the notion that agricultural technology has a high degree
of “location specificity”. Crop varieties, for example, require breeding programs in the
regions served by the program. !

! This was first noted in the study of hybrid maize (corn) by Zvi Griliches (1957, 1958). Griliches noted
that farmers in Alabama did not have hybrid maize varieties until 20 years after farmers in Iowa had access to
hybrid maize. It was not until breeding programs were established in Alabama, selecting varieties for Alabama
farm conditions that farmers in Alabama had access to hybrid maize. Farmers in West Africa did not have
hybrid maize until 75 years after farmers in Iowa had hybrid maize. Farmers in Central Africa still do not
have access to hybrid maize.
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The Schultz argument implicitly suggests that agricultural extension programs cannot
effectively “transform traditional agriculture”, because traditional agriculture is already
efficient. Note that this statement regarding efficiency holds the transaction costs asso-
ciated with institutions constant. Thus, markets may be inefficient with high levels of
transaction costs, but given this, farmers are efficient largely because they have had time
to experiment with technological improvements under conditions of slow delivery.

We now have an opportunity to reassess the Schultz argument in the context of the
Green Revolution. Agricultural extension programs might not be effective in improving
the efficiency of farmers in a setting where farmers are already efficient, but agricultural
extension programs could be successful in facilitating the transfer of technology pro-
duced in a foreign country to the country in question. Many countries have counted on
this technology transfer function. In many Sub-Saharan African countries the number
of agricultural extension personnel far exceeds the number of agricultural scientists.
(See Table 1 below.)

The Schultz position on agricultural extension and agricultural research was that the
technology transfer function of agricultural extension was not realized because of the in-
herent “localness” of agricultural extension programs. Ultimately Schultz indicated that
only a “Green Revolution” could “transform” traditional agriculture, and a Green Revo-
lution depends primarily on competently-managed plant breeding programs in National
Agricultural Research Systems (NARS) programs supported by International Agricul-
tural Research Centers (IARCs).

Figure 1 lists 87 countries classified according to aggregate Green Revolution Modern
Variety (GRMV) adoption rates in 2000. The 12 countries in the first column report neg-
ligible GRMYV adoption in the year 2000. All other classes are based on area weighted
GRMYV adoption rates for the 11 crops included in the GRMV study.’

Table 1 lists indicators by Green Revolution cluster. The clusters can be roughly
categorized as non-performing (Cluster 1), underperforming (Clusters 2, 3 and 4) and
performing (Clusters 5, 6, 7 and 8). Economic and social indicators by cluster are re-
ported in Table 1.

The economic indicators show the following:

1. Crop value (in US dollars) per hectare is very low for countries not realizing a
Green Revolution and rises to high levels for countries realizing the highest levels
of GRMV adoption.

2. Fertilizer application per hectare is negligible for the first four clusters and signif-
icant for the highest GRMYV clusters.

3. Crop TFP growth is negligible for countries not realizing a Green Revolution and
highest for countries with the highest levels of GRMV adoption.*

2 Evenson and Kislev (1975) report relative price ratios of 20 to 1 for the cost of scientists vs the cost of
extension workers. This is partly related to the relative prices of extension personnel relative to the price of
agricultural scientists.

3 The 11 crops were rice, wheat, maize, sorghum, millets, barley, groundnuts, lentils, beans, potatoes and
cassava [Evenson and Gollin (2003a, 2003b)].

4 Crop TFP growth is reported in Avila and Evenson (forthcoming).
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Figure 1. Green Revolution clusters by GRMYV adoption level.
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Table 1
Green Revolution cluster indicators

Economic indicators

Clusters Crop value Fertilizer Crop TFP Scientists per Extension Industrial
by GRMV per ha per hectare growth million ha work per competitiveness
adoption (dollars) (kg/ha) (1961-2000) cropland million ha (UNIDO)

1960 2000 1960 2000 1985 1998
LT 2% 78 2 0.09 0.019 0.030 0.230 0.461 0.002 0.002
2-10% 128 22 0.72 0.018 0.093 0.392 0.402 0.020 0.028
10-20% 94 6 1.07 0.013 0.033 0.149 0.220 0.028 0.029
20-30% 112 12 0.87 0.033 0.076 0.245 0.416 0.037 0.051
30-40% 180 40 1.30 0.033 0.179 0.070 0.371 0.050 0.076
40-50% 227 52 0.96 0.023 0.063 0.287 0.827 0.038 0.072
50-60% 300 68 1.36 0.050 0.063 0.070 0.140 0.060 0.080
GT 65% 488 166 1.56 0.079 0.120 0.150 0.442 0.047 0.111

Social indicators

Clusters Countries Population Average popula- Birth rates Child Dietary energy GDP
by GRMV in class in 2000 tion (millions) mortality rates sufficiency per capita
adoption (millions) 1960 2000 1960 2000 1960 2000 1960 2000 1960 2000
LT 2% 12 90 2.5 7.5 47 41 293 160 2029 2192 361 388
2-10% 18 153 3.1 8.5 45 36 236 118 2074 2387 815 1291
10-20% 18 385 7.0 21.4 44 36 214 134 1983 2282 866 1295
20-30% 8 115 9.0 14.3 46 32 238 124 2070 2384 695 1156
30-40% 9 337 14.3 37.4 42 26 156 27 2050 2574 1169 3514
40-50% 2 284 15.5 40.3 46 26 221 61 2084 2506 805 1660
50-60% 5 385 349 76.7 46 23 240 50 2038 2391 1096 2153
GT 65% 10 2886 135.1 288.6 39 22 165 43 2100 2719 1049 2305
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Countries without a Green Revolution did have both agricultural scientists and
extension workers. Scientists per million hectares of cropland rise with higher
levels of GRMYV adoption.

Extension workers per million hectares of cropland are roughly 20 times as great
as scientists per million hectares of cropland. The number of extension workers
increased in every cluster. No correlation between extension workers per million
hectares of cropland and GRMV adoption exists.

None of the countries without a Green Revolution has industrial competitiveness.
A UNIDO index of 0.05 or greater indicates industrial competitiveness. Only
countries in 30—40% GRMYV clusters and above have industrial competitiveness.
Improvement in industrial competitiveness is greatest for the highest GRMV clus-
ters.)

The social indicators show the following:

1.

63% of the 4.65 billion people living in developing countries are located in the ten
countries in the highest Green Revolution cluster. 84% live in performing clusters.
Countries without a Green Revolution make up less than 2% of the population in
developing countries.

The average population of countries in 1960 and 2000 rises as GRMV adoption
levels rise. This suggests a strong bias against small countries.

In 1960, birth rates were similar across GRMV clusters. By 2000, birth rates had
declined in all GRMYV clusters, with highest declines in the highest GRMV clus-
ters.

Child mortality rates in 1960 were similar in most GRMV clusters. By 2000, they
had declined in all GRMYV clusters with highest declines in the highest GRMV
clusters. In the top two GRMYV clusters, child mortality rates in 2000 were only
24% of their 1960 levels.

Dietary Energy Sufficiency (DES) was similar for all GRMYV clusters in 1960. By
2000, improvements were achieved in all clusters with highest improvements in
highest GRMYV clusters. DES improvement is highly correlated with child mortal-
ity reduction.

GDP per capita (using exchange rate conversion to dollars, Atlas method) was
lowest in countries without a Green Revolution in 1960 and did not improve in
2000. GDP per capita for the next three GRMV clusters rose from 1960 to 2000
by 56%. GDP per capita for the highest four GRMV clusters rose by 140% from
1960 to 2000.

NARS programs in specific countries bear the ultimate responsibility for failing to
deliver GRMVs to their farmers. But IARC programs are not immune from criticism.

5 None of the countries without a Green Revolution reported investing in R&D in 1970. The Central African
Republic reported industrial R&D in 1990. Of the 18 countries in the 2-10% cluster, 5 reported industrial
R&D in 1970, 12 reported industrial R&D in 1990.
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Figure 2. Real world prices of rice, wheat, maize and urea (1961-2000, 5-yr moving average). Source: IFPRI.

There are three IARCs located in Africa — ICRAF in Kenya, ILRI in Ethiopia and
Kenya, and IITA in Nigeria. ICRAF has had little impact because agroforestry gen-
erates little income for farmers. ILRI has also had little impact although it does not deal
with crops. IITA has had an impact only after developing breeding programs with CIM-
MYT for maize and with CIAT for cassava. Similarly, ICRISAT had little impact until
sorghum, millet and groundnut breeding programs were developed in Africa.

Why did twelve countries fail to produce a Green Revolution? A closer examination
suggests three explanations. The first is the “failed state” explanation. The second is
the “small state” explanation. The third is the “civil conflict” explanation. Many of the
countries failing to deliver a Green Revolution to their farmers are effectively failed
states. But they are also small states with an average population of 2.5 million people in
1960 (Angola and Yemen had 5 million people in 1960). None have universities to train
agricultural scientists. Many have been in civil conflict for much of the past 40 years.
Given low GDP per capita, limited taxing power and civil conflict, it is not surprising
that they did not produce a Green Revolution.

The second GRMYV cluster did have a small Green Revolution, but they too are small
countries (Mozambique and Uganda being largest with populations around 7 million in
1960). Most of these countries have also been in civil conflict. Few have universities to
train agricultural scientists, but they did manage a small Green Revolution.

Figure 2 depicts “real” prices for the 1960 to 2000 period (a 5-year moving average).
The prices of rice, wheat and maize in 2000 were approximately 45% of their 1960 level
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(35% of their 1950 level). The real prices of the world’s major cereal grains have been
declining by more than 1% per year for the past 50 years.°

In the OECD developed countries, it is estimated that total factor productivity rates
(a measure of cost reduction in agriculture) have been roughly 1% per year higher than
in the rest of the economy. For developing countries, crop TFP growth rates have been
high except for countries in the lowest GRMV clusters. A few of the industrially com-
petitive countries have had industrial TFP growth rates that are higher than agricultural
TFP growth rates.

Why then do we have “hunger in a world awash with grain”. For this we need only
look at crop value per hectare in Table 1. With low crop yields, crop value per hectare
is low. The highest GRMYV cluster produces more than six times as much crop value
per hectare as does the lowest cluster. At 1960 prices, farmers in Sub-Saharan Africa
with 1.2 hectares could earn $2 per day per capita. At 2000 prices with 0.8 hectares,
farmers in Sub-Saharan Africa can earn only $1 per day per capita. Farmers in a number
of countries have been delivered price declines without cost declines, and many have
moved from mass poverty to extreme poverty.

3. The Gene Revolution

In 1953 Watson and Crick reported the “double helix” structure of DNA and showed that
DNA conveyed inheritance from one generation to another. In 1974 Boyer and Cohen
achieved the first “transformation” by inserting alien DNA from a source organism into
a host organism and the field of genetic engineering was born.

The first genetically modified (GM) products (ice minus and the flavor-saver tomato)
were not commercially successful. Monsanto introduced Bovine Somatotrophin Hor-
mone (BST) in 1993 to dairy farmers. In 1995, several crop GM products were intro-
duced to the market. One class of GM products provided herbicide tolerance enabling
farmers to control weeds and practice low tillage methods with conventional herbicides
(Roundup, Liberty). A second class of products conveyed insect resistance to plants
(from Bacillus thuriengensis).7

Scientific reviews for food safety show no serious food safety issues for GM crops
(or foods). Environmental studies show that environmental issues can be managed using
existing management technology. Thus, existing GM products convey cost reduction
advantages to farmers in countries where they are approved for sale. Because farmers
using GM products increase their supply, world market prices are lower. This means

6 Note that the real price of urea fertilizer has also been falling. In Asia and Latin America increased fertilizer
use over the period of the Green Revolution was realized. In Africa this was not the case [Evenson and Gollin
(2003a, 2003b)].

7 Seven multinational firms now dominate the GM product market. Three are based in the US (Monsanto,
Dupont and Dow), three are based in Europe (Bayer, BASF and Syngentia), and one is based in Mexico
(Savia). These seven firms now spend $3 billion per year on R&D.
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that farmers in countries not approving GM crops for sale suffer a double penalty. They
do not realize cost reductions and they face lower prices.

The political economy of GM crops (foods) over recent years has resulted in a signif-
icant divergence between North America (the US and Canada) and the European Union
(EU, before expansion). North America advises developing countries to take advantage
of cost reducing opportunities. The EU countries urge developing countries to follow
the “precautionary principle” in science policy.®

Are developing countries taking advantage of cost reduction potential from GM crop
products? Table 2 reports data for developed and developing countries on both the po-
tential cost reduction gains from GM crops’ and on cost reduction gains realized as of
2004.10

Table 2 shows that potential gains vary greatly from country to country, being highest
in the US, Argentina, Paraguay and Costa Rica, and lowest in the European Union.
Several African countries have high cost reduction potential (largely because they are
cotton producers) but no African countries, except South Africa, have taken advantage
of cost reduction potential.

The European Union has little cost reduction potential because European countries
do not produce significant quantities of cotton, soybeans, canola or rice. Thus, European
Union countries have little at stake in terms of cost reduction potential. But they do have
very significant influence on developing countries because they threaten to ban GM crop
imports.!!

Nonetheless several developing countries, Mexico, Argentina, Brazil, Paraguay, Bo-
livia, Costa Rica, China, and India have realized some cost reduction for GM crops.
The potential for cost reduction in cotton producing countries in Africa is large, but no
African country has taken advantage of this potential. None of the countries not realiz-
ing a Green Revolution has realized a Gene Revolution.'?

4. Returns to research

Two sets of returns to agricultural research investments have been reported. The first is
reported in Evenson (2001), Volume 1A of the Handbook of Agricultural Economics.

8 The precautionary principle is usually interpreted as requiring a high level of proof that food safety and
environmental safety rules are being met. When applied to regulatory policies, this requirement is problematic.
‘When applied to science, it effectively halts scientific progress.

9 Estimates of cost reduction gains are from Bennett, Morse and Ismael (2003), Falck-Zepeda, Traxler and
Nelson (1999), Gianessi et al. (2002), Pray and Huang (2003), Qaim and Zilberman (2003), Qaim and de
Janvry (2003), Qaim and Traxler (2004), and Traxler et al. (2003).

10 Estimates of potential cost reduction gains presume 80% adoption rates for GM crops. Maize, cotton,
soybeans, canola (rapeseed) and rice. Actual gains are based on GM adoption in 2004.

1 Actually most of the countries in Sub-Saharan Africa export little or nothing to the European Union.

12 1t is unlikely that unimproved crop varieties benefit from genetic modifications.
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Potential and realized (as of 2004) cost reduction gains, selected countries

Potential cost
reduction (%)

Realized cost
reduction (2004) (%)

Developed countries
Canada
USA
Japan
European Union — Northern
European Union — Southern
Eastern Europe
Former Soviet Union

Developing countries
Latin America:
Mexico
Argentina
Brazil
Paraguay
Bolivia
Costa Rica
Other Latin American countries
Asia:
China
Southeast Asia
Bangladesh
India
Pakistan
Africa:
Egypt
Kenya
Central Africa
Mali
Benin
Burkina Faso
Malawi
South Africa
Zimbabwe
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0.6
1.5
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The methods for estimating returns to research range from project evaluation methods
for cases where technology adoption rates are available to statistical methods utilizing
research stock variables with time and spatial weights. Table 3 summarizes studies of

returns to research as measured by Internal Rates of Return (IRRs

).13

13 Internal rates of return are the rates for which the present value of benefits equals the present value of costs.
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Table 3
Return to agricultural research studies
Distribution of internal rates of return (percent distribution) Median
#0f IRRs 0-20 2140 41-60 61-80 81-100 100+ IRR
Project evaluation methods 121 025 031 0.14 0.18 0.06 0.07 38
Statistical methods 254 0.14  0.20 0.213  0.12 0.10 0.20 46
Aggregate programs 126 0.16  0.27 0.29 0.10 0.09 0.09 42
Pre-invention science 12 0 0.17 0.38 0.17 0.17 0.17 51
Private sector R&D 11 0.18  0.09 0.45 0.09 0.18 0 45
By region
OECD countries 146 0.15 0.35 0.21 0.10 0.07 0.11 40
Asian developing 120 0.08 0.18 0.21 0.15 0.11 0.26 61
Latin American 80 0.15 0.29 0.29 0.15 0.07 0.06 45
developing
Africa developing 44 027  0.27 0.18 0.11 0.11 0.05 35
Source: Evenson (2001).
Table 4
Green Revolution returns to research
Countries TARCs NARS
Latin America 39 31
Asia 115 33
West Asia—North Africa 165 22
Sub-Saharan Africa 68 9

Source: Evenson’s estimates.

Pre-invention science IRRs are for basic research investments. Private sector R&D
programs do not reflect returns to R&D in the private companies but measure returns
that spill-in to the agricultural sector.

Table 4 reports IRRs for JARCs and NARS programs for the Green Revolution. They
are based on GRMV adoption rates. The low rates for Sub-Saharan Africa reflect the
fact that many Sub-Saharan NARS have been spending significant funds for many years,
often with few benefits.'*

5. The decline in aid effectiveness

In 1985 USAID offered aid programs to small farms in Asia, Africa and Latin Amer-
ica totaling $2.5 billion (in 2005 constant dollars). Some of these projects supported

14 Most studies in Table 3 were statistical and failed to capture the full costs of NARS programs.
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research and extension programs, some supported rural credit programs, some sup-
ported rural infrastructure programs. The USAID budget for agriculture for 2005 is
only $400 million."> World Bank lending to agriculture has also declined over this pe-
riod. Support for Ph.D. level training is no longer provided by USAID.'® The period of
decline in aid to farmers took place during the period when “sustainable development”
strategies were in high favor.

The Millenium Challenge Account (MCA) policy strategy of the U.S. State Depart-
ment argues that aid is ineffective in countries below a certain institutional/governance
threshold. The first MCA grant went to Madagascar (see Figure 1). Most countries
with lower levels of institutional development than Madagascar are ineligible for MCA
grants.

Table 1 shows that there is a sectoral sequence to development. In the 1960s only
25 or so of the developing countries in Figure 1 could be considered to be industrial-
ized. Since 1960, virtually all countries in Figure 1 realized productivity gains in the
agricultural sector before they realized productivity gains in the industrial sector. The
abandonment of the agricultural sector by USAID and, to a lesser extent by the World
Bank, is thus a serious matter.

The decline in aid effectiveness and in aid support is related to the end of the Cold
War. Prior to the early 1990s, both the West and the East (the Soviet Union) vied for
influence in developing countries. Many developing countries initiated Marxist-style
revolutions only to find that the economic model underlying these revolutions, the cen-
trally planned economy, collapsed in both the Soviet Union and China.

6. Comments on chapters
Part 2. Schooling, Nutrition and Extension

Part 2 includes two chapters. Chapter 43 focuses on schooling and health issues.
Chapter 44 focuses on agricultural extension.

Chapter 43 of the Volume addresses two questions. The first is whether increased
schooling of farmers makes farmers more productive. The second is whether improved
nutrition (i.e., improved consumption of calories) of farmers makes farmers and farm
workers more productive.

The first question is addressed in two ways. First, a two-sector model of schooling im-
pacts on agriculture and non-agriculture is developed. Then micro- and macro-evidence

15 Much of the 2005 aid is in support of biodiversity programs, entailing expansions of protected areas.
Charles Geisler of Cornell estimates that the expansion of protected areas in Africa from 3.5% of areas in
1985 to 7% in 2000 has driven as many as 15 million African “slash and burn” farmers from their livelihoods.
Most have ended up in refugee camps.

16 USAID actually supported the Ph.D. programs of many of the scientists who produced the Green Revolu-
tion.
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on schooling and economic growth is reviewed. This review of evidence is undertaken
for both boys and girls in developing countries.

The second question is related to work by Fogel (1989) for the 18th and 19th cen-
turies in Europe. Prior to the industrial revolution in the late 1700s Fogel argued that
caloric consumption was too low in many countries to allow workers to achieve full
work effort. Fogel attributed significant gains in worker productivity to improvement in
calorie consumption in 18th and 19th century Europe.

FAO reports estimates of Dietary Energy Sufficiency (DES) (effectively average calo-
ries consumed per capita). Table 1 (above) reports DES data for 1960 and 2000 by
GRMYV adoption class. As can be seen, DES did improve significantly in all GRMV
clusters. Did this lead to economic growth comparable to the growth in labor pro-
ductivity in 18th and 19th century Europe? Chapter 43 discusses this issue and finds
evidence supporting the proposition that labor productivity did improve in many devel-
oping countries because of nutritional improvements.

The contributions of agricultural extension to farm productivity are addressed in
Chapter 44. One of the continuing themes in agricultural development policy is that
farmers are inefficient. If so, agricultural extension programs can make them more
efficient. It is also widely expected that agricultural extension programs can achieve
“technology transfer” by bringing “best practice” technology developed in one country
to another country. For countries without a Green Revolution, technology transfer has
clearly not taken place.

Chapter 44 discusses organizational, political and bureaucratic factors affecting the
performance of public extension systems. This discussion clarifies why traditional agri-
cultural extension services were often judged to be ineffective. It explores how various
innovations and adaptations such as training and visit (T&V) systems, farmers field
schools and privatized “fee for service” systems have attempted, with various degrees
of success, to resolve some of the deficiencies, at times exacerbating other problems.

Chapter 44 also reviews extension impact studies critically. Many studies have found
significant extension impacts [see Evenson (2001)], but many studies find these impacts
for short periods only and many studies find a high degree of recidivism in extension
impacts. That is, farmers may adopt “best practice” technologies for a period and then
return to previous practices (as noted in the Green Revolution discussion, extension pro-
grams appear not to have been effective in “jump starting” agriculture onto a sustained
growth path).

Part 3. Invention and Innovation in Agriculture

Part 3 includes six chapters. Chapter 45 addresses the international agricultural research
centers. Chapter 46 addresses the Green Revolution. Chapter 47 addresses livestock
productivity. Chapter 48 addresses intellectual property rights. Chapter 49 addresses
private sector R&D. Chapter 50 addresses the Gene Revolution.

Chapter 45 reviews International Agricultural Research Centers (IARC) contributions
to agricultural development. These contributions take two forms. The first is in the form
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of IARC-crossed Green Revolution Modern Varieties (GRMVs). The second form is the
delivery of advanced breeding lines to National Agricultural Research System (NARS)
breeding programs. Both have been important (see Chapter 46).

Chapter 45 reviews the history of development for the IARCs and levels of support. In
recent decades, support for the IARCs through the Consultative Group for International
Agricultural Research (CGIAR) has plateaued in spite of abundant evidence for high
returns to investment in the IARCs. The chapter notes that returns to Natural Resource
Management (NRM) research programs are relatively low.

In view of the evidence for wide divergence in GRMYV adoption rates reported above,
the IARC contributions have to be qualified. IARC programs have often made the mis-
take of concluding that similar Agro-Ecology Zone (AEZ) classifications on different
continents meant that GRMVs developed in Asia or Latin America could be trans-
ferred to Africa. This was simply not the case. Asian IARCs (IRRI and ICRISAT),
Latin American IARCs (CIMMYT, CIAT and CIP) and Middle East IARCs (ICARDA)
eventually set up breeding programs in Sub-Saharan Africa. But they were 20 years
late in doing so. The IARCs in Sub-Saharan Africa (ICRAF, ILRI and IITA) did not
achieve the same degree of success as did the IARCs located in Asia and Latin Amer-
ica.

Chapter 46 is the chapter describing the Green Revolution in developing countries.
The extreme unevenness of the Green Revolution has been noted in the early part of
this overview. The Green Revolution was based on the “practical” judgments of plant
breeders in making crosses between parent cultivars. One of the early studies of genetic
laws were the experiments of Gregor Mendel in 1869. Mendel’s papers were not actually
rediscovered until 1900. By then, however, many formal plant breeding programs had
been established in many countries.

Two major developments important to the Green Revolution had been established by
1920. The first was the development of “hybrid” varieties based on ‘“heterosis” breed-
ing. The second was the development of “wide-crossing” or interspecific hybridization
techniques enabling plant breeders to partially broach the “breeding barrier” between
species.

Heterosis-based hybridization techniques were actually developed in New Haven,
Connecticut where Donald Jones of the Connecticut Agricultural Experiment Station
developed the “double-cross” method for hybrid seed production. This was achieved
before 1920. Since Connecticut was not a major production region for corn (maize),
a decade or so passed before hybrid corn varieties suited to production conditions in
Iowa were developed. Farmers in Iowa had hybrid corn varieties at the end of the 1920s.
Farmers in Asia did not get hybrid varieties until the 1980s. Farmers in West Africa got
hybrid maize in the 1990s, and farmers in Central Africa still do not have hybrid maize
varieties.

It is instructive to consider which agencies produced Green Revolution Modern Vari-
eties (GRMVs) as noted in Chapter 46. The following observations may be made:

e NGOs did not produce GRMVs.
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e Developed country plant breeding programs did not produce GRM Vs for develop-
ing country farmers.!”

e Private sector firms produced only hybrid maize, sorghum and millet GRMVs, and
then only after [ARCs produced higher yielding open-pollinated varieties. Few, if
any, GRMVs were produced by private breeding companies in response to “Breed-
ers Rights” intellectual property rights. Private sector GRMVs were about 5% of
GRMVs. 8

e JARC-crossed GRMVs accounted for 35% of all GRMVs. IARC-crossed GRM Vs
were generally released in a number of countries.

e NARS-crossed GRMVs accounted for 60% of all GRMVs. Most NARS-crossed
GRMVs were released only in the home country. IARC-crossed GRMVs were
widely used as parent varieties in NARS breeding programs. '’

TIARC-crossed GRMVs were generally the initiating force in the Green Revolution. In
the case of wheat and rice, the first generation modern varieties were new “plant type”
GRMVs with more fertilizer responsiveness to take advantage of falling fertilizer prices.
Figure 2 (above) shows two features of the Green Revolution in terms of real prices of
food grains and of urea fertilizer. The first feature is that the outcome of the Green
Revolution in terms of increased supply of rice, wheat and maize is that the prices of
these grains declined in real terms to approximately 40% of their 1960 levels. For most
developed countries, agricultural Total Factor Productivity (TFP) growth over the 1960
to 2000 period was roughly 1% greater than in the rest of the economy. For developing
countries, TFP experience ranged from countries with little or no Green Revolution to
countries with major supply increases.

But the second feature of Figure 2 is that the real price of urea fertilizer has also fallen
over time. Many critics of the Green Revolution fail to understand that the falling price
of urea (the major nitrogen fertilizer) makes breeding efforts to achieve higher fertilizer
responsiveness in GRMVs more productive. This is the induced innovation model at
work.

Chapter 47 addresses global livestock development. The chapter begins by noting that
as incomes rise, particularly from low levels, the demand for meat, milk and eggs rises
rapidly. Some observers have treated this demand as creating a “Livestock Revolution”
akin to the Green Revolution. But the Green Revolution was a supply-driven revolution,
not a demand-driven revolution.

Chapter 47 does report Malmquist TFP indexes that are quite variable with Asian
countries realizing highest TFP growth rates, Latin America realizing intermediate TFP

17 This generalization holds even for the Francophone African countries where most GRMV's were developed
in African countries.

18 The WTO and TRIPS requirements that a sui generis system for plant varieties be in place is expected to
be a Breeders Rights system.

19 A study of the complementarity of IARC-crossed breeding lines and NARS breeding success confirmed
the hypothesis that IARC breeding materials made NARS breeding programs more productive. The WTO-
TRIPS agreement specifies that a “sui generis” system for protection of plant varieties be introduced. It is
widely expected that this will be a Plant Breeders Rights system.
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growth rates, and Sub-Saharan Africa realizing lowest rates. The Malmquist indexes
show faster TFP growth in the 1981-2000 period than in the 1961-1980 period.

A second set of TFP growth rates, computed by Avila and Evenson (to be included as
Chapter 73 in Volume 4 of this Handbook) found similar patterns. Highest TFP growth
rates were realized in Asia in both 1961-1980 and 1981-2000. Latin America had
higher TFP growth in the 1981-2000 period than in the 1961-1980 period. Africa and
Latin America had comparable TFP growth in the 1961-1980 period, but Africa had
a very disappointing 1981-2000 period. Livestock TFP productivity growth exceeded
crop TFP growth in Asia in both periods. Crop TFP growth was higher than livestock
TFP growth in Latin America in both periods and in Africa in the 1981-2000 period.

This evidence does suggest that Asia clearly did have a supply side livestock revolu-
tion and that Latin America, while not matching crop TFP growth did realize livestock
TFP growth. Africa had very disappointing livestock TFP growth in the 1981-2000
period.20

Chapter 47 notes that livestock production systems range from “backyard” systems to
highly commercial industrial systems with high degrees of specialization. As countries
move from the backyard systems to the commercial systems, markets became more ef-
ficient and “structural change” occurs. Vertical coordination of markets and high levels
of contracting characterize commercial systems.

As Chapter 55 notes, the growth of supermarkets and supermarket procurement
practices is forcing changes in livestock production. This is an extraordinary case of
“marketing technology” driving production technology.?!

Chapter 48 deals with technological institutions, particularly those associated with
incentives for private sector R&D. Chapter 48 first compares public and private R&D
associated with the agricultural sector in developing and developed countries. Before
1980 virtually all research in developing countries was public sector R&D. By the
1970s, private sector R&D for agriculture exceeded public sector R&D in developed
economies. Developing economies were also increasing private sector R&D, and by
1995 more than 5% of R&D expenditures in developing countries was in the private
sectors. In general, an expansion in private sector R&D tends not to be associated with
reductions in public sector R&D in developed countries. In developing countries, it ap-
pears that if incentive systems for private sector R&D can be developed, the range of
R&D options is expanded.

Intellectual Property Rights (IPRs) are key incentives for private sector R&D in all
countries. Several IPRs have been developed for plants and animals including plant
patents, plant breeders rights, utility patents, trade secrets, trademark and Application

20 production costs include the transaction costs associated with inefficient markets. The Green Revolution
was not accompanied by increased intensity of cultivation in Sub-Saharan Africa because of inefficient mar-
kets [Evenson and Gollin (2003a, 2003b)].
21 Maize yields in Sub-Saharan Africa were only 20 to 25% of OECD maize yields in 1960. In 2000 they
were less than 15% of OECD maize yields.
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of Origin rights. Each of these IPRs is discussed in Chapter 48. The chapter also dis-
cusses alternatives to IPRs. An important discussion of the complexities associated with
the Convention on Biological Diversity (CBD), the WTO-TRIPS agreement and the In-
ternational Treaty on Plant Genetic Resources for Food and Agriculture is undertaken
in this chapter.

The discussion in Chapter 48 anticipates Chapter 50 on biotechnology developments.
The field of biotechnology inventions is now dominated by seven multinational firms,
three from the US — Monsanto, DuPont and Dow — three from Europe — Bayer, Syngenta
and BASF — and one from Mexico and the US (Savia). These seven firms now expend
more than $3 billion annually on R&D. This is more than double total expenditures in
public sector agricultural research in Sub-Saharan Africa. And, as noted above, much
of the public expenditure in Sub-Saharan Africa is unproductive.

The WTO-TRIPS agreement calls for a sui generis arrangement for the protection of
“plant varieties”. It is widely expected that this will be a Breeders Rights system, but
a number of court rulings have already established that the term plant varieties refers
to conventionally bred varieties, not to biotechnology-based plant varieties.?> Biotech-
nology varieties (i.e., genetically engineered using recombinant DNA technologies) are
likely to be subject to patent protection, not Breeders Rights protection.

Chapter 49 addresses the magnitude and impact of private sector R&D programs in
agriculture in developing countries. There is general agreement that in developed coun-
tries, private sector R&D expenditures now exceed public sector agricultural research
expenditures. In developing countries, private sector R&D remains only 5% of public
sector agricultural research. Much of private sector R&D is on chemicals and biotech-
nology, although the farm machinery sector also conducts significant R&D.

As a practical matter, most low-income countries have no industrial R&D undertaken
by private firms. For example, in the Green Revolution clusters discussed above, none
of the countries not realizing a Green Revolution engage in private sector R&D. Very
few of the countries in the 2-10% and 10-20% clusters engage in any industrial R&D.
It appears to be the case that all failed states (LT 2%) fail because they do not have
functioning pubic sector agricultural research programs, and none of these failed states
are even remotely industrially competitive. Even the “underperforming” clusters (2—
10%, 10-20% and 20-30%) have many countries with little or no private sector R&D.
Most of the “performing” clusters (30-40% and above) have private sector R&D and
industrial competitiveness.

Chapter 49 introduces the concept of R&D “spillovers” in which one country benefits
from the R&D of another country. Spillovers are high between OECD countries be-
cause all OECD countries have high levels of industrial R&D. Spillovers are negligible
between OECD countries and countries that do not engage in private sector industrial

22 The U.S. Supreme Court ruled that plant varieties could be protected either by Breeders Rights or Patents
on both.
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R&D. They are intermediate between OECD countries and advanced developing coun-
tries that do engage in industrial R&D.?

Chapter 50 addresses the Gene Revolution or more accurately, the “recombinant
DNA” or genetic engineering revolution. The Gene Revolution was a case of science-
enabled technology. The science in question was achieved by Watson and Crick in 1953
when they discovered the double helix structure of DNA and established that DNA was
the chief carrier of genetic information.?*

Today, the biotechnology industries are engaged in the broad categories of geneti-
cally modified (GM) products, medical GM products and agricultural GM products.?
The Rockefeller Foundation (RF) supported early work on agricultural biotechnology
(particularly on rice) and Chapter 50 describes the RF program in some detail. The chap-
ter also describes RF initiatives to develop PIPRA (a public clearinghouse for IPRs) and
the evaluation of regulatory systems for agricultural biotechnology.

A strong “political economy” dimension of agricultural biotechnology has emerged
in recent years. This reflects a conflict between the European Union?® and North Amer-
ica. Scientists have evaluated both food safety and environmental safety issues. On
food safety, no evidence exists that GM foods are less safe than their non-GM coun-
terparts. Scientists also conclude that while many environmental issues have emerged,
these issues can be managed. However, in Europe GM foods have been “politicized”.
Scientists’ judgment have been ignored. North America, by contrast, accepts scientific
opinion. Thus, European advice to developing country research programs is that de-
veloping countries should follow the “precautionary principle” at least in regulatory
policies.?” The North American position is that developing countries should develop the
regulatory framework to take advantage of cost reductions associated with GM crops.

Early GM products were not commercially successful (the ice-minus product and
the flavor-saver tomato). The first commercially successful product was Bovine Soma-
totrophin Hormone (BST), released in 1993. In 1995, several GM crop products were
released. These included insect toxicity products (Bacillus thuriengensis, Bt) and gly-
fosate (glufosate) tolerance products (Roundup Ready, Liberty, etc.). GM products have
been installed on cotton, soybeans, canola and maize varieties.28 To date, these prod-

23 In fact, these spillovers can be so high as to explain the phenomenon of “super growth” in a few countries
[Ruttan (2001)].

24 Just 20 years later, Berg at Stanford produced recombinant DNA in his lab and in 1974, Boyer at UCSF
and Cohen at Stanford achieved the first IDNA “transformation” by moving rDNA from a source organism to
a host organism. With this achievement, the biotechnology industry was born [Cohen et al. (1973)].

25 Most medical GM products are broadly accepted by consumers. Agricultural GM products are much more
controversial.

26 Particularly the original members of the European Union.

27 The precautionary principle has some currency in regulatory policy but none in science policy. European
crop science appears to have been damaged by the European position.

28 China is releasing a Bt rice product in 2005.
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ucts do not have quality enhancement features, but they are widely adopted because
they reduce costs of production.?’

It is expected that the second-generation GM products will include quality-enhanced
products, and this is likely to diffuse some of the intense political hostility to GM foods.

Interestingly, the IARCs who clearly led the Green Revolution have not led the Gene
Revolution. Most IARCs have invested little in the relevant skills and the IARCs have
not seen themselves as trainers of modern plant breeders (as they did for conventional
breeding skills).30 Several developing countries, notably, China, India and Brazil have
developed strong capabilities in GM product development.

Part 4. Markets and Transactions Costs

Part 4 includes six chapters. Chapter 51 addresses land markets and tenancy rela-
tionships. Chapter 52 addresses the evolution of labor contracts and labor relations.
Chapter 53 deals with the fertilizer and agricultural chemicals industries. Chapter 54
addresses the farm machinery industry. Chapter 55 addresses product markets and su-
permarkets. Chapter 56 addresses financial markets.

Chapter 51 addresses land markets and land tenancy. Table 1 in Chapter 51 reports
widely varying farm sizes and degrees of tenancy between Asia, Africa and Latin Amer-
ica. Farm size is smallest in Africa and was reduced between 1970 and 1990. Share
tenancy is relatively low in Africa. Farm sizes are larger in Asia but have changed less
than in Africa. Asia has a high proportion of land in share tenancy. Latin America has
much larger farms and intermediate levels of share tenancy.

The Marshallian view of share tenancy is that share tenancy is inefficient. Because
tenants get only a share of the product, they will tend to utilize too little labor. Yet share
tenancy persists. Chapter 51 suggests that share tenancy has advantages (risk-sharing
and increased interlinkage with credit markets) that explain this persistence. Empirical
studies and land reforms are reviewed in Chapter 51. It is noted that land reforms have
an inherent limitation in that they do not take the next generation into account.

Chapter 52 addresses labor market contracts and organizations. The chapter reviews
several features of labor markets (efficiency wages, casual vs permanent workers, inter-
dependency of markets, farm size, separability of labor markets).

The major contribution of the chapter is a view of the evolution of contractual forms
in labor markets. The evolutionary view considers family workers as the original con-
tractual form in labor markets. We observe that the family has advantages in many
labor markets including the predominance of family farms in agriculture throughout the
world. The next evolution stage is to add exchange labor to family labor. Exchange labor
enables families to meet peak demand and related conditions.

29 Cost reduction potential in the European Union countries is low (see Table 2). This is because the pro-
duction of cotton, soybeans and canola in Europe is low. Europe thus has little stake in cost reduction but an
important stake in trade.

30 Modern breeding skills include marker-aided selection techniques to facilitate conventional breeding.
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Unskilled hired workers are next added as labor markets became more sophisticated.
Piece rate labor is added next and exchange labor effectively disappears from the mix. In
the next stage piece rates with team supervisors are added. Specialized skilled laborers
also emerge. In the final stage family workers (mostly engaged in supervision), piece
rate teams and specialized skilled workers remain.

Throughout this evolution, transaction costs decline. As transaction costs decline the
number of transactions increases. In the final stage, labor markets are efficient and labor
market transaction costs are low.

Chapter 53 addresses the fertilizer and farm chemicals markets. Fertilizer use has
been a critical part of the Green Revolution, except in Africa (see Table 2). As noted
in Figure 2, the real (price deflated) price of urea, the major nitrogen fertilizer, has
been declining for a number of years. This price decline is associated with technolog-
ical improvements in urea production (i.e., improvements in the Haber process) and in
decreases in the real price of natural gas, a necessary ingredient in the production of
urea.

The induced innovation model of invention and innovation calls for increases in fer-
tilizer use by plants when the real price of fertilizer falls. Both rice and wheat GRMVs
achieved higher fertilizer responsiveness by incorporating dwarfing genes in GRMV to
forestall “lodging”. This did increase fertilizer responsiveness in most varieties.

Chapter 53 documents the changes in fertilizer consumption as these changes took
place. In 1961 fertilizer application rates were less than 10 kg per hectare in most crops.
They were less than 5 kg per hectare in Sub-Saharan Africa. For all developing coun-
tries, fertilizer consumption in 2002 was 135 kg per hectare. For all crops, application
rates are highest in Asia, next highest in Latin America, next highest in the Middle
East/North Africa region and lowest in Sub-Saharan Africa. The low rates of consump-
tion in Sub-Saharan Africa reflect low rates of GRMV adoption and high transaction
costs in markets. High transaction costs in markets are the result of poor infrastructure
and poor institutions.!

Chapter 54 addresses the market for farm machines (planters, tillage implements and
harvesters). It is useful to remind ourselves that different parts of the world have had
rather specialized experiences with mechanization.

In 1000 AD, most farm work was undertaken by hand. By 1500 AD animal-drawn
implements were being introduced. These were often simple plows and tillage imple-
ments drawn by oxen and water buffaloes. Animal breeders at this time began to breed

31 A tonne of grain can be shipped 9000 km from the US to the port of Mombassa for $50 per tonne. The
same tonne of grain can be shipped from Mombassa to Kampala, a distance of 500 km, for an additional $100
per tonne. Fertilizer prices rose in 1974—1975 and 1978 but have trended steadily downward since. Pesticides
(insecticides and herbicides) have been increasingly utilized in many countries. In general, herbicide use is
low in the low-wage countries because weeds are controlled by hand weeding. Insecticide use has increased as
farmers perceive insecticides to be a low-cost control measure. Integrated Pest Management (IPM) techniques
have reduced insecticide use on crops. For cotton and maize insect-toxic GM crops (Bt) products have also
reduced insecticide use.
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more versatile draft animals. Harnesses were first adapted for urban uses. With the de-
velopment of mowers and reapers in the late 17th and early 18th centuries in the United
States and Europe, the work-horse came to dominate farm production.

Thus, plows and tillage equipment drawn by work oxen and later by horses came
to dominate agriculture in developed countries. The tractor was not really developed
until late in the 19th century when stationary tractors and steam engines came into wide
use on farms. The “row crop” tractor was not developed until the early 20th century
(along with automobiles and trucks). As these developments took place, agriculture
in the industrialized countries was rapidly mechanized. By 1950 mechanized planters,
tillage equipment and harvesters were widely adopted in industrialized countries.

This hand, animal, machine sequence was pursued in low-income countries as well
but at different rates. In some parts of Africa, animal health problems slowed the in-
troduction of animal power. Parts of Latin America, South Africa and a few parts of
Asia were mechanized by 1950. But for most developing countries, mechanization took
place after World War II.

In the 1950s and 1960s there was a concern that implicit subsidies, lowering the
real cost of purchasing planting, tillage and harvesting equipment, led to “premature”
mechanization with consequent unemployment outcomes. It is generally true that many
governments subsidized the cost of purchasing machinery. Most of the subsidy was in
the form of subsidized credit. Some credit in Latin America was available to farmers
at negative real interest rates (the rate of inflation exceeded the nominal interest rate on
the loan).

These subsidies to machinery purchases have tended to disappear as inefficient and
distorted credit markets have undergone reform. Fewer governments have such credit
market distortions today. The concern with premature mechanization has lessened con-
siderably in recent years as a consequence.

Today, farmers in many countries make machine adoption decisions by comparing the
cost of hand planting, tillage and harvesting with the cost of machine planting, tillage
and harvesting. As farmers make these comparisons, rising real wages tend to be the
major forces triggering machine purchases. In some cases, machines can outperform
hand processes, as in precision planting and these factors influence machine purchases
as well.

Most countries in Latin America and the Caribbean have high levels of mechaniza-
tion. Most Asian countries have lower levels of mechanization but are mechanizing
rapidly. The same can be said for the Middle East—North Africa region. Many parts of
Sub-Saharan Africa have low levels of mechanization.

Chapter 55 traces the evolution in agricultural output markets in developing countries
since 1950. Traditional food markets, characterized by many small producers selling
undifferentiated commodities to rural markets or to urban wholesalers, are giving way
to modern agrifood systems that emphasize highly differentiated products supplied by
large scale processors, supermarkets, and food service chains. The chapter describes the
differential speed and magnitude of the change that is taking place across the developing
world, although the authors argue that the trend is generally in the direction of increased
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consolidation. The transformation in food systems is seen as a direct consequence of
the overall economic development, induced by demand side factors, such as income
growth and urbanization and technology drivers, such as information, telecommuni-
cations, shipping and storage technologies. The transformation of markets is further
influenced by organizational changes, such as the shift from spot markets to the use of
specialized wholesalers, and institutional changes, such as the adoption of contracts and
the imposition of private standards.

The authors emphasize that the changes in domestic food markets came not just from
trade liberalization but also from the liberalization of Foreign Direct Investment (FDI)
in the food sector. The latter had far more influence on the structure of the domestic food
system than had the “enclave-type” investments targeted toward the export market. It is
through FDI in processing and retailing that globalization is changing domestic food
markets in developing countries.

The transformation of food systems poses enormous challenges for smallholders in
developing countries. In particular, there is evidence that small farmers are particularly
challenged to meet the volume, cost, quality, and consistency requirements of the in-
creasingly dominant supermarket chains and large-scale agro-processors. Identifying
organizational and institutional mechanisms for reducing the transaction costs of small
farmers is crucial for the benefits of the change in food systems to be shared more
equitably.

Chapter 56 documents the role of rural financial markets in the development process
and provides a framework within which the evolution of financial intermediation in
rural economies can be understood. The chapter provides evidence from a wide variety
of rural settings that financial markets are highly fragmented and imperfect. Borrow-
ers are systematically sorted out across different types of financial contracts according
to their characteristics and activities. The diversity in contract forms and intermediary
structures can be largely explained by imperfect information, extreme inequality in asset
distribution, and the high cost of contract enforcement.

The above market imperfections have resulted in financial arrangements that are asso-
ciated with close involvement of the lender in the activities of the borrower. Lenders in
rural financial markets, usually input suppliers or product traders, tend to invest heav-
ily in monitoring their borrowers, and generally become more involved in choices of
technology and product decisions. The ability to move beyond financial arrangements
that are primarily short term and tied to product outcomes, is determined by the extent
to which public policy can reduce information imperfections, establish property rights,
and enforce legal contracts.

While the public good nature of government intervention in rural financial markets is
often desirable, the chapter argues that in fact, government intervention has often been
heavy-handed and resulted in financial repression. State sponsored directed credit pro-
grams have been the norm in developing countries for decades. These programs were
generally subject to political capture and often bypassed the majority of small farmers
who needed them the most. Moreover, interest rate caps and excessive regulation and
state involvement in banking has been a principle culprit of the lack of effective inter-


http://dx.doi.org/10.1016/S1574-0072(06)03056-8

Overview 2275

mediation in developing countries, the authors argue that a movement away from bad
policies is as important as any potential policy innovation.

Part 5. Resources

Part 5 includes four chapters. Chapter 57 addresses soil degradation. Chapter 58 ad-
dresses irrigation system management. Chapter 59 addresses land use issues. Chapter 60
addresses global warming.

In Chapter 57 Pierre Crosson reports a range of estimates of soil degradation. One of
the difficulties in the measurement of soil degradation is that many soils are degraded
but we do not know the rate at which they have been degraded. There are estimates of
recent rates of soil degradation reported by Oldeman (1994) and his colleagues at the
Agricultural University in Wageningen in the Netherlands. Crosson chooses the esti-
mate of bona fide soil scientists over those of non-scientists.

Chapter 58 addresses the management of irrigation systems. Irrigation investments
have been an important part of the Green Revolution. A study for India concluded that
the availability of GRMVs stimulate significant investment in irrigation. Irrigation in-
vestment enables multiple cropping, and multiple cropping was also an important factor
in the Green Revolution. Chapter 58 documents costs and benefits for irrigation systems.

Irrigation systems can be based on river and canal systems or on tube wells. Much of
the Asian investment in irrigation stimulated by GRMVs was tubewell irrigation. It is
often said that Sub-Saharan Africa has less potential for irrigation expansion than Asia.
This may be a factor in the delayed Green Revolution achieved in Sub-Saharan Africa.

Many irrigation systems designed to irrigate a specific number of hectares often fail
to deliver adequate irrigation for those hectares. Many systems are afflicted with poor
management and inadequate penalties for water hoarding. Virtually all irrigation water
in developing countries is unpriced or underpriced.

Chapter 58 evaluates both benefits and costs of irrigation systems including envi-
ronmental costs. The chapter covers irrigation systems as well as drainage systems.
Management issues are covered in the chapter.

Chapter 59 addresses two concerns. The first is whether the population-driven ex-
pansion of demand for forest products is creating intense competition between forest
land and agricultural land (both cropland and pasture). Deforestation estimates are re-
ported in the chapter. The second question is whether the world is in a period of species
extinction and the implications of expanding protected areas.

The first question is addressed in Figure 1 in Chapter 59 where it is shown that world
industrial roundwood production has increased very little over the 1979-2000 period
when the population of developing countries approximately doubled. In fact, coniferous
species of roundwood production actually declined over the period. This was also a
period when major advances in the use of “waste” roundwood products were achieved.
Thus, the increased demand for industrial roundwood did not increase with population
growth. With the technological advances in industrial product development, forest use
has not competed with agricultural land uses.
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The notion that we are in a sixth wave of species extinction was created by Wilson
(1992). Wilson argued that many species remain undiscovered (he uses 10 million
species as the estimated number of species, 1.46 million have been classified). He then
applies the “island model” of species loss combined with deforestation estimates from
Myers (1991) to conclude that we may be losing 2500 species per year. However, actual
rates of species discovery in recent decades are not consistent with the estimate that
10 million species exist, nor are data on species extinctions.

This would matter little to human populations were it not for the proposed remedies
in the form of protected areas. Charles Geisler of Cornell notes that in 1985, 3.5% of
the area of Sub-Saharan Africa was protected. By 2000, 7% of the area of Sub-Saharan
Africa was protected. Geisler and de Sousa (2001) calculates that from 1 million to 15
million people have been displaced as a result of the expansion of protected areas. Most
of these displaced people have lost their livelihoods as a result.

Chapter 60 addresses global warming issues. The first point made in Chapter 60 is
that temperatures did increase by 0.25 °C between 1960 and 2000. In addition, the level
of atmospheric carbon dioxide increased from 317 ppm in 1960 to 367 ppm in 2000.
Temperature increases depend on latitude. Warming was higher in high latitudes, lower
in mid-latitudes and lowest in low latitudes. Warming has also been higher in winter
months than in the rest of the year. Precipitation has also increased differentially in
different regions.

Two methods were used to compute temperature effects on agricultural productivity.
The first method is based on experimental data where crops were subjected to temper-
ature increases and productivity changes (crop yield changes) were measured in these
experiments. This method has the limitation that crop choice is held constant. In actual-
ity when temperature change occurs, farmers may adapt by changing crops.

The second method, termed the cross-sectional method (sometimes referred to as
the Ricardian method), allows for farmer adaptation. This method was pioneered by
the chapter author, Robert Mendelsohn and William Nordhaus, both at Yale University.
The method estimates the relationship between land values per hectare, and long-run
temperature and rainfall estimates.

Table 2 in Chapter 60 reports estimated temperature and rainfall impacts of actual
temperature and rainfall changes on land values (or crop revenues) per hectare. As ex-
pected, the experimental method yields more extreme estimates than the cross-section
estimates. Both methods show that regions with already high temperatures are dam-
aged most by temperature increases. African productivity is reduced by 1.7% in the
experimental method and 0.26% in the cross section methods. Both estimates show that
the poorest countries in the world will lose most from climate change. Temperate zone
climates gain from global warming.

However, when CO, fertilization effects (note that CO, fertilization occurs at the
same rate everywhere) are factored in as reported in Table 3 in Chapter 60, none of
the major regions of the world actually lose from climate change (Appendix A reports
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country data showing that using the experimental estimates, some countries lose from
climate change). This is an extraordinary result.>?

Nonetheless, both cross-sectional and experimental estimates show differential gains
and losses by latitude. High latitude countries gain most and low latitude countries lose
most from climate change. Productivity growth in many countries has “swamped” the
climate change effects.
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Abstract

This survey reviews the existing literature, identifying the contribution of agriculture,
schooling, and nutrition to economic growth and development over time and across
countries. Particular attention is paid to the roles of improvements in agricultural tech-
nology and of the human capital of farmers and farm people. Macroeconomic and
microeconomic evidence related to the interactions between human capital, productivity
and health are explored. Most of the world’s growth in population, labor productivity
and real income per capita have occurred over the past 250 years. We show that for most
countries, development is a process of conversion from primarily agrarian economies to
urban industrial and service economies. The evidence is that positive technology shocks
to agriculture have played a key role in igniting a transition from traditional to modern
agriculture and to long-term economic growth in almost all countries. Improvements
in agricultural technologies improve labor productivity and create surplus agricultural
labor that can provide workers for the growing urban areas. In some cases, improved
nutrition helps raise labor productivity and allows individuals to work for longer hours,
which makes human capital investments more attractive. The induced improvements in
the skill level of a population have major implications for raising living standards, im-
proving health standards, and altering time allocation decisions. In most currently poor
and middle income countries, improved schooling has been more important than im-
proved nutrition or caloric intake in explaining recent economic growth. Nevertheless,
the poorest countries of the world continue to have a large share of their labor force in
agriculture, and growth cannot occur until they experience their own agricultural trans-
formation.

Keywords

farmers, schooling, health, nutrition, human capital, economic growth, agricultural
household models, agricultural transformation, two-sector models

JEL classification: 015, 018, 033, 040
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1. Introduction

This paper examines the important role played by agriculture and human capital of
farmers and farm people in economic growth and development. In particular, we place
great emphasis on the importance of positive agricultural technology shocks for igniting
what may become long-term economic growth with increased per capita food produc-
tion, an improved standard of living, migration of labor from the farm to the nonfarm
sector and the rise of cities. We provide a critique of the existing literature, identify
the contributions of agriculture, schooling, and nutrition to economic growth and devel-
opment of countries, and provide recommendations about gaps and puzzles that exist.
We place the analysis in the context of long-term economic growth, starting from an
economy and labor force that is primarily agricultural [Johnson (2000)] and then con-
sider productivity shocks to agriculture as an essential event before modern economic
growth with industrialization can occur. We show that agriculture and human capital in
schooling and nutrition are important to the growth process. In particular, as economies
are transformed from traditional low income societies, the farm sector becomes a ma-
jor source of labor for the nonfarm sector, but inter-sector and occupational mobility
require a skilled labor force. Also, the skills of women, even if they work primarily as
unpaid workers or in housework, are an important source of human capital production
as they nurture children and families.

This chapter: (i) provides a conceptual framework for visualizing economic growth
from agricultural technology shocks and human capital production and investments,
(ii) summarizes 2000 years of world economic growth and development experiences,
(iii) presents an overview of the econometric evidence that schooling contributes to
economic growth, (iv) reviews the evidence on production of health, nutrition, and work,
and (v) summarizes schooling outcomes in agriculture. Finally, some conclusions are
formulated.

2. A conceptual framework for visualizing economic growth from agriculture
and human capital investments

This section first provides a conceptual framework for viewing the contribution of agri-
culture to economic growth. Next we present a three-period model of optimal human
capital production and investment and develop a few implications.

2.1. Two-sector model: Agriculture and non-agriculture

As shown in Jorgenson (1965) and Huffman (1977), a two-sector model of the linkages
between the farm and nonfarm sectors can generate useful insights into how technical
change in agriculture can foster economic development. It also provides useful insights
on labor mobility or migration. In poor countries, trade batriers are frequently ubig-
uitous, and they do not have sufficient foreign exchange to regularly purchase large
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quantities of food from abroad. Hence, closed economy models may provide a satisfac-
torily close approximation to conditions faced by many developing countries.

The following model allows us to illustrate how various economic linkages transmit
technology shocks in agriculture across the economy, altering relative farm and nonfarm
prices, incomes and populations. Define de = D;(P1, P>,Y),i =1, 2, as the demand
function for farm output (i = 1) and for nonfarm output (i = 2). P;,i = 1,2, is
the price of farm and nonfarm output, respectively, and / is total income of domestic
demanders. In the supply equation, X f = AS;(P;),i = 1,2, where A is the coefficient
of disembodied technical change.

Because we are concerned with growth, the two-sector model is expressed in time-
rate of change form:

xd =enpi+enpr+my, &i<0,i=12 (demand equation), (1)

l
x; =giipi+ai, ¢i;i>0,i=1,2 (supply function), ()

where x; = % XL,-’ pi = dd—I; %, i = 1,2, are the percentage rates of change in the

output of sector i and of the price of output of sector i, respectively. The response
elasticities are own-price demand elasticity, &;; = g)}(, Pi. cross- price demand elasticity,

dﬁ § ,i,j = 1,2,i # j; and the income elastlclty, ni = %Xl,l 1,2. In

addition, a; = d(ﬁ AL i =1, 2, is the rate of disembodied technical change in sector i.

We assume that the two markets are initially in equilibrium, X d =X/, i=12ie
the markets clear, and we maintain the neoclassical assumption that markets clear even
when shocks to demand and (or) supply occur:

Eij =

p11p1+ar =¢e1p1 +enp2+ny (farm sector), 3)
@ p2+ax =¢enp1+exnp2+n2y (nonfarm sector),

(e11 —@11)p1 +€12p2 = a1 — M1y = ci, @)
e1p1 + (€22 —Yn)p2 = ax — my = c2.

Now Equation (4) is arranged to emphasize that income growth (y) and disembodied
technical change (a1, ap) are driving changes in the prices of farm and nonfarm output,
p1 and p;. This set of equations can be solved for the equilibrium rate of change in the
prices of the farm (X1) and nonfarm (X3) outputs due to ¢; = a; — n;y # 0:
(a1 —my) (€2 — @) — (a2 —mYy)E12
pP1= ; (%)
(611 — p11) (€22 — ¢22) — €12621
_ (a2 —my)en — o) — (a1 — niy)éen
(e11 —@11)(e2 — 922) —e12821

Therefore the rate of change in equilibrium market prices of farm and nonfarm output
due to income growth and technical change are a function of the two own-price elas-
ticities (e11, £22), two cross-price elasticities (12, £21), two-income elasticities (11, 172)
and two rates of technical change (ay, a2).

(6)
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Now assume both farm and nonfarm outputs are normal goods (; > 0,i = 1, 2),
and the income elasticity of farm output is less than for nonfarm output (1 < 7). If
the rate of disembodied technical change is the same in the two sectors, (a1 = a2 = a)
and if the cross-price elasticities of demand are zero (g2 = €1 = 0), thena —n;y > 0
and a — 2y < 0. Consequently,

sign(py — p2) = sign[(a — ny)(en — ¢n) — (@ —my)En —ei)] <0, (7)

so that equal rates of technical change in the two sectors will cause the relative price of
farm output to decline.

If the cross-price elasticities of demand are of opposite signs and the other conditions
hold, then condition (7) still holds. If the cross-price elasticities are of the same sign
but [(e12€21)] < [(e11 — @11)(€22 — ¥22)], then condition (7) also holds. If we impose
homogeneity of degree zero in prices and income so that €11 4+ €12 + 1 = €21 + €22 +
12 = 0, then the denominators in (5) and (6) will still be positive, and so condition (7)
remains satisfied. Thus, if the income elasticity for nonfarm output is larger than for
farm output, positive growth of income (or technical change) causes the relative price
of farm output to decline under very general conditions. The result in (7) becomes even
stronger if TFP growth is faster in the agricultural than in the non-agricultural sector, as
has been found by Jorgenson and Stiroh (2000) for the U.S.

Consistent with this simple theoretical argument and evidence of relative farm and
nonfarm productivity growth, economic development in the United States since 1900
has generally been accompanied by falling relative prices of farm commodities [Huff-
man and Evenson (2006, p. 251)]. This pattern has held generally as economic develop-
ment has occurred in other countries and has profound implications for the proportion
of the population engaged in farm production over the long run. Assume that labor is
the only variable input in the farm and nonfarm sectors and that farm and nonfarm labor
markets are in equilibrium. Then, the real wage or its equivalent is approximately equal
across the two sectors. Again assume that the rate of disembodied technical change and
population growth is the same in both the farm and nonfarm sectors. With the farm
output price falling relative to the nonfarm sector output price, the real cost of food
will fall. To maintain equilibrium real wage rates between sectors, labor must move
from the farm to the non-farm sector, and this migration is a form of human capital
investment. If the natural population growth rate is faster in the farm than the non-
farm sector, the rate of mobility from the farm/agricultural sector must be even faster.
These migrants become a potentially important supply of labor for growing nonagri-
cultural sectors such as manufacturing and services. See Floyd (1967) for a detailed
framework.

Gollin (2000) reemphasizes that the share of the labor force which is self-employed,
working on own account, or unpaid family labor is largest in low income countries.
Gollin, Parente and Rogerson (2002) also provide supporting evidence that growth in
agriculture is central to economic growth and development in poor countries.

The argument thus far assumes a closed economy. In open economies in which do-
mestic agricultural prices are set exogenously by world markets, technological change
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in agriculture can raise rural incomes relative to urban incomes. The lack of either rural
to urban migration or a reduction in food prices breaks the linkage between advances
in agricultural technologies and overall growth [Matsuyama (1992)]. This scenario,
however, may not fit actual experiences of most developing countries. To the extent
significant subsectors of agriculture are in the nontraded sector (especially milk and
fresh meat) technological advances will carry through as in the closed economy model.
As we discuss in detail below, the simple closed economy model appears to conform
well to the past development experiences of many countries.

2.2. A multiperiod agricultural household model

When human capital investment decisions are the central focus (e.g., schooling, in-
formal training, migration, information search, technology adoption, nutrition, health),
multiperiod household utility maximizing models provide a useful guide for empiri-
cal work. Once household members have obtained their human capital and the focus is
on choice of occupation, hours of work, purchased-input use, wage rates, or income,
one-period static agricultural household models provide a useful guide to researchers
[Singh, Squire and Strauss (1986)]. In particular, behavioral models provide one useful
guide to researchers for deciding which variables should be treated as endogenous and
which are to be held exogenous or causal.

2.2.1. A three-period model of optimal production and investment

Consider a risk-neutral farm household living three periods. In each period, the house-
hold consumes human capital services as leisure (L1;) and goods purchased in the
market (X1,), and these goods are the source of household utility. The household has
an initial endowment of human capital (K() coming into the initial period (0), and this
stock is translated at a constant rate («) into human capital services (a flow) available
for use in the initial period. In addition to leisure, a household’s human capital services
are potentially allocated each period to human capital production (L»;), farm production
(L3;), and to wage work LtW . In addition to human capital services, the household’s pro-
duction of human capital uses inputs purchased in the market (X7,), and a time-invariant
individual or household-specific genetic or innate ability factor (A5). This technology is
assumed to exhibit decreasing returns to scale in production. Furthermore, K, the ini-
tial human capital endowment and A are different; including that A, does not change
over time. The household production of farm output uses human capital services plus
inputs purchased in the market (X3,;) and a time-invariant farm-specific factor (A3),
e.g., agro-climatic conditions. The farm production technology is assumed to exhibits
decreasing returns to scale in the variable inputs.

In this model, human capital produced in one period increases the stock of hu-
man capital and available human capital services in later periods. Thus, for those who
are accustomed to thinking of a household having the same fixed time (hours) en-
dowment in each period, this model takes a different approach. The “endowment” is
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variable over time, and it is in units of human capital services or quality adjusted
hours. Moreover, additions to an individual’s or household’s human capital services
does not change the wage per unit of human capital service [Ben-Porath (1967)]. Also,
we assume that human capital depreciates at some constant rate, 0 < § < 1, due
to deterioration in health from the toll of diseases, smoking, or excess weight which
inevitable lead to the breakdown of chromosomes and organ systems [Fogel (2004);
Valdes et al. (2005)]. The household receives cash income from the sale of farm out-
put and from supplying human capital services to the labor market in the form of wage
work. It spends this income on the purchased inputs for utility, human capital produc-
tion, and farm production.
The farm household has a well-behaved three-period utility function:

U =U(Lio, X10, L11, X11, L12, X12). (8)

The household’s technology for human capital production in each period is repre-
sented as

Z2f = F2(L2[7X211A2)» tzos 1»2' (9)

Hence, when the variable input prices are fixed to the household within any time period,
the assumption of decreasing returns to scale implies that the marginal cost is rising
with added human capital produced. If input prices are the same across time periods,
the shape of the marginal cost curve will also be exactly the same in each time period.
The rising marginal cost of human capital production in each time period reflects, for
example, the reality of an upper limit on mental capacity of an individual to learn in
each period.

The household’s technology for farm output production in each period is represented
as

Z3 = F3(L3, X3¢, A3), t=0,1,2. (10)

It has decreasing returns to scale in the region of an optimal solution due to natural
limitations placed on the production process by the agro-climatic conditions.

The equations giving the quantity of human capital services available to the house-
hold in each period is summarized in Equations (11a)—(11c):

Lo=aKo= Lo+ L+ L3+ Ly, Lo, L3, L) >0, (ITa)
Li=ak;=a[(1—8Ko+yZx]

=Ly+Ly+Ly+L), L, Ly, LY >0, (11b)
Ly = aKay = a[(1 = 8)*Ko + (1 = 8)y Zao + v Za1]

=Lo+Ln+Ln+LY, Lxn Lp LY >0. (110)

In each equation and time period, the number of human capital services available is
determined by the size of the human capital stock coming into the period (and the con-
stant o). This stock is given by the second term in Equations (11a)—(11c). Furthermore,
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given that human capital production may occur in period 1 and 2, the third term in
Equations (11b) and (11c) give the exact size of the stock of human capital in terms of
the initial endowment and human capital that has been produced in periods 0 and 1. In
Equations (11b) and (11c), the parameter y just converts stocks to flows and is constant
over time. Human capital services available in each time period are allocated as speci-
fied in the right side of Equations (11a)—(11c).! The quantity of human capital services
allocated to human capital production, farm production, and wage work might be zero
each period, and this is reflected in the non-negativity constraints in these equations.
The household discounted cash budget constrain over three periods is

2 3 2
3 PyZy + W, LY Ty Pii Xy + C (12)
t=0 (1 + r)t i=1t=0 (1 +r)t ’

where P3; is the expected price of farm output and P;; is the expected price of the pur-
chased consumption goods, inputs into human capital production, or inputs into farm
production, respectively. The expected wage rate for per unit of human capital service
is W;; C; > 0 is any fixed cost associated with the household’s production or consump-
tion activities, and r is a fixed discount rate and no borrowing or lending constraint
exists for the farm household.
Now if Equation (10) is substituted into Equation (12), the farm production and mul-
tiperiod budget constraint are combined into one equation:
2 W 302
Z Py F3(L3;, X3, A3) + W, L, Z Z P Xt + G
(1+r) 1+r)

13)

=0 i=11=0

The household can now be viewed as making consumption, human capital produc-
tion, farm production and labor supply decisions in each of three periods by maximizing
the objective function which is composed of Equation (8) subject to Equations (9),
(11a)—(11c) and (13), including nonnegativity constraints. The Kuhn—Tucker first-order
conditions are

dE U A

= — =0, t=0,1,2, (14)
3L1, 3L1[ (1 +r)l
9 U P
§ _ —a— _—0, =012, (15)
0Xy, 90Xy (I+r)
ag Zy
@ = )\[PVZNMPL20 - )»0] <0, Ly =0,
Loo(PV, MP2 — 10) =0, (16)

! These allocations could be viewed as a share of the total amount of human capital services available in
each time period.
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where
Wiai Woak(l — 6 0Z
PVY = 1o 20A( . ) and MPZ — 2
0T () () » " 9Ly
p2 0% g4
th - ath ) - £ ) ’
0 0 V%)
X = APV, MPy: — Po] <0, Xy >0,
0 z
X0 PV, (MPy2 — Py) =0,
0§ 0 Z Al
— =\|PV, MP* — <0, Ly >0,
0L |: 221 Lo 1+r A
A
0 Z 1 _
Ly (PVZZIMPL21 ~1 +r> =0,
0 P
& _alpve e~ Pllcol xy s,
0X21 21 2 1+r
P
0 Zy 21 _
X21<PVZZIMPX2] - 1+r> =0,
where
0 _ Woay
Z2) a +r)2’
85 0 Z A2
—— =APV, MP/>? - —~ _| <0, Ly >0,
dLxn |: 2 (142 =
A
0 Zy 2 _
L22<PVZZZMPL22 Ty r)2> =0,
0 0 z P
—— = A| PV, MP* — <0, X2 20,
X2 |: Zn X2 1+ r)2 22
P
0 Zy 22 _
X22(PV222MPX22 — i+ r)2> =0,
d P A
Y mMpP - L _ =0, 1=0,1,2,
oL3; (1 +r) 3 (14+r)

9 P P
Y S Y _l=0, 1=0,1,2,
8X3t 3t

(L)
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(18)

19)

(20)

2y
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(23)
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I3
aL)Y
LY (=x+W)/A+r) =0, t=0,12. (24)

In these equations, X is the marginal utility of cash income, and A;, t = 0, 1, 2, is the
marginal utility of human capital services in each of the time periods. Equation (24)
implies that only if it is optimal for the household/individual to participate in off-farm
wage work is A; = W;, otherwise A; > W;.

Equations (16)—(21) imply that the household minimizes cost in the production of
human capital. If the constraints are satisfied, optimal human capital satisfies the condi-
tions

= (=M +W/A+n'<0, L >0,

PVO —MCy, = 21— P 25
7y = MO =7 = 7 2
Lo Xy

Implications The following important results follow from the three-period model of
optimal behavior. First, the optimal size of the human capital investment in each period
is the quantity or rate at which the present value of the marginal return from a unit
of human capital service equals the present value of its marginal cost. Increases in the
borrowing interest rate will cause the household to lower its current investments in
human capital.

Second, insights about the tendency for investing in skill to weaken or strengthen
ties to farming are obtained by examining the present value of the marginal return to
investment in human capital. There are two effects — the change in the present value of
the additional farm production that results from allocating part of an incremental unit
of human capital services to this activity and the change in the present value of the
additional labor market earnings that results from allocating the remaining part of an
increment of human capital services to nonfarm wage work.

The allocation of an increment of human capital services between farm production
and off-farm work is quite sensitive to the relative impact of human capital on the mar-
ginal product of labor in farm and nonfarm work or to the elasticity of demand faced
by the individual for human capital services. If the marginal product of human capital
services is low in farm production but relatively large in nonfarm wage work, and it
is optimal to invest in human capital, then an agricultural household will increase the
share of employed human capital services allocated to nonfarm wage work.

Third, given the three-period lifetime, a comparison of the present value of the mar-
ginal return to an investment in period # = 0 versus 1 shows that delaying the investment
by one period significantly reduces the present value of the marginal return. Hence, it
is optimal for agricultural households to make large human capital investments early in
an individual’s life rather than later. Furthermore, it is never optimal in this model for a
household to invest resources in human capital production in the final period (period 2),
because there is cost but no benefit (see Figure 1).

Fourth, because the marginal cost of human capital production is increasing, it will
frequently be optimal for an agricultural household to spread its human capital invest-



Ch. 43:  Agriculture and Human Capital in Economic Growth: Farmers, Schooling and Nutrition 2291

MC,, ,MR, =PV, MC,, (W, B, 4]

Zx

0 MR,
Z;z Z3 Z3, ZZ;/

Figure 1. Optimal household decision making: production and investment in human capital over a three-
period lifetime.

ment in an individual over two periods rather than a single period, even with finite life
of three periods and associated reduction in the present value of the marginal return due
to delaying the investment. Spreading the investment over time is a good decision when
the cost saving exceeds the reduction in returns due to postponement (see Figure 1).

Fifth, if the length of life were to be extended to four periods (e.g., due to better public
health measures), this would increase the household’s demand for human capital, and
other things being equal, increase life-time human capital (e.g., schooling) investment
per individual.

2.2.2. Turning to practical implications

Schooling and learning-by-doing, human capital may be productive or unproductive in
agriculture depending on economic conditions, but in economies with freely mobile
resources, agriculture must compete with other sectors for skilled (and unskilled) labor.
The wage for similarly skilled labor need not be equal across sectors, but in equilibrium
the marginal compensation, including monetary value of nonmonetary attributes of the
farm and nonfarm work, will be equal. Recently the U.S. farm—nonfarm compensating
differential has been small [Huffman (1996)]. Although technical change in agriculture
is frequently at least as large as in the nonfarm sector, the opportunities for raising labor
productivity in agriculture through task specialization and coordination may be modest
compared with the nonfarm sector. On a farm, the skilled individual may face a more
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inelastic demand for his/her services than in a large nonfarm business. Also, due to
poor infrastructure and institutions, the agricultural sector may in some cases face small
market size and high coordination costs that put it at a disadvantage. Mechanization of
agricultural tasks in the U.S. has, however, created highly capital intensive agriculture.

In some agricultural environments, informal learning rather than schooling is the most
important form of human capital, but in other environments where information process-
ing about new technologies is important, schooling may have high payoffs [Schultz
(1964); Huffman (1985, 1991); Becker (1993, pp. 1-13); Johnson (2000)]. For example,
in a traditional environment that is static in technology and relative prices as exists in
some low-income countries, accumulated experience is a better investment than school-
ing. Information accumulated informally does not depreciate when the decision-making
environment is static. However, in a market economy where the political and economic
environments are changing and new technologies are regularly becoming available,
skills obtained from formal schooling provide an important foundation for later informal
post-school learning. Most new agricultural technologies are geoclimatic and (or) land-
specific, and changing technologies cause rapid depreciation in land-specific human
capital. Being able to make good decisions on information acquisition and technology
adoption is a valuable skill. Hence, a changing agricultural environment increases the
expected return to formal schooling through allocative efficiency effects, which seem
likely to be more important than technical efficiency effects.

3. A summary of 2000 years of world economic growth experiences

For many centuries most of the population lived near subsistence. Periodically, posi-
tive technological shocks would occur that permitted temporary increases in per capita
income and population. However, most of the growth spawned by these shocks were
transitory. Before the 1700s, the world’s population grew at a very low steady state with
standards of living near the subsistence level.

3.1. Early evidence

Maddison (2001) compiled data on the world population and per capita gross domestic
product from year 0 to 1998 AD. As shown in Figure 2, for the first 1700 years of the
series, world population hardly grew at all. From a base of approximately 231 million
world inhabitants in year 0, the time of the first Roman Census, the world population
grew to 603 million by 1700 — an average net increase of only 0.06% per year. Over
the next 300 years, the world population increased ten-fold, rising at an average rate of
0.8% per year. Most of the growth has occurred during the 20th century when world
population growth averaged 1.4% per year. The population may have grown even more
rapidly were it not for the two world wars. Since World War I, world population growth
averaged 1.8% per year.
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Figure 2. World population and GPD per capita, 0—1998; population in millions, income in 1990 U.S. dollars.

The very slow growth of the world population for the first 1700 years coincided with
an even slower growth of GDP per capita that averaged 0.02% per year. Using GDP
per capita as a rough indicator of labor productivity, it appears that workers in 1700
were no more than 1.4 times more productive than workers in year 0. Over the next
300 years, GDP per capita grew at 0.8% per year — roughly comparable to the popu-
lation growth rate. However, the timing of the population and per capita GDP growth
after 1700 differed. Before 1900, the world population grew faster than GDP per capita
(0.50% vs 0.35%) but slower thereafter (1.4% vs 1.6%). Nevertheless, the consistency
between the growth of population and the growth of output per capita suggests that the
two series are structurally interrelated.

In 1750, over 90% of the world’s labor force was engaged in agriculture. By 1830,
France and Germany had reduced their labor force in agriculture to about 50%. The
U.K., the most advanced industrial country at the time, had less than 25% of its labor
force in agriculture. At the same time, the U.S. had about 65% of its labor force in
agriculture [Griibler (1994)], a share that is equal to that of India and China in 2000
[World Bank (2000)].

The great wealth of today’s industrialized nations and remarkable improvement in
the wellbeing of people in developed countries have been made possible by farm peo-
ple aided by organizational, institutional, and scientific advances. Farmers and farm
people have played a central role in this transformation process. Change was possible
because farmers could produce a surplus over and above their own consumption, and the
surplus could be exported to the cities. Advances in the science of agriculture also con-
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tributed greatly to the early economic development of the currently developed countries
[Johnson (2000)].

Fogel (1994) and Johnson (2000) have laid out the reasons why improvements in agri-
cultural productivity were a necessary precondition for early economic growth to occur.
Fogel begins his explanation with an examination of time-series data on death rates be-
tween 1550 and 1975. The rise in population growth rates after 1700 corresponded to
a secular decline in death rates observed in European church records. Before 1700, the
Malthusian prediction that the population expanded to consume any available increases
in food production was essentially correct, as evidenced by the absence of appreciable
growth in per capita output. For 1700 years, the economic conditions for the average
person in the world hardly improved. What is less apparent is that the average income
or food production level over that period was too low to energize the labor force for
hard work, meaning that the low levels of per capita income also led to persistently low
levels of labor productivity.?

Depending on the weather and on individual size, gender, and age, we can estimate
the minimum caloric intake necessary to support productive labor over a full working
day. Given the average stature of men and women in Europe in the 1700s, Fogel esti-
mated that at least 2000 calories per person would be necessary to support productive
work. In England and France in the latter part of the 18th century, food production was
high enough to meet this target on average, but food was not equally distributed in the
population. About 40% of the French males and 20% of the British males did not at-
tain even this minimal level of nutrition, meaning that they were too undernourished to
perform a full day of work.> Moreover, even those who attained the minimal level of
nutrition on average, “were so stunted and wasted that they were at substantially higher
risk of incurring chronic health conditions and of premature mortality”.

Before 1700 in Europe, land-holdings were under a feudal system. Livestock mingled
together as they grazed the “common pastures” and were shepherded by individuals, a
time-intensive production method. These animals were called “common stock” and the
genetic potential of these animals was low and static. Enclosure of the “commons” in
the U.K. started about 1700 with the transition to private property. Enclosures — fenc-
ing private property — made controlled mating of farm animals possible, which was
essential for improving livestock genetically. Enclosures also eliminated the need for la-
bor to shepherd livestock, reducing the demand for labor in livestock production. With
the spread of the enclosure system in the U.K., farmers started using nitrogen-fixing
legumes in their crop rotations. This helped to boost crop yields. Crop productivity was
also increased because crop farmers were largely free of the damage caused by wander-
ing livestock herds [Huffman and Evenson (1993)]. These were important early changes

2 This observation leads to models of efficiency wages which will be covered in a later section.

3 Fogel (1994, p. 374) suggests that the very high proportion of beggars in cities (perhaps as high as 20%
of the population) was related to the fact that the lowest fifth of the population would have caloric intake that
was too low to support even a few hours of strolling per day.
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that increased the productivity of agriculture in Europe in the 18th century and provided
the nutrient base for the economic growth that followed.

With private ownership, farmers for the first time took an interest in farm-animal im-
provement, and improved strains began to appear. Farmers had known that some animals
were better adapted to a particular environment than others, and in 1760, Bakewell, an
English farmer, is credited with first establishing the pattern of modern animal breed-
ing. He established purified lines, emphasizing selection for visual traits, and began the
process of developing purebred animals [Huffman and Evenson (1993)]. New breeds
were generally selected so that they were adapted to local geoclimatic conditions.

Before the Industrial Revolution, craftsmen operating small shops with a minimum
of wage labor were the main producers of nonfarm goods. With increased agricultural
productivity in the mid-18th century, the U.K. was able to initiate an Industrial Revo-
lution that built on standardization and specialization of activity in the nonfarm sector
[Griibler (1994)]. This industrialization first occurred in textile and iron production.
By the early 19th century, Germany was making major technical advances through
the application of science in laboratory chemistry. This provided the foundation of a
new chemical industry and for further scientific advances to support agriculture. For
example, during the 19th century, the U.S. and other countries sent students to Ger-
many for training at the first agricultural chemistry laboratory — one established by
Liebig at Giessen. He published his famous agricultural chemistry book, Organic Chem-
istry in Its Relation to Agriculture, in 1840. The early attempts to apply science to
agriculture in the United States drew upon the German example for their model of insti-
tutional organization and the education of agricultural scientists [Huffman and Evenson
(1993)].

Although nutrient intake data are not easily available, estimates of per capita GDP are
widely available over countries and time. Pritchett (1997) created a conversion between
caloric intake and per capita GDP, which allows a rough translation between the two
measures of average welfare. He suggests that nutritional subsistence of 1600 calories
per day requires an income of about $306 per person in 1990 dollars. Using Maddison’s
(2001) estimates, therefore, GDP per capita in the world was barely 150 calories per
day above minimal subsistence in 1700, suggesting that much of the world’s population
was too malnourished to perform significant work.

Europe began to grow in 1700, at first slowly and then at an accelerated pace (Fig-
ure 3). The growth which occurred in Europe in the 18th and 19th century was made
possible by improvements in agricultural productivity — increased crop yields and higher
agricultural labor productivity. In addition, gains in labor productivity in agriculture
freed up labor that could migrate to the nascent urban industrial sector. Furthermore,
the improvements in agricultural productivity were large enough to improve the nutri-
tional status of the growing urban population, although a shrinking share of the labor
force was devoted to agricultural production.

Today, 50% of the world’s labor force is engaged in farming, and many developing
countries are still at levels of per capita GDP prevailing in Europe in 1700 (Figure 3).
In particular, average GDP in Africa in 1998 was only modestly above the 18th cen-
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Figure 3. GDP per capita for various regions, 1600-1998, in 1990 U.S. dollars.

tury European average, and many countries in Africa have not yet attained that level.
For example, in Ethiopia and Uganda, per capita calorie intake is approximately the
same as for the U.K. three hundred years ago [Pritchett (1997)]. Hence, the popula-
tion is stunted and wasted and does not receive enough calories to be able to undertake
much work. Increased food availability and nutrition are potential sources of increased
short- and long-term labor productivity in Africa and some other areas, but these coun-
tries are still constrained by 18th century agricultural technologies. For most of these
countries, significant advances in per capita GDP will not occur until their agricultural
sector undergoes a major transformation that raises labor productivity. Lacking the re-
sources required to purchase significant quantities of food in the world market, these
countries cannot circumvent the need to raise their own labor productivity in agricul-
ture.

During the past century, the most fundamental and pervasive factors affecting the
interaction of farm and nonfarm labor markets have been economic growth and science-
based technological change. Referring back to the two sector model, the per capita
income elasticity of demand for farm products is (and has been) positive but less than
one, so the income elasticity of demand for nonfarm products is larger than one. Thus,
domestic growth of real per capita income has caused a more rapid rate of growth of do-
mestic demand for nonfarm products than for farm products. Furthermore, differences
in rates of growth of domestic demand have increased as the rate of population growth
has slowed. If the supply curve for domestic farm products shifts at least as fast as the
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supply for nonfarm products, the farm output share of national income and the relative
farm output price must fall, provided that foreign demand growth for U.S. products is
not offsetting. Even if agricultural technical change is factor neutral rather than biased
toward capital, and even if technology advanced at the same rate in farm and nonfarm
sectors, the differences in income elasticity between the nonfarm and farm sectors im-
ply that growth of labor demand in the nonfarm sector must exceed that in the farm
sector. If both sectors initially have equal rates of population and labor supply growth,
the relative farm-labor wage rate must fall.

With the relative price of food falling, real income increases in the nonfarm popula-
tion. With food quality and nutrition being luxury goods, this means that the nutritional
status will improve for the nonfarm population. For labor to be fully employed and farm
labor to earn its opportunity return under these conditions, the institutional structure of
a country must be such that it permits the migration of labor to the nonfarm sector. With
intersector mobility, wage rates become more equal, and they may approach equality
when allowance is made for living-cost differences and an opportunity return on moving
costs. The geographical distance of agricultural production from most other industries
means that relative population density will fall in rural (farming) areas and rise in urban
(nonfarm areas).

The transfer of labor occurs in three major ways. First, families may sever farm sec-
tor ties by quitting farm jobs, selling any farm capital they own, and taking a nonfarm
job, perhaps moving to a city. Second, as children come of age, they may leave agricul-
ture and take nonfarm jobs, but their parents remain in farming until retirement. Third,
workers and their families may stay on farms, but some family members take full-time
nonfarm jobs while others continue full-time work. Or some members may reduce their
hours of farm work, take a non-farm job, and become multiple jobholders. The relative
attractiveness of these alternatives depends on the location of nonfarm job opportunities,
the types of skills of the people, and the costs of commuting or migrating to nonfarm
jobs. All have important costs.

If the nonfarm real wage rises with economic growth, and if outmigration from the
farm sector causes the real wage rate to be bid up there as well, new labor-saving tech-
nology may be induced for agriculture. Hayami and Ruttan (1985) suggest that induced
innovation has occurred in U.S. agriculture and that it has been labor and land saving.
Also the population and labor supply growth rates may initially be larger in the farm
than in the non-farm sector as a result of the higher birthrates of farmwomen. Both
of these changes increase migration rates needed to equalize earnings between sectors
while maintaining full employment. This, however, provides labor to support a growing
nonfarm sector. If, however, rural people do not have equal access to public schools,
roads, and communication systems, this can be a major barrier to increasing labor pro-
ductivity and inter-sector resource adjustment. Hence, it is critical that farm people have
an opportunity to obtain a basic education that will facilitate making good decisions if
they remain in the rural area or to support their occupational and geographical mobility
to the nonfarm sector.
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3.2. Jump-starting economic growth with an agricultural transformation

Before international trade was a reliable enterprise, gains from specialization and trade
were limited. Each country had to produce the food and other goods consumed by its
own people. Furthermore, each locality had to rely upon its own domesticated plants
(and animals) for food. Major food sources were concentrated, generally lacking in
available calories, essential proteins, vitamins, and mineral, and variety. Wheat was
native to Egypt and the Middle East, rice was native to India and Southeast Asia,
corn/maize was native to Mexico, the potato was native to South American and cit-
rus was native to the subtropics. Chronic malnutrition was prevalent and life expectancy
was short [Fogel (1994, 2004)].

With the development of transoceanic shipping, three things happened that were im-
portant with respect to the local food supply and human health. First, people migrated
from densely populated and resource depleted areas to low-population and resource
abundant areas where food could be more cheaply produced in the long run, e.g., from
Western Europe to North and South America and Australia. Second, seeds, plants, and
animals were collected from centers of origin and dispersed around the world. Although
all crops and some animals are sensitive to local geoclimate, some crops and animals
can be moved to new locations and grown successfully under the care of farmers. This is
an example of how the diffusion of existing technology can be used to raise agricultural
productivity in some locations. Third, transoceanic shipping made it possible for areas
to specialize in production according to comparative advantage and to experience gains
from trade. Some areas could produce non-perishable grains and nuts and trade them for
nonagricultural products. Now a country could in principle specialize in manufactured
goods and import food stuffs.

All 20 OECD countries jump-started economic growth by first having technical
change in the agricultural sector [Hayami and Ruttan (1971, pp. 74-81), (1985, pp. 125-
133); Hayami and Yamada (1975, pp. 4-6)]. In all cases, the source of increased agri-
cultural production was from higher crop yields, based on advances in knowledge and
technology, rather than expanding sown area. The economies of these countries have
changed in response to lower prices of modern biological, chemical and mechanical
inputs relative to the prices of land and labor and relative to the prices of agriculture
products. These changes were associated with the transformation from traditional to
modern agriculture [Schultz (1964); Ruttan (2001, pp. 611-614)].

Also, all OECD countries have undergone important demographic and economic
transitions but not at the same time. The demographic transition occurs when a country
goes from high birth and death rates to low birth and death rates and slow population
growth [Schultz (1964); Ruttan (2001, pp. 611-614)], which facilitates growth in per
capita food availability and incomes. An economic transition involves the movement of
people from rural to urban areas and much of the labor force moving from agriculture
to the nonagricultural sector, e.g., manufacturing, trades, and services. In most cases,
if the economic transition does not follow the transformation of the agricultural sector,
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there is insufficient food and labor to support the development of urban centers and the
nonagricultural sector [Johnson (2000)].

Among the currently poor countries such as those in Sub-Saharan Africa, most have
not yet successfully completed any of the important transitions — agricultural, demo-
graphic, or economic — required for successful economic growth and development. They
are all heavily agricultural and their agriculture remains heavily dependent on tradi-
tional technologies [Avila and Evenson (forthcoming)]. An important issue is whether
these LDCs must undergo an agricultural transformation as a precursor to jump-starting
sustainable economic growth.

The newly industrialized countries (NICs) of South Korea, Taiwan, Hong Kong, and
Singapore have attracted considerable attention because of their high economic growth
rates over the past four decades. For these NICs, per capita real GDP increased at
slightly more than 7% per year over the 1960—-1996 period [Heston, Summers and Aten
(2002)].* As a result per capita incomes rose 10-fold since 1960. All four have moved
into high income country status in under four decades.

Early growth in Korea and Taiwan was facilitated by an agricultural transformation
aided by proximity to Japan. Both countries have a temperate climate and a rice cul-
ture. Hayami and Ruttan (1985, pp. 3304-3309) describe how in the early 20th century,
these countries needed irrigation infrastructure to provide the water needed for higher
rice yields. This irrigation infrastructure supported the adoption of higher yielding rice
varieties imported from temperate Japan. Rice yields started to take off in the 1920s and
1930s. Gains in rice yields continued as the irrigated area expanded and early Japanese
rice varieties were planted. As the irrigation systems improved, early Japanese rice va-
rieties were replaced by newer, fertilizer responsive Japanese rice varieties.

Hence, jump starting economic growth in Korea and Taiwan built upon an agricultural
transformation where agricultural technology was imported from the more advanced
Japan. Later Korea and Taiwan were able to benefit from Green Revolution crop va-
rieties starting in the 1960s [Evenson and Gollin (2003)]. This required building the
intellectual capacity for incorporating improved rice germplasm obtained from IRRI
into local varieties. Both countries had sufficient intellectual capacity to engage in adap-
tive research. Furthermore, the significant rise in rice yields freed labor from agriculture
in Korea and Taiwan for work in the non-agricultural sectors. Nevertheless, by 1960,
60% of the labor force still worked in the agricultural sector. During the 1960-1975 pe-
riod, investment rates in these countries shot up from 10% to 20-30% of GDP, becoming
a major source of economic growth [Heston, Summers and Aten (2002); Jones (2002,
p. 44)]. By 2000, the share of the labor force in agriculture had fallen to only 10%.

In contrast to Korea and Taiwan, Hong Kong and Singapore have been able to jump-
start economic growth without an agricultural (or economic) transformation. Hong
Kong is roughly 6 times the size of Washington, DC. It was originally part of China,
but after a brief occupation by the United Kingdom in 1841, it became a U.K. colony.

4 Growth did slow temporarily at the beginning of the 21st century.
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In 1997, Hong Kong became a special administrative area of China with autonomy in
all matters except foreign affairs and defense. Singapore, roughly 3.5 times the size of
Washington, DC, was founded as a British Trading colony in 1814. It briefly joined the
Malaysian Federation (1963—-1965) and became independent in 1965 [CIA (2004)].

Hong Kong and Singapore do not have significant agricultural land or forests, and
hence, had to look to other sectors for jumpstarting growth. In order to obtain food
stuffs, they were forced to trade. Food stuffs rank in the top four types of commodities
imported in both countries [CIA (2004)]. This meant that both needed to develop a very
different set of institutions than those countries that jumpstarted growth with an agricul-
tural transformation. Given their location and new institutions, they were able to flourish
as regional trade centers over the past four decades. In particular, they have created an
attractive environment for foreign direct investment associated with manufacturing and
trade, and the trade intensity rate for these economies is quite high; the sum of exports
plus imports divided by GDP is in excess of 150% [de Ferranti et al. (2003)].

In 1960, the service sector share of employment was already 62% in Hong Kong
and 78% in Singapore. Manufacturing accounted for another 25% of the labor force
in Hong Kong but only 12% in Singapore [World Bank (1981)]. Unusually high in-
vestment rates exceeding 40% of GDP for Singapore and 25% for Hong Kong helped
fuel the growth processes of these two countries over four decades [Heston, Summers
and Aten (2002); Jones (2002, p. 44)]. Technology needed to raise labor productivity
in the nonagricultural sector was acquired largely through technology transfer associ-
ated with direct foreign investment by multinational companies. While adult literacy
rates of primary and secondary attainment have risen rapidly over the period [Barro
and Lee (2000)], neither Hong Kong nor Singapore had high proportions of college or
post-college educated workers. Lacking the intellectual capacity to develop new tech-
nology themselves through basic and applied research, they were able to acquire it from
abroad by creating a business environment that was attractive to technically advanced
multinational companies. Moreover, Xu (2000) shows that an LDC can expect to attract
technology from multinational enterprises only if it has an adult population that meets
a threshold level of education of roughly 10 years of completed schooling. Hong Kong
and Singapore are close to that threshold.?

Hong Kong and Singapore have been able to jump-start the economic growth process
without an agricultural or economic transition. They were able to take advantage of
improvements in agricultural productivity elsewhere through trade. By investing heav-
ily in improving the schooling of their work forces and by establishing a political and
economic environment that could attract foreign direct investment, they were able to
generate a comparative advantage in exportable services and manufactured goods. This
unconventional approach to economic growth by Hong Kong and Singapore has been
sustained for four decades.

5 Recently Singapore has begun to invest in the development side of R&D, although it is not undertaking
much basic or applied research. See Ruttan (2001) and de Ferranti et al. (2003) for additional details on the
economic growth process in Hong Kong and Singapore.
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The Hong Kong and Singapore model of being a trade center is not easily replicable
and is not an option for most LDCs. As trading centers, they exported nonagricultural
goods and imported food, effectively importing the technology needed for an agricul-
tural transformation. The Hong Kong and Singapore model of jump-starting economic
growth through trade alone does not fit the countries of Sub-Saharan Africa or South
Asia. These LDCs will need to follow the path of the OECD countries and of Taiwan
and Korea, and jump start growth with a domestic agricultural transformation.

All of our discussion thus far has presumed that institutional structures do not limit la-
bor mobility, that land markets and property rights are well-established, and that house-
holds are free to make optimal choices regarding human capital investments. Sokoloff
and Engerman (2000) argue convincingly that countries that perpetuated unequal access
to schooling, property rights, political power and occupational mobility tended not to
grow in comparison to countries that fostered social and economic mobility. Acemoglu,
Johnson and Robinson (2001, 2002) show strong negative effects on growth of institu-
tions that fostered forced labor or economic immobility for the many while fostering the
perpetuation of elite status for the few. Thus, underlying our simple two-sector model is
a presumption that institutions exist to facilitate the actions of optimizing individuals,
farmers, and households. In the countries where growth has failed to materialize, it is
plausible that weak institutions have cut the linkage between improvements in agricul-
tural technologies and broad-based economic growth and development.

3.3. Contemporary cross-sectional comparisons

In Section 2, we showed that investment in human capital is an important factor affect-
ing wage rates and earnings. There is no consensus regarding how best to summarize
schooling capital invested in people. One widely used proxy variable for education-
based human capital is the number of years of formal schooling completed.® However, it
takes approximately four years of formal schooling to attain permanent literacy. Hence,
in many poor countries children are not completing enough schooling to attain perma-
nent literacy. In these countries, education is best proxied by the adult literacy rate. Once
the average years of schooling completed rises significantly above four years, then years
of schooling completed is the best proxy. A remaining issue is whether the impact of
education is always proportional to the change in years of schooling completed. See, for
example, the discussion in Welch (1970).

We show the cross-sectional relationship between schooling and GDP per capita
across countries in Figure 4. These plots use average years of education for women
aged 15 and over as a measure of the level of human capital in the population, but the
patterns would look similar if we were to use average education levels of males. As
a further aid to illustrating the stylized facts concerning per capita output and human
capital, we superimpose the results of a log-linear regression of GDP per capita on av-
erage levels of female and male schooling and a quadratic term in female schooling.

6 See Greene (2003, p. 87) for a discussion of proxy variables.
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Figure 4. Log real GNP per capita and average years of women’s education. Predicted and actual values 1998.

The specification is chosen to correspond to that used commonly in microeconomic
analysis of labor earnings. These cross-country regressions cover the years 1960, 1970,
1980, 1990 and the most recent available data period. The regressions also include a
complete set of year dummies whose coefficients are not reported. The original spec-
ification also included a quadratic term in men’s schooling, but the quadratic terms in
men’s and women’s schooling were so highly correlated (0.97) that we only included
the one for women. The results illustrate a strong positive correlation between average
years of schooling in the population and output per capita.’

7 If households have a head and all individuals are part of some household, then the schooling level of
the head is a key variable in explaining household and individual behavior as it impacts income or health.
If there is no effective household head or if males have more than one wife, then the choice of schooling
variables become more challenging. Several studies in low or middle income countries [e.g., King and Hill
(1993); Smith and Haddad (2000); Klasen (2002)] have hypothesized that differential bargaining power exists
between men and women, and that difference is well proxied by adult male—female schooling differences.
Their models include a measure of average education in the country and also the difference in education levels
between women and men. These models are subject to misleading interpretations. For example, suppose that
the “true model” is ¢ = By + B1EDF + BEDM + yZ + e, so that both women’s (mother’s) education,
EDM, and men’s (father’s) education, EDF, affect growth, g, and that both affect growth positively (8 > 0
and By > 0). Z is a vector of other factors. If the estimating equation includes average adult education in the
country plus the female—male education gap, the estimating equation will be g = oo + %al (EDF + EDM) +
a7 (EDF — EDM) + y'Z + e. Some of the papers mentioned above claimed that a positive estimate for oy
implied that a gap in education levels favoring men relative to women retarded growth. That is incorrect. It is
straightforward to show that & = B + B so that the coefficient on average adult education will be the sum
of the effects of men’s and women’s education on growth. Furthermore, oy = %(ﬁl — B2) where the sign
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Figure 5. Log percentage labor force in agriculture and average years of women’s education. Predicted and
actual values 1990.

We conduct a parallel exercise illustrating the relationship between human capital and
the proportion of the labor force engaged in agriculture. As discussed in the previous
section, modern economic growth has been tied to a decline in the share of the labor
force in agriculture for most countries of the world. We can also see that rising levels of
education can also be tied to declining agriculture share of the labor force.

Although the agricultural transformation ultimately requires schooling of the masses,
the early part of the transition involves more basic sources of improved labor produc-
tivity: learning-by-doing through apprenticeships or work experience; a larger stature
that increases physical strength and ability to do work; and human migration. As the
society becomes more advanced, formal training of teachers and schooling of children
become cost effective, but this usually covers only elementary schooling. Furthermore,
advancements are required before investing in high school teachers and devoting child

will depend on the relative size of the women’s and men’s education on growth. A positive estimated «» only
implies that the marginal effect of women’s education on growth is larger than that of men and not that the
gap in education has an impact on growth per se.

Another specification contains the following form and reasoning: ¢ = a9 + «EDF + «a(EDF — EDM) +
y'Z + e. In this case, a; = B1 + B so that the coefficient on women’s education will be the sum of the male
and female effects and @p = — B, which will be negative if male education has a positive effect on growth. It
will be particularly unwise to conclude from such a model that a redistribution of education away from men
and toward women will improve growth. It seems safer to include separate measures of education for men
and women and then to interpret the coefficients directly, as we do in this paper.
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Figure 6. Log life expectancy and average years of women’s education. Predicted and actual values 1999.

time to high school generate sufficient returns. Insights for all of these forms of invest-
ments can be obtained from the stylized Ben Porath human capital investment model in
Section 2.

What are some of the reasons that the agricultural transition leads to increased hu-
man capital investment? First, as the nutritional status of the population rises, expected
length of life at birth increases, which would increase human capital investment in our
stylized Ben Porath model. In the Middle Ages the expected length of life at birth was
about 24 years, roughly the expected length of life associated with subsistence levels
of per capita GDP [Maddison (2001)]. By 1820, life expectancy at birth had risen to
approximately 36 years in Europe, 39 years in the United States, and 34 years in Japan,
but life expectancy remained near 25 years everywhere else. Since then, countries that
raised GDP per capita have experienced increases in life expectancy. As predicted by
the three-period human capital investment model, the near tripling of the world average
length of life at birth has greatly strengthened the incentive to invest in skills early in
life. For the average world resident in the Middle Ages, this incentive did not exist.

The present-day cross-country relationship between life expectancy and human cap-
ital is illustrated in Figure 6. Currently, life expectancy at birth stands at about 78 in the
OECD countries. It averages only 52 years in Africa, and is actually declining in some
African countries. As shown, a strong correlation exists between higher levels of human
capital investment and greater life expectancy.

Second, as nutritional status improves, both labor productivity per hour and the num-
ber of hours per day an individual could potentially work productively or enjoy leisure
increases. Hence, total allocatable time per year rises. As Fogel (1994) shows, during
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the agricultural transition in the U.K. and France, a disproportionate share of the in-
creased available productive time was allocated to leisure and educational activities. In
contrast, in earlier periods when much of the population was malnourished and the in-
tensity of work was reduced, they actually allocated a large share of allocatable time to
work.

Third, all the adult population in 1700 were stunted. Besides making them vulnerable
to early onset of chronic diseases, their physical ability to do work was reduced by their
small size. As schooling is considered a normal good, its demand rose with the rising
incomes attributable to improved health of the population.

Fourth, as labor shifted out of agriculture, the need for child labor declined. This
freed up children’s time for larger investments in schooling. Current statistics show
that the incidence of child labor is much higher in rural than in urban areas, with nine
of every ten rural working children engaged in agriculture. As the rise of agricultural
productivity helped to support the rise of cities and the shift of labor out of agriculture,
it also supported the transfer of children from work to school.

Finally, a large literature exists showing that malnourishment at an early age retards
brain development. Studies of the impact of nutrition on cognitive achievement have
shown that schooling outcomes improve with nutritional sufficiency. In short, better-fed
children do better in school, so the agricultural transformation has a direct impact on
the returns to attending school. For all of these reasons, we argue that the agricultural
transformation has contributed to the human capital transformation which has played
such a prominent role in the theoretical and empirical literature on economic growth.

4. An overview of econometric evidence that schooling contributes to economic
growth

We review both micro- and macro-evidence of the contributions of schooling to eco-
nomic growth.

4.1. Micro-evidence for schooling and economic growth

One of the most widely investigated empirical relationships has been between schooling
and earnings. Mincer (1974) showed that if the cost of schooling is the opportunity cost
of time, and if the proportional return per year of schooling is constant over time, then
an individual’s wage will be well-explained by a function of the form

In(yir) = Bo + B1Sit + B2 Zis + & + eis, (26)

where In(y;;) is the natural logarithm of labor earnings per unit of work time of ith in-
dividual in period ¢, Sj; is a measure of years of schooling of the ith individual, Z;; is a
vector of other productive human capital attributes of the ith individual such as work ex-
perience and job tenure, and the § are associated regression coefficients. The coefficient
on years of schooling, 81, is commonly interpreted as the proportional change in labor
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Figure 7. Plot of Psacharopoulos’s estimates of Mincerian returns to schooling across 57 countries.

earnings from a 1 year increase in an individual’s schooling attainment.® The last two
terms are an individual-specific and time-invariant random effect &;, which is known to
the individual and might be ability; and a random disturbance term across individuals i
and time periods 7, e;;, that has a zero mean. If &; is correlated with S;; and/or Z;;, then
direct estimates of the coefficients in Equation (26) will be biased.

Mincerian earnings functions have been estimated using data on individuals in many
different countries. The most recent extensive review of estimated private returns to
schooling in developing countries is by Psacharopolous (1994). His results are illus-
trated in Figure 7. Estimated private returns to schooling are always positive. Further-
more, schooling appears to be subject to diminishing marginal returns, consistent with
the Ben Porath model. At the lowest schooling completion levels the rate of return is
highest and it declines for incremental increases in years of schooling completed. For
the 57 countries surveyed by Psacharopoulos,” he also found that on average, private
returns to girls’ schooling exceeded returns to boys’ schooling.

8 Interestingly, specification tests conducted by Heckman and Polachek (1974) showed that this log-linear
specification dominated all other alternatives. More recently, Welch (1999) has shown that a more complex
spline-regression performs better when sample sizes are extremely large.

9 Lam and Schoeni (1993) conducted a detailed examination of how the rate of return to schooling changed
as years of school attainment rose in Brazil. They found nearly linear rates of return after controlling for
family background variables, but the highest returns were in the first four years of schooling.
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Jamison and Lau (1982) summarize empirical evidence from a set of 18 World Bank
studies of the impact of farmers’ schooling on agricultural productivity in 13 low and
middle income countries. They report that 6 of the marginal products were negative,
13 were positive but not significantly different from zero, and 18 were positive and
statistically significant. However, the Mincerian evidence that the returns to schooling
decline as the amount of schooling increases was used by the World Bank and national
governments to justify re-directing educational expenditures to elementary schooling
investments. This had an unfortunate consequence of reducing public support for col-
lege education and training of local agricultural scientists in these developing countries.
For growth in agriculture to occur, countries need to follow a schooling investment
policy where all individuals have access to elementary schooling and some have the
opportunity to attend high school and college. Countries cannot expect to successfully
borrow agricultural technologies from more advanced countries over the long run with-
out the local intellectual capacity to adapt technologies to local needs. That means that
the country has access to local scientists with graduate-level training. This adaptive re-
search produces national public goods that will require public financial backing, and so
large developing countries, e.g., China, India, Brazil, have an advantage in establishing
public research groups. Countries with small populations, say only a few million as in
Sub-Saharan Africa, are at a great disadvantage in funding public research.

A large literature exists which explores the various sources of biases in estimated
returns to schooling. Card (1999) provides a comprehensive review of the topic, so we
will touch on it only briefly here. First, S;; might be endogenous and jointly determined
with In(y;;).'% Second, reported years of schooling may contain measurement error,
e.g., at low years of completed schooling individuals regularly exaggerate years com-
pleted, which introduces measurement errors. Data on identical twins has been used to
correct for unmeasured abilities.!! Information on school availability or proximity, tru-
ancy laws, and school building projects has been used to correct for measurement error
and/or self-selection in school choice.

Card (1999) reports that for industrialized economies, little difference exists between
ordinary least-squares estimates and the more econometrically sophisticated estimates,
suggesting that estimation bias in naive models appears to be small or that various
biases offset one another. In developing country settings, there is more variability in
school attainment and consequently more potential for self-sorting to occur. Neverthe-
less, Krueger and Lindahl (2001), concluded that ability bias is approximately offset by
measurement error in reported years of schooling for developing countries as well. In-
strumental variable estimates are similar to those obtained from ordinary least squares

10 1f an individual chooses how much school to obtain based upon §&;, e.g., ability, then observed years of
schooling (S;;) will almost certainly be correlated with &;, so the least-squares estimate of Equation (8) will
yield biased coefficients. Furthermore, correlation of & with Z;, creates a similar problem.

1T Recent research has shown that “identical” twins are not genetically identical because the expression of
certain genes is affected by the environment in which the individual finds him or herself. This weakens much
of the economic evidence using identical twins.
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[Psacharopolous (1994); Duflo (2001)]. Where researchers have found differences [Bedi
and Gaston (1999); Bedi and Edwards (2002)], OLS estimates of returns to schooling
appear to be biased downward. Thus, one might want to view the estimates in Figure 7
as a lower bound.

There is a small but important literature that examines whether it is years of school-
ing per se or the learning that occurs in school that matters. Glewwe (2002) reviews the
few studies that have examined this issue in developing countries and concludes that
it is cognitive skills (typically measured by standardized test scores) and not years of
schooling per se that matter for income generation. Because cognitive tests are still only
rarely available for data sets that also include earnings, most researchers will still be
limited to years of formal schooling as a proxy for education. As discussed above, mea-
sures of literacy will be more useful in countries with the poorest schooling levels,'? but
years of schooling is an adequate measure for all but the poorest developing countries.
Even in countries with higher average levels of schooling, literacy may be a reasonable
proxy for school quality.

4.2. Macro-evidence

Given the virtually universal demonstrated success of education in generating private
returns that meet or exceed returns on alternative investments, it seems clear that in-
vestments in education make good economic sense from an individual perspective.
However, every country subsidizes education, meaning that the cost of education to
society exceeds the marginal cost borne by the individual. For these public investments
to make economic sense, there must be an external benefit from schooling other than
the private return to individuals and their families.'> To address this question, studies
have typically used macroeconomic data that can capture spillover benefits and costs.

Returning to our regression estimates reported in Figure 4, the cross-country rela-
tionship reveals a strong positive correlation between average years of male schooling
and GDP per capita, averaging 13% growth in per capita GDP for every year of added
male schooling attainment. The relationship between female education and GDP is al-
most 4 times larger than that for male education. Consistent with the Psacharopoulos
findings for private returns, the rates of return fall as the level of schooling rises.

If GDP per capita is interpreted as average income in the country, these rates of return
can be interpreted as the social return as opposed to the private return from schooling.
These returns from investment in female education are far higher than estimates of pri-
vate returns, consistent with the view that education of girls generates greater positive

12 Even in countries with higher average levels of schooling, literacy may be a reasonable proxy for school
quality in the absence of other measures.

13 Psacharopolous (1994) reports estimates of private and social rates of return averaged for country groups.
Estimated social returns are uniformly lower than private rates of return, but this result is largely due to the
construction of the estimates. Public costs are added that depress returns, but measures of external benefits
from education are not. This would create a downward bias in his estimates of social returns.
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externalities to the society than for men. In contrast, estimated social returns for male
schooling are only marginally larger than typical estimates of private returns. Similar
findings elsewhere [King and Hill (1993); Schultz (2002)] have led the World Bank and
other international funding agencies to emphasize investments in girls’ education as
opposed to children’s education generally, as a critical development tool [World Bank
(2001, Ch. 2)].

The empirically oriented growth literature has concentrated on a first-difference vari-
ant of Equation (26):

An(yir) = Bor + BiSit — Bi—1Si1—1 + P2AZi + ey Q27)

If returns to schooling are constant so that §1 = B; = f;—1, then the impact of school-
ing can be captured by B;Si: — Bir—1S5ir = B1AS;;. The vector of regressors AZ;; is
now used to represent per worker changes in physical and other human capital, and
the constant term in (27) captures time-specific factors that have common effects on
per capita income across countries.'* Growth can also be linked to the Solow neoclas-
sical growth model where changes in technology and physical and human capital are
sources of growth [see Jones (2002, pp. 54-62)]. These factors fit under the AZ;; term
in Equation (27).

By adding and subtracting ;S;;—1 to the right hand side of Equation (27), we obtain

AIn(yir) = Po + BiASic + AB:Si—1 + P2 AZis + e (28)

The coefficient on ASj; is interpreted as the average return to schooling across countries
over the sample period, and the coefficient on S;;_1 gives the change in the return to
schooling over the sample period.

Equation (28) typically is estimated using average annual rates of change in per
worker income over 5, 10 or 20-year intervals. For example, Benhabib and Spiegel
(1994) estimated a human-capital model similar to (28) and found that the change in
schooling had virtually no effect on changes in GDP per capita, but that the beginning
period or initial level of schooling has a positive and significant effect. They justify this
outcome by explaining that higher levels of education in the workforce lead to more
rapid assimilation of existing technologies as well as more rapid innovations of new
technologies. Topel (1999) argued that the Benhabib and Spiegel results were biased
because they used logarithmic measures of schooling rather than the levels as suggested
by the Mincerian specification. Krueger and Lindahl (2001) argue further that measure-
ment errors in the international schooling data bias the coefficients. Correcting for these
specification and measurement errors, Krueger and Lindahl found that a one-year in-
crease in average schooling raised annualized growth in GDP per capita by as much as
30% over a twenty year period. This is consistent with the average of the male and fe-
male returns reported in Figure 4. However, using a similar regression specification but

14 In the differencing process, the random individual-specific effect (&;) is difference out.
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different measures of education and physical capital, Pritchett (2001) finds negligible
returns to schooling.

Researchers have found larger positive returns to schooling when longer time hori-
zons are used in the averaging process, e.g., 10 year averages versus 5 year averages.
Moreover, these estimated returns are higher than the private returns, suggesting that
education generates positive external benefits to the economy as a whole.

Three issues could affect the interpretation of these results. First, there is the question
of causality, i.e., does education cause income growth or does income growth make
it possible to finance schooling either publicly or privately [Jones (2002)]. Bils and
Klenow (2000) attempt to address the issue of causation between income growth and
school enrollment rates. They used a calibrated version of the Mincerian relationship
over a set of 85 countries and concluded that the impact of schooling on growth is less
than one-third of that implied by the estimated cross-country growth coefficient. They
also found that the size of the reverse causal effect from growth to schooling can be large
enough to explain all of the cross-sectional effect. Both Krueger and Lindahl (2001) and
Pritchett instrumented the schooling growth variable, but obtained opposite results. The
true macroeconomic impact of schooling on growth remains elusive, and the linkage
between macroeconomic and microeconomic estimates of the impact of schooling on
labor productivity is open to further research.

Second, measurement errors in schooling exist in both the level and change form
and they have implication for estimation of Equation (28). Recall that the coefficient on
Sis—1 18 AB;, so if returns are constant over time, then AB; = 0. Measurement errors
in schooling will bias these estimates toward zero. Furthermore, Krueger and Lindahl
found that the estimate of AB; was sensitive to the inclusion or exclusion of physical
nonhuman capital in the vector of other variables AZ;;. Some estimates were negative,
while others were so implausibly large as to imply that schooling levels are responsible
for all growth in GDP per capita.!> Nevertheless, it seems likely that the average level
of schooling does affect the rate of growth, even if the effect is not precisely estimated.
The reason is that rates of growth in capitalist markets with the highest levels of school-
ing have consistently outpaced rates of growth of the countries with the lowest levels
of schooling, leading to a steady widening of the gap in income between the richest
and poorest countries [Pritchett (1997)]. While other explanations can be advanced for
this result, the role of schooling levels in raising long run growth rates has a strong
theoretical appeal [e.g., Romer (1990)] that awaits a more definitive empirical test.

Finally, years of schooling that may be a satisfactory indication of relative education
within a country may be fraught with error in a cross-country specification of (28). Vari-
ation in school quality across countries means that the average years of schooling will
be a noisy measure of the average human capital stock. Hanushek and Kimko (2000)

15 The lower bound of Krueger and Lindahl’s positive estimates is about 0.003 log points of growth for every
year of average educational attainment which would translate to roughly 2.6% growth in per capita GDP per
year when evaluated at average world education levels. Average growth over the last 50 years was 2.2%.
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undertake an examination of the impact of school expenditures per child and student
cognitive performance on various international tests of academic achievement in math-
ematics and science. Consistent with the microeconomic evidence reviewed by Glewwe
(2002), they show using data for about 80 countries that school expenditures per student
is a relatively weak predictor of real income growth but that measures of school quality
that can be associated with improvements in cognitive test scores are extremely impor-
tant to later growth. Furthermore, the link between labor force quality and economic
growth holds even when various subsets of East Asian countries are excluded. Their
results suggest that a promising avenue for linking the macroeconomic and microeco-
nomic studies is to use measures that are more closely tied to cognitive attainment in
the growth analyses.

The presumed existence of positive externalities from schooling is a major justifica-
tion for public subsidies for education. Returning to Figure 5, we find that as average
educational attainment for women rises by one year, the proportion of women engaged
in agriculture declines by 19%. Increases in male education also lower agriculture’s
share of employment, but the effect is half as large. The relationship is nearly linear, so
the proportional decline in labor or out-migration from agriculture is constant as levels
of education rise. Some have considered this outmigration from agriculture to be a form
of “brain drain” from rural areas. This seems to be a misnomer. The education levels
of those remaining in agriculture rise as well, but the process of development appears
to raise returns to human capital in cities faster than it raises returns in the countryside,
a theme to which we will return later.

With improvements in human capital and the shift of labor out of agriculture comes
a change in how men and women allocate their time. Much of the academic literature
has concentrated on changes in women’s time allocation, but it is clear that there are
dramatic changes in how men allocated their time as well, in terms of occupational
and educational choices, residential choices, and time spent in work versus leisure over
the lifetime. Nevertheless, the process of development does not affect male labor force
participation rates at prime ages, which is not true for women.

The cross-sectional relationship between labor supply behavior and women’s ed-
ucation is illustrated in Figure 8. Several scholars [Sinha (1967); Durand (1975);
Psacharopoulos and Tzannatos (1989); Goldin (1995); Mammen and Paxson (2000)]
have identified a U-shaped pattern in women’s labor supply behavior as economic de-
velopment progresses. The story behind the U-shape is that early in the development
process, labor market opportunities expand off-farm rapidly. These opportunities dis-
proportionately raise the value of time of men, either because men are more likely to
engage in physically demanding factory work or because male education levels rise
faster than that for women. Rising male wages combined with constant value of time
for women results in an income effect away from women’s work and toward nonmarket
activities such as child or home care. Later in the progression of development, women’s
education also begins to rise, raising their opportunity cost of time. The rise of white-
collar jobs as the economy develops and the opening of occupations to women appear
also to be related to the movement of women into the labor market [Goldin (1995)].
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Figure 8. Log percentage women in labor force aged 25-44 and average years of women’s education. Pre-
dicted and actual values 1998.

This story hinges on two presumptions that may or may not be correct: that ed-
ucational and off-farm opportunities rise more rapidly for men than women early in
development and that for women, income effects for leisure are dominated by substitu-
tion effects away from leisure as women’s wages start to rise. These assumptions may
hold in some countries and not others. In addition, variation in women’s labor supply
behavior out of the home across countries can be strongly influenced by local tastes and
customs. Nevertheless, the hypothesized U-shape is supported by the simple data plots.
Taken literally, the regression indicates that women’s labor supply behavior declines
until school attainment reaches 5 or 6 years and then rises thereafter.

An alternative interpretation consistent with the stylized Ben Porath model is that
there may be little change in the value of market time as years of schooling completed
increases in the range of one to five years. By 5 years of schooling, permanent literacy
is usually attained,'® and beyond that, years of schooling appear to have a rising effect
on the value of market time. The value of time for women who have less than five
years of schooling will reflect largely the ability perform physical work, and the value
of this type of work may be greater in the rural household than in the labor market.
However, as schooling levels rise above five years, women will have enough human
capital to begin to engage in some skilled work whose value outside the household may
dominate that in the household. Higher levels of schooling open up even a wider range

16 This rule of thumb may hide considerable variation. Lloyd (2005, Figure 3-3) showed that across seven
African countries, literacy rates for women with 5 years of schooling varied from 15 to 90%.
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of skilled jobs to women in open societies. Consequently, the pattern of rising female
labor supply beyond five years may just reflect the relative value of human capital at or
beyond literacy attainment in off-farm versus on-farm activities.

The U-shape is more apparent when following labor supply patterns over time within
a country. In the United States, for example, Goldin reports that labor force participation
rates for married white women rose from under 15% in 1890 to 50% in 1980, but the
change was not smooth or steady over the time period, e.g., major increases occurred
during World War I and II which were followed by a post-war decline.

The cross-sectional relationship is also clouded by measurement problems in distin-
guishing between home production and labor supply in family farm enterprises [Schultz
(1990)]. For example, women’s time in home and farm production activities may be
highly complementary and subject to joint products. A woman engaged in tending a
family plot may also be tending children at the same time. It is difficult to distinguish
between such jointly productive activities, and so there may be considerable error in
characterizing women’s work. Nevertheless, it is clear that the type of work that women
do changes as development progresses. In the poorest countries, female labor force
participation approaches 90%. This is well beyond the highest levels reported for indus-
trialized economies. Women in these poorest countries are mainly engaged in unpaid
physical labor for family enterprises. In the industrialized economies, most women are
engaged in skilled paid work away from home.

Part of the public return from schooling is in the reallocation of male and female labor
across sectors, and in the diversification of the economy which allows a greater degree
of specialization according to comparative advantage. These gains occur in the formal
labor market, but significant gains occur in home production as well. One of the avenues
by which education can generate external benefits was illustrated in Figure 6 and two
others in Figures 9 and 10. These gains are related to increases in life expectancy and
reductions in infant mortality and fertility. Much of the literature has concentrated on
the role of women’s education in generating these welfare gains. In fact, development
policies have concentrated on stimulating education for girls on the presumption that
girls’ education generates more externalities than boys’ education, an assumption con-
sistent with the higher estimated impact of girls’ education on GDP per capita. What
has been less commonly discussed is that married men and women should have similar
objectives with respect to the number and health of their children, so that male educa-
tion levels may have similar effects (in sign if not in magnitude) to those of women’s
education on these welfare indicators.!” Also, in countries where individuals “choose”

17 As an example, Johnson and Skinner (1986) examined whether divorce causes female labor supply or
female labor supply causes divorce. Following married couples longitudinally, they found that when both the
husband and the wife worked continuously after entering marriage, likelihood of divorce was not affected.
Presumably, the husband’s and wife’s anticipated labor supply behavior was already incorporated into the
marriage contract, so the wife’s labor supply should not affect the probability of marital dissolution. Similarly,
one would expect that number of children and interest in child care would be subjects agreed upon before
entering marriage. It should be noted that these marriage contracts are not based on full information. Johnson
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Figure 9. Log infant mortality and average years of women’s education. Predicted and actual values 1998.

their own spouse, matching seems most likely to occur on education. This means that
these societies will be quite open to educating girls.

As shown in Figure 6, increases in male and female education levels both raise life
expectancy, but the effect is 3 times larger for women’s education than for men. Taken
literally, the gains in life expectancy from women’s education dissipate after 14 years
of schooling, but dissipate at 5 years of men’s schooling. Both male and female educa-
tion lower infant mortality. The impact is one-third larger for women’s education than
for men’s education, suggesting a 19% or a 14% decline in infant mortality for every
additional year of schooling for adult women and men, respectively.

The decline in mortality that accompanies the agricultural transition and the improve-
ments in human capital will temporarily raise the population rate of growth. Without a
change in the birth rate, reductions in the death rate would lead to rapid population
growth that would threaten to reverse the initial gains in the country’s development.
Thus, it is critically important that fertility rates decline as a country develops. An addi-
tional year of average schooling for women lowers the fertility rate by 11% in Figure 10.
The effect is concave and dissipates at about 15 years of schooling. Equally important
is that fertility declines with improvements in male education levels, although the effect
is about one-third smaller than for women’s education.

and Skinner found that women who ultimately divorce were more likely to have entered the labor force 2-3
years before the divorce, suggesting that as the probability of divorce increases, women are more likely to
work.



Ch. 43:  Agriculture and Human Capital in Economic Growth: Farmers, Schooling and Nutrition 2315

25

Infy] = - 114"EDF + O04*EDF2 - D67EDM, R-Syuare = 70, N=433
60 @6 @6
Regression also includes year dummies and a constand
15
&
E .
w
2 .
= [
1 T
.
L] - "
== = o L] »
& = w
= » = ]
L i "a
5
~ a
o .
a 2 4 =1 a o 12 14

Average Years of Women's Educalion
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A common finding in all of these studies is that the measure of external health benefits
from women’s education is larger than that for men’s education, but that the effects are in
the same direction. This has been used to argue that there is underinvestment in female
education relative to male education [Schultz (2002)]. Nevertheless, positive external
benefits apparently arise from both boys and girls education.

5. Production of health, nutritional inputs, and work

Fogel (2004) has forged more strongly the links between physiological capital, nutri-
tional intake of individuals, and economic growth. Physiological capital is a part of
human capital broadly defined and related to health. Human capital was developed to
explain differences in earnings between occupations, industries, regions, and life stages,
using differences across individuals in education/schooling and on-the-job training. The
concept has expanded to include health and information. The health capital concept was
developed to explain the demand for goods and services that offset the depreciation rate
on the initial endowment of health of an individual over a life cycle. Although the the-
ory behind health capital takes for granted physiological capital, it does not deal with
it explicitly. Health capital takes as exogenous an individual’s health stock at birth and
considers how later investments in health care can reduce the health stock’s rate of de-
preciation. It does not address why some individuals are born with a greater stock of
physiological capital than others, and it does not recognize the relationship between the
size of the initial stock of physiological capital and rate of depreciation of physiological
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capital. Nor does it encompass the effect of an individual’s date or country of birth on
his or her initial stock or rate of depreciation of physiological capital. Furthermore, the
theory of health capital does not confront the issue of how the average initial stock of
physiological capital changes from one generation to another or why it differs across
countries.

Improvements in physiological capital are reflected in larger stature and improved
body-mass index (BMI) of populations over time [Fogel (2004)]. Variations in height
and weight are associated with variations in the chemical composition of the tissues that
make up vital organs, in the quality of the electrical transmission across membranes, and
in the functioning of the endocrine system and other vital systems. Nutritional status, as
reflected in mature height and weight for height, are critical links connecting improve-
ment in technology to improvements in human physiology. The early onset of the de-
generative diseases of old age has been linked to inadequate cellular development early
in life, including intrauterine development. Fogel’s theory of technophysio-evolution
[Fogel (2004)] implies that health endowments in a given population change (on aver-
age improve) over time, and that they differ across countries that are at very different
stages of development.

5.1. Micro-evidence

The microeconomic evidence of impacts of malnutrition on health and labor produc-
tivity is reviewed. First, consider the theoretical issues associated with estimating a
person’s or household’s health production function. Let H be an individual’s true health
status, N be a vector of human nutritional intakes, and E be a vector of time invest-
ments in health such as exercise and acquisition of health-related knowledge. Zpy is
a vector of observable individual and household attributes, u is an unobservable indi-
vidual health endowment, and ey is a random measurement error. An epidemiological
health production function can then be written as

H=H(N,E;Zy, i, en). (29)

Many studies have collected data on individual attributes such as sex, race, marital sta-
tus and education as the elements of Zy and information on the elements of N and E
to estimate the effects of nutritional and exercise choices on measures of health. If in-
formation is missing on the health endowment, this will bias the estimated coefficients
of the included variables, and often, lead to perverse results.

To see why, we must take explicit account of the individual’s decision-making
process. Following the pioneering work by Grossman (1972a, 1972b) and the human
capital model of Section 2, we embed the health production function into an individ-
ual’s utility function

U=UH,L,X), (30)

where L is leisure and X is a composite good that is purchased in the market and does
not affect an individual’s health. His or her time constraintis 7 = L + E + h, where h
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is hours of work for pay. The individual is assumed to maximize utility, subject to the
budget constraint

k
V+W(T —L—E)=) PN+ P.X, (31
i=1
where V is nonlabor income, W is an individual’s hourly wage (assumed here to be
unaffected by health) and P; and P; are the prices of nutrients and other goods, respec-
tively. The reduced-form demand equations for nutrients, time investments in health,
hours of work for pay will be of the form

NZN(P17P29""P]<7P)C7V7W72H5M)a
E:E(Pl’P27"'1PkaPX7V’WszH7M)’
h:h(P11PZ""vpkvp)CsVsW?ZH?M)‘ (32)

Without information on the unobservable health endowment, it is now clear why direct
estimation of (29) is problematic. The endogenous variables N and E depend on . If u
is excluded from (29), the error term will include ©« which will be correlated with the ob-
served health inputs. Consequently, the estimated coefficients from the epidemiological
production function will be biased.

Missing information on the health endowment can lead to bizarre findings in cross-
sectional estimation of health outcomes. For example in a sample of young adults,
Miller (1986) found that smokers tended to have larger than average lung capacity rela-
tive to nonsmokers. The reason is that asthmatics and others with poor pulmonary health
endowments never started smoking. Conversely, those individuals who started smoking
at a young age typically had stronger lung capacity when they first start smoking. Hold-
ing the initial health endowment fixed, the adverse consequences of smoking are more
apparent in longitudinal studies that show that lung capacity declines with every addi-
tional year of cigarette smoking.

Similarly, epidemiological studies have frequently failed to find a positive impact of
early prenatal care on the health of newborn babies. Rosenzweig and Schultz (1983)
found that this odd result was due to the fact that pregnant women who were healthier
were more likely to delay visiting the doctor, while women who had poor health endow-
ments used doctors more intensively. When endogeneity of a woman’s doctor visits is
taken econometrically into account, the expected positive effect of doctor’s visits on the
baby’s birth weight, a measure of infant health, occurs.

In the United States, empirical evidence shows that when farmers produce hogs using
confined housing for farrowing and finishing, they have increased incidence of short-
term respiratory problems. However, it is difficult to find evidence of longer-term loss
of pulmonary function [Hurley, Kliebenstein and Orazem (2000)]. The reason is that
those producers who have the lowest ability to adapt to the environmental hazards asso-
ciated with hog production either never enter the sector or else exit once adverse health
outcomes are experienced. Hence, when individuals self-sort into occupations based on
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their initial health status, farmers who select confined hog production disproportionately
come from the tail of the health endowment distribution that can best accommodate the
adverse consequences without becoming seriously ill.

Randomized experiments in which nutrient intake and/or time investments in health
are exogenously varied could generate unbiased estimates of the impact of N and E
on H. However, it can be difficult to extrapolate from such laboratory studies to ac-
tual behavioral outcomes. The primary reason is that the unconstrained choices of
consumers in the market may not reflect the constrained choices dictated by the ex-
perimental design. Constraining the choices of consumers by, for example, limiting
consumption of red meat will generally lead to increased consumption of other foods,
which may have their own negative health consequences.

In developing countries, one method by which the level of N can be varied is by the
deployment of government programs aimed at influencing health outcomes. Such de-
ployments are partial rather than complete and are common because a government can-
not afford to make universal implementation, or because the deployment is conducted
in stages. Such programs include the installation of public health clinics, sanitation
systems, tube wells or other improvements to water supplies, nutritional supplements,
vaccination programs, and health educational programs. By locating these programs in
some locations but not others, one can estimate the impact of the government inter-
vention by comparing health outcomes in areas receiving the program against health
outcomes in places in which the program is not yet (or never to be) deployed.

These quasi-experimental designs are rarely randomized because the government
naturally wants the program to be deployed where it will have the largest effects
[Rosenzweig and Wolpin (1986)]. Alternatively, the households that would bene-
fit greatly from the program may relocate to take advantage of the new program
[Rosenzweig and Wolpin (1988)]. Either of these problems makes the occurrence of
the health intervention conditional on unobservable health endowments at either the in-
dividual household or community level, recreating the endogeneity problem we were
trying to sidestep in the first place.

The problem of human migration from the control to the treatment areas can be over-
come, but it requires that researchers create a good baseline estimate of health outcomes
in the target population before the policies are announced and implemented. Then, one
can difference-out the unobserved health endowment effect by examining changes in
the health outcome from data before and after project’s implementation date. The prob-
lem of strategic choice of treatment areas is more difficult to correct. However, if the
criteria used for selecting an area for program implementation are known, they can be
used to correct for the nonrandom selection of the treatment areas for program imple-
mentation.

The most ambitious experimental application of health interventions is the Progresa
program recently implemented in Mexico. This program combines a health and nutrition
program with a targeted income transfer program that is conditional on children being
in school, not working, and attending a health clinic. The enhanced income improves
child nutrition. Preliminary empirical findings suggest that children in the program have
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improved health outcomes and increased schooling, but the linkage between the two
cannot be established.

An explicit randomized experiment that resolved the selection problem was the
treatment of school-aged children for intestinal worms in Kenya [Miguel and Kremer
(2004)]. Children who were scheduled to receive the treatment earlier had absentee
rates that were 7 percentage points lower than children who were randomly assigned to
a group scheduled to receive the treatment at a later time. Children who were treated
grew faster and had fewer intestinal diseases, so one could relate the improved school-
ing to improved nutritional health. No associated increase between treatment and test
scores occurred, although it may be that the time frame was too short to observe signif-
icant changes in cognitive skills associated with the increased time in school.

A nonexperimental alternative to the endogenous treatment problem is to find instru-
ments that affect N or E but not H directly. The reduced-form demand equation (32)
provides several plausible instruments, namely V, W, P;, and P,. The role of an indi-
vidual’s income and wage data is somewhat problematic. A strong positive correlation
exists between income and caloric intake. Ray’s (1998) survey of 26 studies covering
15 countries found universally positive effects of household income on caloric intake.
However, the proper instrument should not be actual household income, which depends
on the endogenous hours of work decision. In addition, an added problem of potential
simultaneity exists when income is measured by aggregate household expenditures in
households where a large fraction of total expenditures are for food.'8

Better instruments are food prices, which are exogenous to individual household be-
havior and have no direct impact on human health. Strauss (1986), Sahn and Alderman
(1988), and Chen et al. (2002) have used food prices to successfully identify nutritional
inputs. Alternatively, time costs such as distance to health-service providers have been
used sometimes to identify the use of health clinics [Behrman (1996)], and Chen et al.
(2002) used wages to identify time spent in exercise. Another identifier is child’s health
status at an early age because any health investments in children cannot be made on the
basis of innate ability which cannot be observed until a child reaches age 2 [Glewwe,
Jacoby and King (2001)].

An alternative way to illustrate the importance of the unobserved health endowment
is to derive a proxy measure of the endowment, i, and then to estimate its impact on the
choice of health inputs. Rosenzweig and Schultz (1983) proposed deriving an estimate
of u from the residuals of the reduced-form epidemiological health production function

H=H(P19P2""7Pk7anV1W7ZH’ZU;M)’ (33)

where p will be in the error term. If the instruments are truly exogenous, they will be
uncorrelated with .!° The error term will include p as well as random measurement

18 When instrumental variable procedures are used, standard errors should be adjusted for heteroscedasticity
caused by individual time-invariant effects by using White standard errors [Wooldridge (2002)].
19 1f the wage and nonlabor income are a function of health, they will need to be excluded.
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error in H that are orthogonal to the regressors in (33). This noisy estimate of p can then
be inserted into an estimable form of Equation (33) to derive an estimate of the impact
of w on N or E. Naturally, the random error in the estimate of u will bias its impact
toward zero, so this procedure is more suggestive than definitive. Nevertheless, they do
yield reasonable implications. In the original Rosenzweig and Schultz study, mothers
who had better health endowments do not consult doctors as early in their pregnancies,
have more children, and have more children at an older age than did mothers with lower
estimated values of w. Chen et al. (2002) found that individuals who had better health
endowments (as measured by the error term from a reduced form equation explaining
low blood pressure) also engaged in more exercise and purchased fewer medicines.

5.2. Effects of nutrition on physical and mental development

Dasgupta (1993, Chs. 14, 15) and Fogel (2004) review the epidemiological evidence
relating early malnutrition to health. Malnutrition in the first three years of life and ill-
nesses associated with malnutrition can permanently affect physical stature at maturity.
Mild malnutrition causes children to play less and sleep more. Over time, persistent
undernourishment will retard development of motor skills. There is evidence that nu-
tritional rehabilitation can reverse the adverse effects of malnutrition in mild cases,
although the process is slow. In more severe cases, the damage may be irreversible. For
example, severe malnutrition leads to wastage of heart muscle mass and it can retard
brain development.

Few studies of early child nutrition have explicitly confronted the endogeneity of
food choices. Nutritionally stressed households must choose how to allocate calories
across the household members. In such households, some children may be favored at
the expense of others. For example, in parts of South and West Asia, survival rates are
higher for boys than girls [Rosenzweig and Schultz (1982)]. This is in contrast to the
typical case that girls are less frail than boys. The enhanced relative survival rates for
boys in these areas have been tied to differential access to food, medicine and parental
care between boys and girls [Schultz (2001)]. The survival advantage for boys decreases
in regions where a stronger labor market exists for females.

For older children, malnutrition has been associated with poorer schooling outcomes
[Behrman (1996)]. In theory, child health and child schooling are jointly determined
by parents, so the ordinary-least-squares (OLS) estimate of the effect of health or
nutrition on school achievement will be subject to simultaneity bias. In addition, mea-
sured health indicators such as height-for-age or body mass are invariably subject to
the measurement error, ep, which will also cause bias in estimated regression coeffi-
cients of measured health on schooling. The direction of these two biases is unclear,
but instrumental-variables methods can be used to correct for both the endogeneity and
measurement-error problems [Greene (2003)]. In practice, the instrumental-variables
method has proven to have large effects on the magnitude of the health or nutrition
coefficients on cognitive development.
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Glewwe and Jacoby (1995) found that malnourished children in Ghana were more
likely to delay entry into school, but that instrumenting nutrition with food prices re-
duced the effect by 40%. In their study of child achievement in the Philippines, Glewwe
and King (2001) found that a similar price-based correction for endogeneity raised the
impact five-fold. Another study of Philippine data which used early child health as an
instrument similarly found large effects of health on schooling outcomes [Glewwe, Ja-
coby and King (2001)]. Alderman et al. (2001) found that in Pakistan, correcting for
endogeneity raised the effect of nutrition on enrollment three-fold.

While there have been too few studies to determine the direction of these biases,
correcting for endogeneity and/or measurement error has not reversed the sign of the
estimated OLS results. The general conclusion from both OLS, instrumental-variables
estimation, and experimental methods is that enhanced nutritional status increases in-
vestment in and (often) returns to schooling. Nevertheless, the large change in estimated
coefficients associated with instrumenting for education or health suggests that re-
searchers must take these biases into account.

5.3. Nutrition and labor productivity: Micro-evidence

In the previous section, we assumed that wage rates did not depend on a worker’s
health or nutrient intake. However, if improved nutrition raises human physical and
(or) mental capacity, then individual marginal product will increase. Numerous empir-
ical studies have investigated this presumption, and Strauss and Thomas (1998) and
Behrman (1999) offer detailed reviews of this literature. We summarize their findings
and refer the interested reader to those papers for the details.

Studies differ by choice of dependent variable; some use a direct measure of pro-
duction (output, profit, net revenue), and others use the market wage as a measure of
marginal product. Studies also differ in choice of the primary regressor of interest; it
might be a direct measure of health (H) or health inputs (). Because an individual’s
income is causally related to his or her nutrition and health, a regression of income or
wages on health will be subject to simultaneity problems. In addition, measurement-
error problems are associated with the use of H or N. Once again, it seems that
instrumental-variable methods should be used to derive valid inferences regarding the
impact of nutrition or health on labor productivity and standard errors should be ad-
justed for unobserved heterogeneity [Wooldridge (2002)].

Height at maturity has been used as a summary indicator of long-term health sta-
tus. Height, however, is positively correlated with educational attainment. Both health
and education are human capital investments that are positively affected by a low rate
of time preference for intertemporal consumption choices as shown in the conceptual
model of Section 2. Furthermore, better nutrition while young leads to both better phys-
ical and better mental development. Concentrating on empirical studies where results
were statistically significant, the effect of an individual’s height on individual wage or
productivity is positive in almost every study surveyed by Behrman (1999). The effect
of an individual’s height goes beyond its impact on the physical strength to do work.
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Strauss and Thomas report that the steepest relationships between individuals’ wage and
height are for the more educated groups in Brazil and the United States. Similar results
were obtained when body-mass index (BMI) is substituted for height as the summary
measure of good health except that the BMI impact appears to be nonlinear.” Conse-
quently, it is possible to obtain negative as well as positive wage elasticities with respect
to BMI.

A major advantage of height and weight measures is that they are relatively easy to
take, requiring simple measurement device and only a small amount of training to ob-
tain high quality data. Hence, they have relatively small measurement errors.>! Caloric
intake is a measure of nutrition that is typically collected using a respondent’s recollec-
tion of the last one-to-three days of food consumption. This method requires conversion
of food availability into calorie levels. Given the heterogeneity of intake across days
of the week and months of the year, caloric intake data have relatively large measure-
ment errors. Furthermore, the elasticity of an individual’s wage or output with respect
to caloric intake tends to be small compared to elasticities with respect to height or
BMI. Nevertheless, they are usually positive, supporting the conjecture that improved
nutrition makes workers more productive.

If employers take the impact of higher wages on nutrition (and thus productivity)
into account in setting pay, it is possible that wages will be set above the market clear-
ing level. Leibenstein (1957) raised this possibility first for developing countries, but
it came into prominence as a rationale for Keynesian fixed-wage and unemployment
in developed country contexts of the 1980s.>> To make the story more precise, let a
worker’s effort or energy be given by e(w), where the worker’s consumption of nutri-
ents, Py N, is a positive function of the wage rate. The presumption is that the added
energy associated with a higher wage comes from the physics of work [Fogel (1994)] —
added physical strength is fueled by larger nutritional intake.

The firm’s short-run revenue function can be written p - g(£ - e(w)) where p is the
output price and £ is the number of workers. Assume that workers have a value of time
outside the firm, or opportunity wage, equal to v. The firm chooses £ and w so as to
maximize profitmw = p - ¢ — w - £. The first order conditions are

e(w)pqg —w =0, (34a)
epq'e’'(w) — £ =0. (34b)

By solving for pg’ in (34a) and substituting into (34b), the optimum choice is char-
acterized by ¢/ (w) = eTw) so that the marginal product of the wage is set equal to the
average product of the wage. This condition does not depend on £, p or ¢’, which im-

plies that if w > v, the wage is set independent of current product demand for ¢ and

20 BMT is defined as weight (in kilograms) divided by squared height (in meters).

21 In the U.S., women uniformly under-report their weight. Men, however, at less than 220 pounds over-
report, while those over 220 pounds tend to under report [Lakdawalla and Philipson (2002)].

22 See reviews by Akerlof and Yellen (1986) and Stiglitz (1987).
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Figure 11. Tllustration of the optimum wage, w*, in the efficiency wage model.

fluctuations in the output price will not affect the optimum wage. More importantly,
even if the wage is above the outside value of time v, the firm will not lower the wage
rate. This means that the wage may be set above the market clearing level, with the
balance of the population earning v or being unemployed.

Furthermore, this outcome can only occur if a nonconcave region exists in the work
effort function, as illustrated in Figure 11. If work effort is concave in w at all wage
rates, the first-order conditions will be satisfied at w = 0, and the firm will set the wage
at v, the opportunity wage of the worker. Although many variants on this theme exist, all
have the feature that wages will be rigid in the face of persistent rural unemployment. As
Rosenzweig’s (1991) review illustrates, no convincing evidence exists of sticky wages
in rural areas. Furthermore, Swamy (1997) argues that although actual wages paid to
day laborers in rural India are higher than subsistence (i.e., w > v), they are simply too
high relative to the marginal product of caloric intake to be consistent with the profit
maximizing behavior (i.e., w > w*). Hence, he concludes that wages are not being set
with regard to their impact on nutrition.

Why do these models fail to fit well? One reason is that the firm may be owned by the
workers, e.g., self-employed and unpaid family labor. High levels of self-employment
and family enterprise characterize developing countries [Gollin (2000)]. It is plausible
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that Pareto-superior resource allocations would be fostered in household enterprises
because the unemployed that would prefer to work would surely be allowed to do so.

5.4. Nutritional and labor productivity: Macro-evidence

Following Fogel (1994, 2004), the labor productivity of poor countries may be related to
nutrient intake or availability. For example, FAO provides data on DES, dietary energy
supply available from a country’s domestic food production. Increases in DES are an
outcome of the Green Revolution. DES is not perfect because it ignores the impact of
net food imports and net food inventory change on currently available human energy
from food.

Consider the following modified version of Equation (28):

Aln(y;) = Bo + B1AS; + yiAIn Ny + AyyIn Ny + B2 AIn(K /L) + e, (35)

where N; is average nutrient availability of workers in time period  and K /L is the
average capital-labor ratio. Although Equation (35) permits the impact of nutrition on
growth to change between ¢ and ¢ — 1, this seems only to be inviting estimation problems,
given the quality of the available data. In our reported estimates, Ay is set equal to
zero.?3

We compiled data from the World Bank and FAO on 43 countries that the World Bank
classified as low- or middle-income in 1970. There are 29 low-income countries and
14 middle income countries [Abdulla (2004)]. These are countries that are at a level of
development where human energy availability could be expected to affect growth [Fogel
(1994)]. Dietary energy supply (DES) is derived by FAO through the food balance sheet
approach [FAO (1996, p. 40)]. Total food supply is based on information relating to
domestic food production and net exports, food wastage from farm to retail, inventory
changes, and nonfood use of food products.?* Nutrient availability is defined as dietary
energy supply (DES) per worker. Rates of growth (or change) of a variable is expressed
as decade average rates of growth (or change) over 1961-1969, 1970-1979, 1980-1989,
and 1990-1999.

Restricting Ay, to zero and fitting Equation (35) to these country aggregate data, we
obtain the results reported in Table 1. Regressions (1)—(3) are various OLS specifica-
tions. In regressions (1), the change in the literacy rate (schooling) has an estimated
coefficient that is significantly positive. However, in regression (2), the coefficients of
the log change in the literacy rate is not significantly different from zero. We conclude
that the specification of literacy used in regression (1) is better. When change in dietary
energy supply per worker is included but the change in the literacy rate is excluded

23 Several reasons exist. First, the estimate of Ay will reflect the change in the returns to nutrient availability
over time, so if the return is constant, the estimate of this change should be zero. Second, if energy availability
is measured with error, the estimate will be biased toward zero.

24 FAO acknowledges that data on domestic food production and net trade are frequently subject to significant
error, but an average over several years is better than a single-year measure.



Table 1
Model explaining decade average rates of growth of real GDP per worker, 42 low- and middle-income countries, by decade 1960-1999

Regression/ Estimated coefficients R? N Estimation method
equation Intercept d(literate) d In(DES/worker) d In(capital/worker) d In(literate)
1. dlny 0.030 0.007 0.003 0.111 — 0.136 168 OLS
(8.86) (1.86) (1.64) (4.03)
2. dlny 0.032 — 0.004 0.108 0.121 0.123 168 OLS
(10.29) (1.81) (3.92) (0.96)
3. dlny 0.035 — 0.004 0.106 — 0.118 168 OLS
(16.6) (1.85) (3.84)
4. dlny 0.029 0.007 0.003 0.110 - 0.136 168 Random effects GLS by
(8.85) (1.85) (1.64) (4.03) country
5. dlny 0.030 0.008 - 0.120 - 0.122 168 Random effects GLS by
(9.00) (2.05) (4.48) country
6. dlny 0.029 0.007 0.006 0.102 - - 168 IV [instrument for
(8.45) (1.61) (1.18) (3.24) dIn(DES/worker)]
7. dlny 0.029 0.006 0.008 0.117 - - 168 IV [for d In(DES/worker)]
(8.42) (1.49) (1.47) (4.35) and random effects GLS
by country
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(regression (3)), the estimated coefficient of energy from food is 0.004, and it is signif-
icantly positive. Investment in capital per worker is shown to contribute positively and
significantly to per worker income growth in all three specifications.

The 43 countries in our sample seem unlikely to be impacted equally by country-
specific random effects associated with political, social, and economic conditions. Re-
gression (4) and (5) report models where country-specific random effects are included.
The statistical significance of the changes in the literacy rate and DES are unchanged
relative to regression equation (1). In regression (5) where the change in DES is ex-
cluded, the estimated coefficient of the change in literacy is only slightly different from
and relative to its coefficient in regression (4) and (1).

Another issue is that current measures of DES almost certainly contain significant
measurement errors that will lead to bias in the coefficients. Furthermore, the measures
of DES are heavily based on agricultural production which is also a component of the
numerator in the labor productivity measure that is used as the dependent variable. Con-
sequently, the DES measures are endogenous by construction. One method for dealing
with these problems is to instrument the change in DES [Greene (2003, pp. 86, 88-90)].
To test this hypothesis, we instrument food energy availability and refit Equation (34).2°
These results are reported in regression equation (5). Although the size of the estimated
coefficient of nutrient availability doubles, it remains statistically weak.?® Finally, we
combine country-specific random effects and instrument food energy and report the re-
sults in regression equation (7). In this equation, neither the estimated coefficient on
food energy nor that on the literacy rate is significantly positive at the 5% level.?’

Smith and Haddad (2000) also conducted a cross-country investigation of the de-
terminants of improved child nutrition status across countries and across time. Our
interpretation of their results (see Footnote 6) is that roughly half of the improvement
can be attributed to increased parental education, a quarter to improved food availability,
and about one-fifth to improved water and sanitation conditions.

25 As instruments to predict energy availability we use the production of corn, rice, wheat and milk per worker
at the beginning of each decade. See Abdulla (2004).

26 Ayila and Evenson (2004) report a positive and significant effect of the change in DES per person in
agriculture on the change in agricultural sector TFP for a set of 77 poor and middle income countries over
1961-1980 and 1981-2000. It makes little difference whether DES is instrumented in their results.

27 Papers by Arcand (2001) and Wang and Taniguchi (2004) report per capita income growth equations in-
cluding initial period nutrient availability and per capita GDP. Their specifications are equivalent to setting
y1 = 0 and allowing Ay; # 0 in (17). These studies seem to miss the dominant result predicted by Fo-
gel (1994, 2004) in an enhanced Solow neoclassical growth model (including human capital and technical
change), which is that change in real income per worker should be related to the change in nutrient availabil-
ity per worker. Arcand and Wang and Taniguchi seem to be fitting some type of empirical growth convergence
model [Jones (2002)], but their work fails to address the more important issue of the contribution of nutri-
ent availability to steady state growth and some of their regressions include low, middle, and high income
countries, which have very different histories of physiological capital development. Furthermore, nutrient
availability in a given year can be measured with large error, but the average change in nutrient availabil-
ity over a decade can be quite accurately measured. Hence, some caution should be used in interpreting the
Arcand (2001) and Wang and Taniguchi (2004) results.
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We conclude from these results that for poor and middle income countries, education
measured as the literacy rate is a more important determinant of growth than dietary en-
ergy supply (DES). In fact, if we delete DES from Equation (35), and use regression (5)
in Table 1, a one percentage point increase in the literacy rate of the low and middle
income countries increases the rate of growth of labor productivity by 0.8% per year,
an increase of 22% over the average labor productivity growth of 3.5% per year. This
is not too large an effect — the average increase in literacy rates over a ten year period
was less than one percentage point, so it takes a long time for a sample country to raise
its adult literacy rate. Furthermore, The 95% confidence interval is quite wide (0.02 to
1.6), and so the true productivity payoff to improved literacy is subject to considerable
uncertainty.

There is even less certainty about the payoff to improved DES. The estimated impact
of nutrient/energy availability is sensitive to model specification. Hence, one should be
cautious in drawing inferences about the contribution of dietary energy supply to growth
even for relatively poor countries. It is possible that the impact of dietary energy supply
would be stronger if better data were available for DES. Finding such information over
a long enough period of time to assess its impact on a growth would be a tall order.

5.5. Obesity (over-nourished)

In some developed countries, e.g., the U.S., Great Britain, Greece, and Australia, aver-
age caloric intake has been rising while energy expended in work at home and market
and transportation has been declining steadily [Huffman (2006)]. The net result of long-
term energy imbalance is human weight gain. When an individual’s body mass index is
over 30, he or she is considered to be “obese”. For the U.S., the obesity rate for adults
was 31% in 2001. The rate has risen 15 percentage points over the past two decades. In
contrast, in Japan and Norway, the obesity rate is about 6% [OECD (2005)].

Obesity translates with a time lag into future human health problems, including mor-
bidity, mortality and increased demand for health care. Obesity is a major risk factor
for diabetes, heart disease and some cancers. Other causes of heart disease include high
cholesterol, high blood pressure and smoking cigarettes. In developed countries, food,
especially high-fat and high-calorie convenience foods, has become relatively cheap
and obesity rates are highest among the poor, low educated, and minority populations
[Cutler, Glaeser and Shapiro (2003)].28 Furthermore, at least 50% of the health-related
obesity costs in developed countries are shifted to the public sector through public med-
ical care and social insurance programs for the poor, disabled and elderly [Finkelstein,
Fiebelkorn and Wang (2003)]. Thus, obese individuals are imposing negative externali-
ties on society.

We showed earlier that under the most likely scenario, the relative price of food falls
and real incomes rise as a country develops. Also, the demand for human energy falls

28 As opposed to poor countries, the economic conditions in high income countries are such that poor people
can purchase foods in large enough quantities to make obesity a problem.
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with technical change in the household, market, and transportation sectors [Huffman
(2006)]. These events may happen so rapidly that individuals fail to adjust properly to
the new economic environment in which they are living. Hence, successful long term
agricultural productivity growth seems to be the source of a new set of health-related
problems associated with “over-nutrition”. Economic research on obesity and associ-
ated issues is in its infancy, and we must wait for further analysis to judge whether
future technical change in agriculture will improve the welfare of society in currently
developed countries. Also, rising obesity rates may become a serious problem in de-
veloping countries that grow very rapidly and in population groups that emigrate from
poor to rich countries [Mendez and Popkin (2004)]. Through evolution with selection,
individuals today have genes and habits to gain weight in good times to build up energy
reserve so that they can survive a famine. In rich countries, however, famines are absent.
Hence, steady weight gain becomes a burden to good health.

5.6. Poverty traps

Dasgupta (1997) argued that it was less important that the efficiency wage model was
literally true but rather that it highlighted the mechanism by which households could be
trapped in poverty over several generations. In fact, substantial evidence exists of inter-
generational transmission of poverty. Carter and May (2001) showed that 18% of the
South African population were poor in both 1993 and 1998, and the bulk of these were
structurally trapped into poverty. An additional 25% of the population were not poor
in 1993 but were poor in 1998. Of those who fell into poverty, 85% were considered
permanently trapped.

There are several plausible mechanisms that would cause intergenerational immobil-
ity. Emerson and de Souza (2005) found that parents who worked as children were
more likely to have their children work, other things equal. Jacoby and Skoufias
(1997) found that adverse income shocks caused parents to send their children to
work. Poorer households are more prone to such adverse shocks than are wealthier
households or households with higher levels of education [Glewwe and Hall (1998);
McPeak and Barrett (2001)]. Underlying these findings is an explicit or implicit lig-
uidity constraint on the poorest households, which prevents them from using short-
term borrowing to smooth income shocks. Alternatively, income shocks prevent the
household from repaying past debts, forcing it to devote all its personnel, children
and adult, to current income generation rather than human capital investment [Basu
(1997)]. Also, poorer households seem to apply higher discount rates to future versus
current consumption related to poverty and also face higher borrowing costs. This low-
ers the incentive to invest in schooling and further intergenerational transmission of
poverty.

This is the context in which malnutrition can have permanent adverse consequences.
If ahousehold is unable to feed its adults adequately, household earning capacity suffers.
If it cannot feed its children, the next generation’s earnings capacity will also suffer.
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6. Schooling in agriculture

We first consider the impact of child labor on schooling choices and then turn to the
impact of skilled/schooled labor on technical and allocative efficiency in agriculture.
Finally, we consider the importance of schooling to off-farm work decisions of farmers.

6.1. Child labor and schooling

We indicated above that the incidence of child labor is much higher in rural than in
urban areas, and agriculture is the primary employer of children in rural areas. To the
extent that agricultural employment opportunities improve and child wages rise, it will
be more likely that rural children work more and attend school less. It is clear that child
labor and schooling are not mutually exclusive outcomes — most working children are
also enrolled in school [Ravallion and Wodon (2000)]. Consequently, modest agricul-
tural demand for child labor may not lower time spent in school. However, numerous
studies have shown that increases in child wages or returns to child time in agricul-
ture lower the probability of a child being in school [Rosenzweig and Evenson (1977);
Levy (1985); King, Orazem and Paterno (2002); Orazem (1987)]. Furthermore, even if
children are enrolled in school, child labor may reduce the amount of time they attend
school, study, or learn per year. Very few studies exist of the impact of child labor on
school achievement, except at the secondary level

A recent exception [Sanchez, Orazem and Gunnarsson (2005)] examined how a
child’s working affected student performance on 3rd and 4th grade tests of mathematics
and language in 11 Latin American countries. In all cases, child labor lowered school
performance, with the adverse effect increasing in magnitude for children who worked
longer hours. If parents are more likely to send their children to work when they are per-
forming poorly in school, then child labor and schooling are jointly determined. Hence,
these results need to be interpreted cautiously. However, Ilahi, Orazem and Sedlacek
(2005) found corroborating evidence that child labor lowers the production of human
capital in schools. They found that Brazilian adults who worked as children received
returns to a year of schooling that were 15-20% lower than adults who did not work
as children. While it seems likely that child labor will lower human capital production,
confidence in the exact magnitude await better data and more sophisticated modeling.

6.2. The choice of where to work: Rural-urban population shift and brain drain

Worldwide, about one-half of the labor force works in agriculture [World Bank (2000)].
A large majority are unpaid farm workers — the farmers who make decisions and work,
and other farm family members who work generally without direct compensation —
and a minority are hired (nonfarm family) workers. Hired workers are generally of two
types: regular full time and seasonal. Seasonal labor demand variation arises largely
from the definite seasonal pattern to biological events in plants, which creates unusually
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large labor demand at planting, weeding, and/or harvest time. The supply of seasonal
agricultural labor frequently has a local component and a migratory component.

Over the long term, the share of the labor force employed in agriculture has declined
dramatically in what are now developed countries, but slowly or not at all in low-income
or developing countries [Griibler (1994); OECD (1995); Johnson (2000)]. Decisions on
schooling by families and communities are an important factor determining whether
individuals work in agriculture or elsewhere. Even in developed countries where farm-
ers are relatively well educated, hired farm workers generally have significantly less
education.

Whether to work in agriculture or in another industry is an important decision world-
wide. In India and China, which account for about 40% of the world’s population, about
65% of the labor force in 1990 was employed in agriculture. In Western Europe, less
than 10% of the labor force was employed in agriculture, and in the United States the
share was only 3%. In noncentrally planned countries, individuals make a choice of
an occupation/industry for work. Schooling decisions affect later occupational choice
decisions.

As economic conditions change in interconnected labor markets, workers in free soci-
eties invest in migration to improve their future economic welfare (see the three-period
model in Section 2), which tends to reduce or eliminate intermarket wage differences.
This complicates the problem of explaining migration, because individuals are acting
on anticipated wage rate differences rather than the ex post values. Young adults have
the longest time-period over which to obtain benefits from migration investment, and
hence, they have the highest mobility rates (also see model in Section 2). Schooling
also plays a significant role in these adjustments or reallocations because of its effect on
the costs and returns to migration.

Although farmers tend to be tied to the land and to be geographically immobile, off-
farm work of farmers is a relatively common international phenomenon. Since the 1950s
and 1960s, aggregate demand for operator and family farm labor in all of the developed
countries has declined [see OECD (1995)], the demand for housework in farm house-
holds has generally declined as family sizes have declined and labor-saving household
technologies have been adopted, and the real nonfarm wage has generally increased.
Faced with needing to make adjustments in labor allocation, farm households in devel-
oped countries have frequently chosen to continue in farming but also to supply labor
of some of its members to the nonfarm sector [e.g., OECD (1994); Huffman (1980)].

The simple model of trade across agricultural and nonagricultural sectors demon-
strated why even neutral technological change across the two sectors could lead
to rising relative marginal revenue products in the nonagricultural sector. Conse-
quently, the process of development will be accompanied by a shift of the popula-
tion out of agriculture into other sectors and from rural to urban areas. Migration
has been the subject of several recent reviews [Greenwood (1997); Lucas (1997);
Taylor and Martin (2001)]. We touch only briefly on the topic here and refer interested
readers to those other papers for more extensive reviews.
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It has generally been observed that in both developed countries [Greenwood (1997)]
and in developing countries [Schultz (1982); Williamson (1988)], more educated peo-
ple are more likely to migrate from rural to urban areas. This process has been la-
beled the “brain drain”. What’s more, migrants tend to be younger, so the average
age of city dwellers falls as the average age of rural dwellers rises. As Williamson
(1988) demonstrates, this same phenomenon took place in England in the 18th and
19th centuries, and it is taking place in developing countries today. The incentives
for younger people to migrate are well understood in the context of the human cap-
ital investment model — younger people have more years in which to obtain returns
on their migration investment and they have less specific human capital invested in
the place of origin. It is harder to explain why the relative returns from migration
would be higher for more educated individuals. Nevertheless, this appears to be so,
as demonstrated by recent studies in the United States [Mills and Hazarika (2001);
Huang, Orazem and Wohlgemuth (2002)].

An additional year of schooling may raise worker productivity at off-farm work by
more than at on-farm work. Numerous arguments explain why higher returns to human
capital exist in cities than in dispersed populations. Human and physical capital may
be complements, so if cities are concentrations of physical capital, they will enhance
the returns to schooling. Specialized human capital in different areas may be comple-
mentary, so that educated labor is more productive when employed where other workers
also have education [Becker and Murphy (1993)]. Cities may also lower the cost of in-
formation flows, making educated labor more productive. To the extent that cities are
agglomerations of consumers, it is easier for labor to specialize according to compara-
tive advantage, and so cities offer greater scope for specialization for skilled workers.
By agglomerating jobs, cities also lower the costs of job search. If one job disappears,
it is relatively easy to switch to another sector, which lowers the individual’s risk of
specializing. These and other arguments are presented by Glaeser (1998) and Quigley
(1998).

However, the process of agricultural transformation will also change the input shares
for educated labor in the countryside. Agriculture appears to be subject to constant
returns to land and capital. Rising wages in the cities require that an educated farmer
be paired with increasing levels of other inputs in order to generate sufficient income to
match his or her opportunity costs in the city. Limitations on land in the face of this need
for larger farms further accelerate the shift of the population out of agriculture. Thus,
Kislev and Petersen (1982) and Barkley (1990) found that rising urban wages have been
a driving force in raising farm size and lowering the number of farmers.

6.3. Technology adoption and information acquisition

The decision to adopt new technologies is an investment decision, because significant
costs are incurred in obtaining information and learning about the performance char-
acteristics of one or more new technologies, and the benefits are distributed over time.
Huffman and Evenson (1993) summarize how public and private agricultural research
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has developed new crop varieties for U.S. farmers, and Evenson and Gollin (2003)
summarize how public sector and CGIAR research efforts have developed new Green
Revolution crop varieties for developing country farmers. For any given farmer only a
small share of the new technologies that become available will be profitable to adopt.
This means that there is a large amount of uncertainty facing farmers, and additional
schooling may help them make better adoption decisions and increase farm profitabil-
ity. Because schooling of farmers affects ability to acquire and process information, it ca
have long term impacts. For optimal schooling decision making, the three-period model
of Section 2 provides a useful guide.

When technology is new and widely profitable, farmers’ schooling has been shown to
be positively related to the probability of adoption. When a technology has been avail-
able for an extended period (e.g., several years) or it is not widely profitable, farmers’
schooling is generally unrelated to adoption/use of the technology. Schooling has been
shown to affect choice of information channels about new technologies. The most re-
cent adoption literature is applying hazard models, and added farmer education has been
shown to increase the hazard rate for hybrid cow technology in Tanzania [Sunding and
Zilberman (2001); Abdulai and Huffman (2005)].

Although successful adoption of innovations clearly requires information, few stud-
ies have considered the important joint decisions of information acquisition and new
technology adoption. This seems to be a fruitful area for new research. When several
information sources exist, early adopters might prefer sources that facilitate faster learn-
ing about the innovation. The information channels for early adopters might also be
different from those for late adopters.

Wozniak (1993) is an exception in that he examined farmers’ joint decisions on
information acquisition and technology adoption. He considered the adoption of two
technologies, one new and one mature, and four channels of information, one active and
one for both extension and private sector information providers. In this study, he found
that farmers’ education significantly increased the probability of adopting new and ma-
ture technologies; of acquiring information from extension by talking with extension
personnel (passive); and of attending extension demonstrations or meetings (active)
about the use of new products or procedures. Farmers’ education did not have a sta-
tistically significant effect on a farmer’s acquiring information by talking with private
industry personnel or attending demonstrations or meetings on the use of new prod-
ucts or procedures sponsored by private companies. Farmers were more likely to be
early adopters if they acquired information actively or passively from private industry
than if they acquired information from extension. For both new and mature innovations,
positive and significant interaction effects existed between farmers’ acquisition of infor-
mation from public and private sources, i.e., public and private information acquisition
seems to be complementary.

Overall, the review of the literature [Huffman (2001); Hussain and Byerlee (1994)]
shows that additional schooling of farmers increases the rate of early adoption of useful
agricultural technologies in developed and developing countries. A surprisingly small
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amount of research has examined farmers’ joint decisions on information acquisition
and technology adoption, and this is an area for much needed new research.

6.4. Agricultural production

Education of farmers and other farm labor has the potential for contributing to agri-
cultural production as reflected in gross output/transformation functions, and in value-
added or profit functions. These effects are frequently referenced as technical efficiency
effects, allocative efficiency effects, or economic efficiency effects of education. When
the effects of schooling on production are considered in a gross output—complete in-
put specification, the marginal product of education, a measure of technical efficiency,
is limited by the other things that are held constant. A value-added or profit function
representation of production accommodates a much broader set of effects of farmers’
education associated with allocative efficiency. The effects include adoption of new
inputs in a profitable manner, the allocation of land (and other quasi-fixed inputs) ef-
ficiently among alternative uses, the allocation of variable inputs efficiently, and the
efficient choice of an output mix. The empirical evidence has shown that the productiv-
ity of farmers’ education is enhanced by a wider range of choices, and Welch (1970) is
generally given credit for delineating these substantive differences.

Overall, in developing and developed countries, the review of the literature [Schultz
(1975); Huffman (2001)] shows that farmers’ schooling has value under special but cer-
tainly not all environments. For schooling to be valuable to farmers, they must be in
an environment where markets are in place and functioning for inputs and outputs, new
technologies must be being made available by the nonfarm sector, and they must have
access to credit. In this environment, allocative efficiency, associated with adjusting
to disequilibria, has been shown to be valuable. The education for agricultural work-
ers does not seem to enhance technical efficiency. For example, farmers’ schooling has
infrequently been shown to increase crop yields or gross farm output, because technical-
efficiency gains from skills provided by farmers’ schooling seem generally to be small.
However, as summarized in Section 3, Jamison and Lau (1982) provide empirical evi-
dence from 13 World Bank studies showing that in 18 of 37 reported estimates, farmers’
schooling has a significantly positive impact on agricultural output. Also, farmers’ edu-
cation is valuable when they have the option of working off-farm at skilled jobs.

7. Conclusions and implications

We have provided a review and critique of five issues. First, we have shown that in a
two-sector closed economy model technology shocks in agriculture can create growth
and incentives for migration of labor out of agriculture to a growing nonagricultural sec-
tor. In poor countries, this labor is almost certainly unskilled. After a country reaches
a certain level of development, additional formal schooling leads to permanent literacy
that has value. A three-period dynamic model of optimal household decision making is
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used to show that with finite life and constraints on production, optimal human capital
investments are generally largest early in life. If length of life is extended, optimal hu-
man capital investments in these early periods and over all periods taken together will
increase.

Second, we have shown that over most of the history of the world, per capita income
has been close to the subsistence level and population growth has been very slow. Most
of the growth of per capita income and population has occurred over the past 250 years
and is associated with major technical advances in the most advanced countries. Some
of the technological successes in agriculture and industry were adapted to conditions
in less advanced countries. Successful adaptation frequently required a minimum level
of human capital in the receiving country. Almost all countries that have entered into
modern economic growth started with sustained growth of agriculture. The few excep-
tions in which growth was not predicated on an agricultural transformation, e.g., Hong
Kong and Singapore, are not useful examples for current low income countries in Sub-
Saharan Africa. After sufficient advances have been made in institutions and technology,
schooling of the general population is an important source of growth.

Third, considerable micro- and macro-economic evidence exists that investments in
schooling contribute to economic growth of middle and high income countries. How-
ever, cognitive skill may be a better measure of the dimension of education that matters
for growth than years of formal schooling completed. Furthermore, we found that for
low- and middle-income countries schooling measured as the literacy rate is a stronger
factor for explaining economic growth than is dietary energy supply (DES). Hence, we
suggest that claims that human energy availability is an important source of grow is not
supported by current data.

Fourth, it is now widely accepted that physiological capital is another important form
of human capital. In addition, a nutritionally balanced diet and safe water are important
factors in the production of physiological capital. With larger investments in physiologi-
cal capital, the human organ and immune systems are better developed and stronger, and
this superior physiological capital retards the on-set of diseases of old age — diabetes,
cardiovascular diseases, and cancer.

Fifth, schooling for farmers and farm laborers has been shown to be productive in
some but not all conditions. New evidence suggests that children who work regularly on
farms have reduced achievements at school. This does not matter when average school-
ing levels are low, but when average schooling levels reach four or more years, missing
school to participate in farm work detracts from later labor productivity. Parents may not
have the necessary information to make optimal decisions on their children’s schooling,
and they may not even have the long-term interest of their children in mind. Educated
farm labor seldom contributes to technical efficiency in agriculture, but farmers’ educa-
tion does frequently contribute to on farm allocative efficiency. The latter efficiency is
important when the agricultural sector is in a type of disequilibrium due to the introduc-
tion of new, productive technologies. Also, farmers’ schooling is frequently valuable
when they work off-farm at nonfarm jobs.
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The poorest countries in the subtropics have found it difficult to adapt agricultural
technologies developed by the high income temperate zone countries. But, they also do
not have the human capital necessary to successfully adapt these agricultural technolo-
gies to their local conditions. In addition, international experiment stations that have
made major strides in improving corn, wheat and rice varieties have not been able to
make similar improvements to crops that are most naturally suited to the subtropics,
e.g., cassava, chick pea.

The poorest countries of the world continue to have a large share of their labor force
employed in agriculture. GDP per capita is low and stagnant, birth rates and infant mor-
tality are high and life expectancy at birth is low. Real economic growth cannot occur in
these countries until they experience a positive agricultural productivity shock followed
by steady productivity growth. With an increase in agricultural productivity, per capita
incomes can rise and workers can be released from agriculture to work in other oc-
cupations. With luck, small-scale nonfarm industry can grow. Moreover, investments in
schooling, health, information, and migration are important for the long-term welfare of
farm people in these countries, and the local institutional structure must be such that it
easily permits those activities to take place. These investments will help lower the birth
rate, increase life expectancy, increase labor productivity, and facilitate successful rural
to urban mobility and nonfarm employment that is necessary for long-term economic
growth.

Many of the recent studies of economic growth have relied on cross-sectional data
sets composed of a large number of countries but with relatively short time horizons,
say one, two or three decades. It is important to ask whether such data can yield accurate
inferences about the long-run economic growth process. If economies are subject to
convergence in growth rates, growth over a given decade may be only weakly correlated
with growth in prior or subsequent decades. All of the countries, for which we have a
long time series of reliable economic data, are relatively advanced, and so we do not
have a strong test of whether or not economic growth in current LDCs is subject to
convergence to anything other than a subsistence level. Consequently, inferences about
the economic-growth process drawn from cross-sectional data sets of relatively short
duration must be viewed with a healthy degree of skepticism.

Although the Green Revolution is responsible for increased rice, wheat, and maize
yields in Latin America and Asia, we do not find convincing evidence that increasing
dietary energy supply (DES) is a source of economic growth. Schooling appears to be
more important than DES in spurring economic growth.

Some of the current high income countries are experiencing over-nutrition or obesity,
and its causes are still to be identified. As poor countries undergo development or their
citizens migrate to developed countries, obesity, rather than malnutrition, promises to
become a new and important problem in the future.
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Abstract

In this chapter we analyze the considerations that lead policy makers to undertake ex-
tension investments as a key public responsibility, as well as the complex set of factors
and intra-agency incentives that explain why different extension systems’ performance
varies. Accordingly, the chapter provides a conceptual framework outlining farmers’
demand for information, the welfare economic characterizations of extension services,
and the organizational and political attributes that govern the performance of extension
systems. The framework is used to examine several extension modalities and to ana-
lyze their likely and actual effectiveness. Specifically, the modalities reviewed include
“training and visit” extension, decentralized systems, “fee-for-service” and privatized
extension, and farmer-field-schools. The chapter also provides a discussion of method-
ological issues pertaining to the assessment of extension outcomes, and a review of
some of the recent empirical literature on extension impact. The chapter emphasizes
the efficiency gains that can come from locally decentralized delivery systems with in-
centive structures based on largely private provision that in most countries will still be
publicly funded. In wealthier countries, and for particular higher income farmer groups,
extension systems will likely evolve into fee-for-service organizations.

Keywords

agricultural extension, training and visit system, fee-for-service system, extension
impacts

JEL classification: H43, J43, 013, 047, Q16



Ch. 44:  Agricultural Extension 2345
1. Introduction

It is widely accepted that farmers’ performance is affected by human capital, which en-
compasses both innate and learned skills, including the ability to process information
[Jamison and Lau (1982)]. Extension services are an important element within the array
of market and non-market entities and agents that provide human capital-enhancing in-
puts, as well as flows of information that can improve farmers’ and other rural peoples’
welfare; an importance long recognized in development dialog [e.g., Leonard (1977);
Garforth (1982); Hazell and Anderson (1984); Jarrett (1985); Feder, Just and Zilberman
(1986); Roberts (1989)]. The goals of extension include the transferring of knowledge
from researchers to farmers, advising farmers in their decision making and educating
farmers on how to make better decisions, enabling farmers to clarify their own goals
and possibilities, and stimulating desirable agricultural developments [Van den Ban
and Hawkins (1996)]. While extension agents often also provide services that are not
directly related to farm activities (e.g., health, non-farm business management, home
economics and nutrition), the focus of discussion in this chapter is on agricultural and
farm management knowledge dissemination (which may include financial and market-
ing information).

The services provided by extension have significant public-good attributes. It is,
therefore, not surprising that there are of the order of one-half million agricultural
extension workers worldwide, and some 80% of the world’s extension services are
publicly-funded and delivered by civil servants [Feder, Willett and Zijp (2001)]. Uni-
versities, autonomous public organizations, and non-government organizations (NGOs)
deliver about 12% of extension services, and the private sector delivers another 5%.
There is a corresponding large volume of public budget allocated to extension activ-
ities (in 1988, for example, over six billion US dollars worldwide, likely rather less
now in real terms). The regional distribution of workers in the developing countries and
their budgets today is in need of updating but, based on Swanson, Farner and Bahal
(1990, p. 56), it is something like what is depicted for public-sector employees in the
un-numbered table that follows.

Developing region Total public extension
personnel (‘000)

Latin America 28
Middle East—North Africa 34
Asia 277
Sub-Saharan Africa 57
Total developing countries 396

Source: Swanson, personal communication, 2005, with assistance of Kristen
Davis (ISNAR Program of IPFRI), and adjustment for missing entries by Jock
R. Anderson based on subjective judgment.
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From a development-policy perspective, the investment in extension services or the
facilitation of non-government extension, are potentially important tools for improv-
ing agricultural productivity and increasing farmers’ incomes. More than 90% of the
world’s extension personnel are located in developing countries [Umali and Schwartz
(1994)], where indeed the majority of the world’s farmers is located. Yet, the record of
extension impact on farm performance is, as we will review, rather mixed. The litera-
ture contains analyses indicating very high rates of return on extension investment, as
well as documentation of cases of negligible achievements, implying a misallocation of
public resources. Clearly, the format by which extension services are rendered, as well
as the circumstances in which recipients of extension services operate, will affect the
extent of the impact that is observed.

Productivity improvements are possible only if a differential exists between the actual
productivity on the farms and what could potentially be produced with better know-how,
subject as always, to farmers’ preferences and resource constraints. In the past, rapid
technological advances have created such a differential in many developing countries
[e.g., Feder, Lau and Slade (1987)]. This productivity differential can be broadly clas-
sified into two types of “gaps”: a technology gap and a management gap. The former
might entail additional investment and higher recurring costs (e.g., for inputs such as
seeds of improved cultivars or fertilizers) while the latter may offer the farmer a low-
cost means of raising productivity by applying improved management practices [e.g.,
Byerlee (1988a, 1988b)]. These gaps are, in the first instance, a manifestation of the
difference in the knowledge that farmers possess and the best-practice knowledge that
exists at any point in time. Best practice is often, though not always, an embodiment
of the latest science-based developments addressed to overcoming the limitations im-
posed by traditional technology and practices and thereby enhancing productivity. To
realize their potential impact, however, the scientific advances must be aligned to the
local agroecological and socioeconomic characteristics of the target areas.

Extension helps to reduce the differential between potential and actual yields in farm-
ers’ fields by accelerating technology transfer (i.e., to reduce the technology gap) and
helping farmers become better farm managers (i.e., to reduce the management gap). It
also has an important role to play in helping the research establishment tailor technol-
ogy to the agroecological and resource circumstances of farmers. Extension thus has a
dual function in bridging blocked channels between scientists and farmers: it facilitates
both the adoption of technology and the adaptation of technology to local conditions.
The first involves translating information from the store of knowledge and from new
research to farmers, and the second by helping to articulate for research workers the
problems and constraints faced by farmers.

The adoption of technology by farmers is inevitably affected by many factors [e.g.,
Feder, Just and Zilberman (1986); Sunding and Zilberman (2001)]. Adoption can be
influenced by educating farmers about such things as improved varieties, cropping tech-
niques, optimal input use, prices and market conditions, more efficient methods of pro-
duction management, storage, nutrition, etc. To do so, extension agents must be capable
of more than just communicating messages to farmers. They must be able to compre-
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hend an often-complex situation, have the technical ability to spot and possibly diagnose
problems, and possess insightful economic-management and risk-management [e.g.,
Anderson and Hazell (1994); Hardaker et al. (2004)] skills in order to advise on more
efficient use of resources.

Effective extension involves adequate and timely access by farmers to relevant advice.
However, while access to appropriate information is necessary to improve agricultural
productivity, it is not sufficient. In general, farmers will adopt a particular technology
if it suits their socioeconomic and agroecological circumstances. The availability of
improved technology, access to “modern” inputs and resources, and profitability at an
acceptable level of risk are among the critical factors in the adoption process. Further,
farmers often get information from a number of sources. Public extension is one such
source, but while it is not necessarily the most efficient, it is free of the conflict of
interest that arises when private-sector suppliers of inputs are also the providers of agri-
cultural information. Extension can increase the rate at which adoption occurs, but the
extent and form that an extension service takes should be guided by considerations of
cost-effectiveness and the nature of extension products. Thus, while extension, includ-
ing that done in the public sector, can play an important role in improving the productive
efficiency of the agricultural sector, the virtues and limitations of the alternative mecha-
nisms need to be considered in assessing the cost-effectiveness of delivering information
[e.g., Byerlee (1988a); Van den Ban (1999)]. These considerations are taken up in Sec-
tions 2 and 3 below.

While extension cannot be expected to be a single factor that can transform tradi-
tional agriculture, it usually has maximal impact at an early stage in the dissemination
of, say, a new technology, when the informational disequilibrium (and the “productivity
differential’) is the greatest. At that stage, the perceived (necessarily subjective) risk
of adopting new technology is high, as farmers do not have significant insights from
others’ experience [e.g., Feder and O’Mara (1982)]. Consequently, extension’s role as
decoder and transmitter of information from research is prominent, as noted by Huffman
(1985). The decoding service provided by extension can substitute for farmers’ educa-
tion, and possibly also complement it [Huffman (1977, 1985, 2001a); Wozniak (1993);
Evenson (2001)]. This view of extension has its roots in the insights of Schultz (1964,
1968, 1975) about traditional farmers being poor but efficient and their contribution to
economic growth and their own escape from poverty largely coming from their be-
ing able to cope with disequilibria presented by the availability of new technology
and new information. Over time, as increasing numbers of farmers become aware of
a specific technological thrust, the impact of such extension diminishes, until the oppor-
tunity and need for more information-intensive technologies [Byerlee (1988b)] arise.
The dynamic resolution of the information disequilibria associated with specific exten-
sion “messages” makes observing the impact of extension difficult. At the same time,
the uneven flow of benefits from any particular extension message has significant impli-
cations from a policy and program design point of view [e.g., Simmonds (1988)]. The
cost-effectiveness of information delivery at a given point in time should thus be estab-
lished in the light of current and future benefits and costs in order to justify the marginal



2348 J.R. Anderson and G. Feder

resources allocated to delivering the information. Aspects of these perspectives are pur-
sued in Section 4.

Market distortions and infrastructural bottlenecks further affect the adoption of new
technology and can help or hinder the effectiveness of extension services. Again, from
an operational point of view, the cost-effectiveness of delivering messages must be con-
sidered within the prevailing policy and market environment. A restrictive environment
has a high opportunity cost in terms of foregone benefits from extension advice, cre-
ating a divergence between potential and actual benefits. The prevailing policy regime
thus has potentially important implications for an appropriate sequencing of policy in-
terventions and program design.

The wider context of extension services, defined broadly as the rural knowledge and
innovation system, was instructively overviewed by Alex et al. (2002), who argued that
such services are key to informing and influencing rural household decisions. Unfor-
tunately, rural areas usually lag behind urban areas in their access to information, and
developing countries generally lag behind more developed countries in this regard. Such
lags jeopardize the ability of rural people to realize their full potential and improve their
economic, social and environmental conditions. Rural information services are, they ar-
gued, key to unleashing the potential of rural peoples and enabling them to change their
living situations and bring about sustainable rural development.

We endeavor to analyze here the considerations that lead policy makers to under-
take extension investments as a key public responsibility, as well as the complex set of
factors and intra-agency incentives that explain why different extension systems’ per-
formance varies. The variation in extension outcomes is demonstrated in a review of the
empirical results of studies focusing on extension effects. Accordingly, Section 2 pro-
vides a conceptual framework outlining farmers’ demand for information, the welfare
economic characterizations of extension services, and the organizational and political
attributes that govern the performance of extension systems. Section 3 examines several
extension modalities and analyzes their likely and actual effectiveness. This is followed
in Section 4 by a discussion of methodological issues pertaining to the assessment of
extension outcomes, and a review of the empirical literature on extension impacts. The
final Section 5 highlights the conclusions.

2. Conceptual frameworks
2.1. Information as an input to productivity growth: Demand for information

Putting aside farming as a way of life, running a farm business can be thought of as de-
liberate management of diverse inputs — land, labor, physical capital of many types, and
not to be forgotten, information — for producing outputs of value that can be consumed
or traded to enhance the welfare of the dependent household. Extension as broadly
conceptualized in this chapter is focused on the delivery of the information inputs to
farmers. Information can be of many types, ranging from anticipated future prices for
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farm products, to new research products such as improved crop cultivars, to knowledge
about techniques involved in using particular inputs, such as timing and intensity of use
of fertilizer [e.g., Byerlee (1988b)]. As a productive input, farmers thus have a demand
for information and, depending on how productive it is perceived to be, may be prepared
to pay for it as they would for other purchased inputs [e.g., Dinar (1996)].

Yet information is a rather special type of input in many respects. Some information
will have quite enduring value, such as when transferred managerial skills are encapsu-
lated in the human capital of the farm manager, and such values are generally increasing
over time as more complex and increasingly integrated managerial challenges are faced.
At another extreme, some information may have quite ephemeral value, such as a fore-
cast of tomorrow’s wheat price in a local market. At an intermediate level, the value
of input management information for a particular cultivar is likely as obsolescent as the
cultivar itself. Clearly, different types of information can thus have many different inher-
ent valuations to concerned farmers. In some cases, especially where the consequences
of using the particular information include environmental outcomes, such as reduced
soil erosion that might come with adoption of no-till farming [Pieri et al. (2002)], or
with reduced overuse of fertilizer nitrogen [Byerlee (1988b)], the value of the informa-
tion may go to many beneficiaries beyond the farm gate.

It is not surprising then that the delivery systems for supplying information can have
diverse values to different client farmers, so getting a handle on the value of extension
to farmers is not a trivial task, which may explain why it has so seldom been tackled.
The task is made more challenging by the multitude of alternative suppliers of infor-
mation; from friends and neighbors, to input supply firms and specialized consulting
services, to media, to a government extension service. The complexity of the situation
is instructively illustrated by Gautam (2000, p. 3) in his Figure 1, reproduced here with
permission as Figure 1.

Taken together, the information delivery systems supporting farming should consti-
tute something of a growth industry if, as is regularly argued by agricultural analysts,
farming is becoming more information intensive [Byerlee (1988b)]. How suppliers meet
the demands surely varies greatly around the world, depending on market and insti-
tutional conditions. Gautam (2000), for instance, concludes that there is a significant
unmet demand in Kenya for general agricultural extension services. Just how different
types of information are best delivered depends crucially on (a) the nature of the infor-
mation concerned, a topic taken up in the following section, and (b) the type of farmer.

2.2. Welfare economics contextualization

The world of Adam Smith’s perfect markets is seldom to be found in the environment
in which most rural dwellers operate, especially those in the developing countries. The
necessary conditions for such perfection include rivalry, excludability, appropriability,
symmetric information, complete markets with no distortions or externalities, as is so
effectively reviewed in the context of agricultural extension by Hanson and Just (2001).
They appraise the extent of market failures along this spectrum for the case of farming in
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Table 1
Extension products by the nature of economic characteristics of information [based on Umali and Schwartz
(1994, Figure 3.2, p. 24)]

Rivalry/ Excludability
subtractability Low High
Low Public goods Toll goods
o Mass media information e Time-sensitive production,
e Time insensitive production, marketing, or management
marketing, and management information
information of wide
applicability
High Common pool goods Private goods
e Information embodied in e Information embodied in
locally available resources or commercially available inputs
inputs o Client-specific information or
e Information on organizational advice

development

Maryland but their diagnosis of the prevalence of such failures surely applies to many if
not most farming situations around the world. Several of the departures from perfection
that they identify are returned to in Section 3 when we consider mechanisms that have
been proposed for overcoming some of the problems of providing largely public-good
extension products.

It has become almost standard to focus particularly on the first two elements of pos-
sible market failure in considering whether extension services are mainly public or
mainly private goods based on a distinction using the principles of excludability and
rivalry [e.g., Umali and Schwartz (1994)]. Excludability occurs when farmers who are
not willing to pay for a service can be excluded from its benefits, such as tailor-made
farm management advice. Rivalry occurs when one farmer, by using advice, reduces
its availability to others, such as services embodied in commercial products. Rivalry
and excludability are high for private goods and low for public goods. Other services
are toll goods, characterized by high excludability and low rivalry, when some farmers
can be excluded from access, even though their value to users is not diminished by use
by others; or common pool goods, characterized by low excludability and high rivalry
(Table 1). As noted in Section 2.1, the value of information may be influenced by time
and place, as for example, market information that decreases in value as the information
becomes more widely disseminated and markets adjust, or weather forecasts that have
zero value after the event.

Knowledge delivered by extension may be information embodied in inputs or equip-
ment (e.g., seed of improved cultivars or machinery) or more abstract, disembodied
information on agricultural practice. Information embodied in inputs or equipment has
high rivalry and tends to be a private good when the input or equipment must be
purchased and a common pool good when the input is locally available. There are
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two broadly applicable types of disembodied agricultural information: general, non-
excludable information (e.g., market information, cropping patterns, etc.), which tends
to be a public good, and specialized, excludable information (e.g., fertilizer recommen-
dations for a specific field or farm operation), which tends to be a toll good [Umali-
Deininger (1996)].

The diverse types of knowledge and information can be provided by the public or
private sector, or by NGOs, another often-important category of players in service pro-
vision. Different mechanisms are available for coordinating the supply of services —
private-sector markets, public-sector hierarchies with state authority, and collective ac-
tion by non-government groups [Picciotto (1995); Wolf and Zilberman (2001)]. The
characteristics of an information service influence whether it is best supplied by the
private, non-government (not-for-profit), or public sectors [Schwartz and Zijp (1994);
Umali-Deininger (1996, 1997)]. Some implications of these observations drawn out by
Picciotto and Anderson (1997) are that:

e Information closely associated with market goods (e.g., purchased inputs) is gen-

erally best left to the private sector;

e Information associated with toll goods can be effectively provided by combined
public- and private-sector efforts;

e Information relative to management of common pool goods (forests, common
grazing lands, water when it is not already subject to quota rules) is usually best
provided by cooperative or other non-government institutions; and

e Only when market and participation failures are high should information provision
be financed by the public sector and, even in these cases, the public sector might
well finance private service delivery.

2.2.1. Private extension services and cost recovery

The private-good nature of many extension services has raised interest in privatizing
extension services [e.g., Cary (1993, 1998); Lindner (1993)]. Indeed, as Vernon Rut-
tan has reminded us, this theme takes us back to the initial formal extension efforts in
the US Mid-West, when the Farm Bureaus hired county extension agents to provide
the information services they demanded. In reality now, most information services are
provided outside of government, and farmers see public extension as only one option —
perhaps even a last resort — in obtaining needed information services. The government
has, however, a major role in establishing policies and programs to encourage develop-
ment of private extension services, along with continued sustenance in some cases, and
extension systems need to be designed with the understanding that they will be cost-
effective only “if the public role is defined so as to complement what the private sector
can and will fund and deliver” [Beynon et al. (1998, p. 135)].

Private consulting or advisory services generally address needs of commercial farm-
ers. Developing private services for small-scale farmers often necessitates public in-
vestment to develop capacities of service providers and establish markets for services.
Veterinarians and para-vets have pioneered private service provision in some countries
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[Umali, Feder and de Haan (1994); de Haan et al. (2001)] and, in crop agriculture, pest
control services present the same opportunities for private service delivery. Contract-
ing schemes are another private-sector mechanism for providing services to small-scale
farmers [Mullen, Vernon and Fishpool (2000); Rivera and Zijp (2002)]. The potential
for conflict of interest in such arrangements may warrant a public regulatory and mon-
itoring function backed up by public information, for quality checking on information
supplied.

User financing mechanisms are a means of obtaining private financing to cover at
least a portion of the cost of public extension services. Mechanisms include levies, di-
rect user charges, or subsidies for services procured by users. Levies are most easily
assessed on commercial crops with a highly centralized marketing system and a limited
number of processors. User charges are more feasible for highly commercial operations,
for more sophisticated producers, and for services that provide a clear and immediate
benefit. Latin America has seen extensive experimentation with co-financing and private
extension service provision [e.g., Keynan, Manuel and Dinar (1997); Dinar and Keynan
(2001); Berdegué and Marchant (2002); Cox and Ortega (2004)], and small-scale farm-
ers in various countries have indicated a willingness to pay for extension services that
meet their needs [e.g., Gautam (2000); Holloway and Ehui (2001)]. A possible caveat
to private user-pays extension is that, when farmers pay for extension information,
they may be less willing to share that information freely with neighbors [Van den Ban
(2000)]. This may significantly slow the spread of innovation. Producers may also want
less intense service provision than is sometimes offered by public agencies [Gautam
(2000)]. Practical issues that emerge in such changing private-public provision of ser-
vices include an effective crowding out of public provision to the more remote clients
when, by losing much of their traditional core business, such public providers incur dis-
economies of size and scope (such as for training) for the provisioning task they are left
with [Hanson and Just (2001)].

2.2.2. Public financing of extension

Public investment in extension is justified when the general public benefits more than the
extension client, when government can provide services more cheaply or better, when
extension services directly facilitate other programs, or when the private sector does not
provide needed services [Van den Ban (2000)]. These conditions apply when there are
positive externalities to innovation or market failure in service provision. Market failure
is often due to: unorganized demand (small-scale farmers do not recognize potential
benefits, have limited purchasing power, and are not organized to access services) or
unorganized supply (few individuals or institutions are capable of providing technical
services or there is limited opportunity for private firms to charge for provision of easily
disseminated information). The most important externalities are: positive environmen-
tal [e.g., Byerlee (1988a); Mullen, Vernon and Fishpool (2000)] and health (human,
livestock and crop) impacts of appropriate technology use; improvements in political
stability and poverty reduction resulting from improved equity in access to information;
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and improved national security, economic development and food security resulting from
increased agricultural productivity, competitiveness and sustainability [e.g., Thirtle, Lin
and Piesse (2003)]. Consumers often benefit more from increases in productivity than
do farmers.

Despite the fact that public financing for extension services is often justifiable, the
general trend toward fiscal restraint and a reduced role for the public sector has led to fi-
nancial crises in many extension services. Two general options for improving financial
sustainability of public extension involve scaling back public programs or improving
cost-effectiveness [Beynon et al. (1998)]. Scaling back public programs might involve:
reducing coverage to specific target farmer groups, reducing intensity of coverage (less
frequent visits, fewer services), devolving service provision to private organizations
or requiring cost sharing by users [Wilson (1991)]. State withdrawal from service
provision might entail total abandonment of some programs or shifting of service re-
sponsibilities to others — requiring commercial farmers to arrange their own services;
encouraging producer organizations to provide services; or promoting private exten-
sion by input suppliers (notwithstanding potential conflicts of interest in the content
of advice), produce buyers, NGOs, environmental groups, or others. Improving cost-
effectiveness can be achieved through improvements in program management, targeting
and priority setting, and choice of appropriate extension delivery methods (e.g., greater
use of mass media).

Sustainability of an extension service depends crucially on its ability to provide ben-
efits and generate support from internal and external stakeholders [Gustafson (1994)].
Improving efficiency and quality of service provision and client involvement in setting
priorities help to generate needed support. True farmer ownership of programs (often
alluded to under the rubric of “empowerment” in contemporary development dialog)
adds significantly to program sustainability [Scarborough et al. (1997)].

2.2.3. Public—private partnerships

There is growing recognition that, even where public financing of extension is justified,
private service delivery is often more efficient in serving clients. This leads to strategies
for contracting extension services — delinking funding from service delivery. Contracted
extension strategies take many different approaches to division of responsibilities for fi-
nancing, procurement, and delivery of services, but most reforms involve public funding
for private service delivery [Rivera, Zijp and Alex (2000)]. Competitive contracting in-
stills a private-sector mentality of cost-consciousness and results-orientation, even in
public institutions too when they are forced to compete in providing services.
Contracted extension systems seek to reduce costs and improve cost-effectiveness
of public extension services, but most current reforms go further and attempt to draw
on private-sector funding to improve financial sustainability of extension. Table 2 illus-
trates the alternative arrangements possible in public and private financing and provision
of extension services. These include the traditional public-sector extension services,
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Table 2
Some alternatives for public—private financing and provision of extension services [according to Alex et al.
(2002)]
Service Finance provision
provision Public Private (farmers) Private (other)
Public e Traditional extension o Fee-for-service extension e Contracts with public
institutions
Private o Subsidies to extension e Commercial advisory o Information provided with
service providers services sale of inputs
o Publicly-financed contracts e Sale of newspapers, e Extension provided to
for extension services magazines contract growers

e Advertising in newspapers,
radio, television, magazines

fully private services, and public—private partnerships involving some type of contrac-
tual relationship.

The economic rationale for farmers to pay for extension services is generally clear
and the trend toward such user payment is well established in OECD countries [e.g.,
Hone (1991); Marsh and Pannell (2000); Marsh, Pannell and Lindner (2003)]. In de-
veloping countries, many producers are unable or unwilling to pay for services, as they
have not seen examples of effective, responsive extension.! Another constraint limiting
private extension is that many countries have few extension service providers outside
the public sector. Furthermore, few public institutions have incentives and institutional
arrangements in place to encourage program cost-recovery. We return to these several
issues in Section 3.3.

2.3. A conceptual framework for analyzing extension organizations

Earlier sections established the fact that many aspects of extension work entail strong
public-good characteristics and other market failures that are not easy to overcome
through taxes, subsidies and regulatory interventions. It is thus not surprising that public
provision of extension services (whether by central or regional governments) has been
common in most countries, at least at some stage of their history. While there have been
some notable successes, it has also been observed, quite often, that public extension
systems demonstrate weaknesses hampering their effectiveness. A worldwide review
by Rivera, Qamar and Crowder (2001, p. 15) refers to extension systems as “failing”
and “moribund”, being in a state of “disarray or barely functioning at all”. Others have
made similar observations in the past [e.g., Kaimowitz (1991); Ameur (1994)]. It is con-
ceivable that there are some generic and universal difficulties in the operation of public

I Chile’s twenty five years of evolving privatized extension demonstrates a number of the challenges faced
[Berdegué and Marchant (2002); Cox and Ortega (2004)].
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extension systems, and in the typical bureaucratic-political environment within which
they are budgeted and managed.

This hypothesis has been propounded by Feder, Willett and Zijp (2001), who suggest
eight interrelated frequently encountered factors affecting the performance of public
extension systems, causing the observed manifestations of deficient performance, low
staff morale and financial stress. The identification of these factors enables an analy-
sis of the conduct of different levels of extension personnel, which in turn determines
the performance of the system as a whole. The approach also helps in analyzing the
underpinnings of different organizational forms, as well as in predicting their likely per-
formance. These characteristics of public extension systems are considered here under
the eight headings that follow.

2.3.1. Scale and complexity

In countries where the farm sector comprises a large number of relatively small-scale
farmers (as is common in most developing countries), the clients of extension services
live in geographically dispersed communities, where the transport links are often of
low quality, adding to the cost of reaching them. The incidence of illiteracy and the
limited connections to electronic mass media can further limit the ability to reach clients
via means that do not require face-to-face interaction (e.g., written materials, radio,
television, Internet).

Thus, the number of clients who need to be covered by extension is large, and the cost
of reaching them is high. The challenge is complicated further by the fact that farmers’
information needs vary even within a given geographical area due to variations in soil,
elevation, microclimate and farmers’ means and capabilities. The large size of the clien-
tele (all of whom are entitled to the public service in the common case of free extension)
inevitably leads to a situation where only a limited number of farmers have direct in-
teraction with extension agents. Since direct contacts are rationed, agents often exercise
selectivity as to which farmers they interact with, and the selectivity often manifests
preference for larger, better endowed, and more innovative farmers, who can provide
some in-kind payment, as well as reflect better performance [Axinn (1988); Feder and
Slade (1993)]. This sort of supply-side rationing is exacerbated by self-selection on the
part of farmers, where those with a higher value (larger demand) for information tend
to be large-scale farmers, with better opportunities to take advantage of information.

This selectivity of contacts has ramifications in terms of the likely extent of diffusion
of information through farmer-to-farmer communications. As argued by Rogers (1995),
information is more likely to flow from opinion leaders to followers if the former are
not excessively superior in socioeconomic status to the would-be followers. Because
those who tend to receive more extension contact are often not typical of the farming
population, there is often a lesser inclination of other farmers to follow the example of
contact farmers, or to seek advice from them (in spite of some contrary positive experi-
ences, such as in Israel [Keynan, Manuel and Dinar (1997)]). This reluctance thus often
diminishes the potential impact of extension services across the farm population. On
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the supply side, the reaction to the large clientele is the deployment of large numbers
of agents, which presents a management challenge for national organizations or orga-
nizations dealing with large geographical-administrative units (e.g., states or provinces
within a federal system). In organizations with a large number of field personnel, there
is a tendency to adopt a hierarchical centralized management system, so as to facilitate
the monitoring of the large and dispersed field-level labor force. The large and hierar-
chical bureaucracy is characterized by a top-down management style and is thus not
conducive to participatory approaches to information delivery and priority setting [e.g.,
Waters-Beyer (1989); Fleischer, Waibel and Walter-Echols (2002)]. Furthermore, the
many layers in the hierarchy distance the decision making from the field level and lead
to suboptimal decisions.

2.3.2. Dependence of extension on the broader policy environment

The effectiveness of extension work is crucially dependent on complementary policy
and institutional actions on which it has very limited influence. Thus, limiting factors
such as credit, input and seed supplies, price incentives, marketing channels and human
resource constraints determine the impact of the information that extension agents con-
vey to farmers. While extension agents can adjust their advice, given the overall policy
climate, the value of the information is diminished when the terms of trade are tilted
against agriculture, rural infrastructure investment is inadequate, and farmers have ir-
regular input supplies due to absent input markets [Axinn (1988)]. The coordination
between agencies that influence these complementary factors and extension manage-
ment is costly and difficult, and the degree of leverage that can be brought by extension
is minor. The negative implications of this situation are particularly pronounced when
one examines the poor record of linkages to the knowledge generation system, espe-
cially the national agricultural research system [e.g., Ewell (1989)], which is examined
separately next, given its importance for extension performance.

2.3.3. Interaction with knowledge generation

In contrast to the situation in the US, where the cooperative extension service is em-
bedded in the university system, the information on which extension advice is based in
most developing countries is not generated within the extension organization itself but
rather largely in separate systems (national agricultural research institutes and universi-
ties, and increasingly also private research firms), under separate management structures
and subject to incentive systems where extension opinions and priorities often do not
carry a significant weight. Because the performance indicators for research systems are
often related primarily to recognition within the scientific community, the areas of pri-
ority are not necessarily aligned with what extension managers perceive as priorities,
given their farm-level feedback [Kaimovitz (1991)]. Furthermore, many national agri-
cultural research systems are weak, due to under-investment and distorted incentives,
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thus providing a poor foundation of technology knowledge for extension [Purcell and
Anderson (1997); Swanson (2004); Avila and Evenson (2005)].

Public research and extension organizations often compete for budgets (as they are
commonly located within the same ministry). Researchers typically enjoy a higher sta-
tus (they are often better educated and have greater independence), and this produces
tensions in the interactions between research managers and extension, which is not
conducive to coordination and to a two-way feedback. The outcome is detrimental
to extension effectiveness, as the information available to agents may not be specifi-
cally tailored to the problems faced by farmers, given their resource constraints [e.g.,
Mureithi and Anderson (2004) on the situation in Kenya]. A review in the World Bank
of a large portfolio of extension projects [Purcell and Anderson (1997)] pointed out that
research—extension linkages were generally weak, and neither research nor extension
was sufficiently conscious of the need to understand the constraints and potentials of the
different farming systems as a basis for determining relevant technology and technology
development requirements. Consequently, the inadequate research—extension links and
poor technology foundation led to adverse outcomes in a large proportion of the projects
reviewed, and claims of insufficient relevant technology were frequently found. More
recent World Bank operations have naturally built on the lessons of experience, so the
contemporary landscape of extension-type interventions (including support for business
development services assisting small and medium enterprise) differs greatly from that
of earlier decades.

2.3.4. Difficulty in tracing extension impact

Because many factors affect the performance of agriculture in complex and contradic-
tory ways, it is difficult to trace the relationship between extension inputs and their
impact at the farm level. This difficulty, in turn, exacerbates other inherent problems
related to political support, budget allocation, incentives of extension employees, and
their accountability, both upward (to the managers) and downward (to their clients).

The evaluation of extension impact (Section 4) involves measuring the relationship
between extension and farmers’ knowledge, adoption of better practices, utilization of
inputs, and ultimately farm productivity and profitability and the related improvement
in farmers’ welfare. But farmers’ decisions and performance are influenced by many
other systematic and random effects (prices, credit constraints, weather, other sources
of information, etc.), and thus ascertaining of the impact of extension advice to farmers
requires fairly sophisticated econometric and quasi-experimental methods. The decision
makers who allocate funds, and even the direct extension managers, face great difficul-
ties in assessing the impact of extension and in differentiating it from other contributing
factors, or making allowances for the effects of counterveiling factors.

Given the difficulty in relating cause to effect, extension input indicators are often
adopted as “performance” criteria, as they are cheaper and simpler to establish [Axinn
(1988)]. Thus, the volume of contacts, numbers of agents, numbers of demonstration
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days, etc. are used to judge whether extension is “effective” or not. These, of course, are
not necessarily indicative of the quality and relevance of the knowledge conveyed.

The inability to attribute impact and thus assess performance has adverse impact
on the incentives of extension staff to exert themselves in outreach to farmers. The
motivation to train and update knowledge is hampered too (as the improved performance
that such training brings cannot be observed). Time is spent on collecting and reporting
input indicators, as these are easier to obtain. There are some other perverse outcomes
that result from the adverse impact on incentives, which are discussed below. All of
these are likely to produce lower quantity, as well as deficient quality, in extension
work.

2.3.5. Weak accountability

As in any public bureaucracy, extension personnel are accountable to the managerial
cadres, but because the effectiveness of their activities cannot be easily established,
their performance is measured in terms of input indicators that are easy to provide and
confirm. The field staffs are thus practically not accountable for the quality of their
extension work, and often even the quantity can be compromised with impunity. The
higher level managers are nominally accountable for extension performance to the po-
litical level but, due to the same impact attribution problems, the extension system’s
performance is monitored in terms of budgets, staff levels, and other bureaucratic, rather
than substantive, indicators. As is common in other large bureaucracies that are fully
publicly funded, the accountability to the clientele (i.e., to the farmers) is only nominal,
as typically there is neither a mechanism, nor incentives, to actually induce accountabil-
ity to farmers [Howell (1986); Farrington et al. (2002)]. This is ironic, as the farmers
are the only ones who can relatively easily observe the quality and effectiveness of the
extension service they receive. In the absence of mechanisms to implement account-
ability to farmers (which would improve the effectiveness of extension), incentives are
distorted. Non-extension activities, for which extra remuneration can be earned, such as
promotion of certain inputs for which a commission can be secured, or intermediation
in the acquisition of credit (e.g., assistance in filling forms), are undertaken by agents,
as the amount of extension time diverted to these tasks cannot be easily detected. If
such tasks are formally extension agents’ responsibilities (as they are in some systems),
they will tend to get higher priority than do information dissemination duties [Feder and
Slade (1993)].

Earlier extension projects yielded evidence of accountability failures in many cases
[e.g., Farrington et al. (2002)]. Little attention was given to the introduction of system-
atic participation by the farming community in problem definition, problem solving,
and extension programming. In more than one-half of the projects reviewed in a World
Bank retrospective, an “entrenched top-down” attitude by staff was noted, and, not sur-
prisingly, three-quarters of failed extension projects were characterized by such conduct
[Purcell and Anderson (1997)].
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That this pattern of behavior has been so common in both more- and less-developed
countries, and is derived from a common distorted incentive system, is evident from the
comments of Hercus (1991, p. 25), characterizing the New Zealand extension service
prior to its reforms, as an operation where the budget used was accounted for in terms of
“activities, not results, and concerned almost exclusively with expenditure and hardly at
all with outputs or efficiencies. The mandate of extension was derived by the ... service
itself, and in the absence of any challenge or alternative definition by the taxpayers’
representatives, the service regarded its charter as the right to exist on the prevailing
terms and conditions.”

2.3.6. Weak political commitment and support

Urban-bias and the weak standing of farmers in poor countries as an interest group has
traditionally made agriculture a weaker contender for public investment resources in
countries where agriculture is a large sector [e.g., Olson (1971, 1986); Binswanger and
Deininger (1997)]. But even given this situation, extension tends to be a less powerful
claimant for budgets. The review of extension operations assisted by the World Bank
[Purcell and Anderson (1997)] pointed out that, in nearly one-half of the projects exam-
ined, lack of commitment and support by senior government officials adversely affected
implementation and funding. Indeed, the failure to allocate funds is a key indicator of
weak conviction by senior decision makers and, as reported by Umali-Deininger (1996),
an overwhelming majority of extension projects in her review recorded inadequate op-
erating funds. Feder, Willett and Zijp (2001) posit that a plausible reason for the lack of
adequate support (and the resulting limited funding) by politicians and senior officials is
the inability to derive political payoff that can be earned from a public outlay that has a
visible impact (e.g., the double cropping that will follow from an irrigation investment,
or the reduction in transport cost due to a bridge). Such a payoff cannot be obtained from
an expenditure that has an unclear cause-effect nature, such as has sometimes been said
of extension. In addition, it is possible that awareness of deficient accountability, and
an overall impression of ineffectiveness, deter policy makers from allocating budgets to
extension services.

2.3.7. Encumbrance with public duties in addition to knowledge transfer

Because the extension service typically has a large number of public servants function-
ing at the rural community level, governments are often inclined to utilize extension
staff for other duties related to the farming population. Such duties include collecting
statistics, administering loan paperwork, implementing special programs (e.g., ero-
sion control), performing regulatory duties, and dealing with input distribution (for
government-provided inputs) [Feder and Slade (1993)]. The assignment of input dis-
tribution functions to extension agents is quite common, and is often motivated by the
absence, or poor functioning, of private input markets.
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Many of the non-extension duties are easier to monitor by supervisors than the infor-
mation dissemination function, as there are clear and quantifiable performance criteria
(e.g., the number of loan applications returned or the submission of statistics reports).
Consequently, extension workers naturally place greater attention on the accomplish-
ment of these duties. Furthermore, there may be an extra monetary incentive in per-
forming these other duties (such as input distribution) as some rents can be derived from
handling services that have a clear cash value to the recipient farmer. The allocation of
an inordinate amount of an extension agent’s time to these duties, at the expense of time
for technological information dissemination, can go undetected because the outcome of
the core extension duty is so difficult to attribute, and because accountability to farmers
is deficient. Swanson, Farner and Bahal (1990) estimated a diversion of as much as 25%
of the education effort. Such patterns of behavior will tend to reduce the productivity
impact of extension, and, over time, may exacerbate the image of ineffectiveness.?

2.3.8. Fiscal sustainability

Some of the preceding characterizations of public extension systems lead to persistent
funding difficulties. The public-good nature of many extension services makes cost re-
covery at the individual beneficiary level difficult. The dependence on public funding,
in turn, is problematic because weak political commitment implies lower budgets, rel-
ative to the large clientele that needs to be served. The image of ineffectiveness and of
unenforceable accountability is possibly another reason for the reluctance to direct large
budgets to extension. As pointed out by Howell (1985), a cyclical pattern may be ob-
served, whereby, in years when budget is relatively large (such as when a foreign donor
infuses funds for extension), large numbers of staff are recruited, imposing a large fixed
cost on the extension service (public employees typically are tenured). When budgets
dwindle, the fixed staff costs claim a large share of available funds, and field operations
are curtailed (as they require funds for transport and living expenses), as well as other
recurrent costs (vehicle maintenance, replacement of agents’ modes of transport, etc.).
The scaling down of field operations reduces not only the quantity of extension inputs,
but also their quality, as the extent of feedback from farmers is reduced, and thus timely
follow-up on farmers’ issues is hampered.

References to fiscal inadequacy, and the consequent unsustainability of extension
operations, are common in the extension literature [e.g., Howell (1985); Roling (1986);
Ameur (1994); Feder, Willett and Zijp (2001); Hanson and Just (2001)]. Purcell and
Anderson (1997) cited funding shortfalls as such a common phenomenon that over 70%
of the extension projects in their sample of Bank-supported operations faced “unlikely”
or “uncertain” sustainability. More recently this theme has come up for critical attention
in the wider development literature [e.g., Kydd et al. (2001)].

2 Nonetheless, there may be circumstances where a crisis situation, or some other high-priority assignment,
could override the importance of extension duties. For example, the onset of the AIDS epidemic could have
justified the diversion of extension staff into AIDS education activities in some countries.
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3. Alternative extension modalities to overcome generic weaknesses

The discussion above provides a framework consistent with many “stylized facts” re-
garding the structure, operations, and performance of public extension systems. In this
section we utilize this framework to analyze a number of specific formats of exten-
sion operations that have emerged in the past three decades. These newer approaches,
which depart from the traditional public service models as described in Section 2.3, en-
tail institutional innovations and reforms, often pluralistic [e.g., Anderson, Clément and
Crowder (1999); Anderson (1999); FAO/WB (2000)], where specific design features
reflect attempts to overcome some of the weaknesses inherent in the public extension
systems of recent decades.

3.1. Training and visit (T&V) extension

The T&V model of extension organization was promoted by the World Bank between
1975 and 1995 as a national public extension system, with application in more than
70 countries [Anderson, Feder and Ganguly (2006)]. The system’s designers stressed
the following features [Benor and Harrison (1977)]: (i) a single line of command, with
several levels of field and supervisory staff; (ii) in-house technical expertise, whereby
subject matter specialists are to provide training to staff and tackle technical issues
reported by field staff; (iii) exclusive dedication to information dissemination work;
(iv) a strict and predetermined schedule of village visits within a two-week cycle where
contacts are to be made with selected and identified “contact farmers”; (v) mandatory
bi-weekly training emphasizing the key set of messages for the forthcoming two-week
cycle; (vi) a seasonal workshop with research personnel; and (vii) improved remunera-
tion to extension staff, and provision of transport (especially motorcycles and bicycles).
It is evident that the T&V design attempts to tackle directly or indirectly some of the
weaknesses highlighted above. But as we will argue, some of the modifications ex-
acerbated other weaknesses, and the ultimate result was a widespread collapse of the
structures introduced.

The problems of scale and complexity were tackled by heavy reliance on officially
selected contact farmers within an identifiable farming group. By working with a small
number of contact farmers (six to eight per group of about 100), agents were to maxi-
mize coverage. But the required staff—farmer ratios implied a significantly larger exten-
sion staff, and thus the costs of T&V extension systems were higher by some 25-40%
than the systems they replaced [Feder and Slade (1993); Antholt (1994)]. This made
T&V extension more dependent on public budget allocations. The design intended to
tackle the accountability issue by improving management’s ability to monitor staff ac-
tivities, taking advantage of the strict visit schedule, the identifiable contact farmer, and
the intensive hierarchy of supervisory staff. This would have indeed provided incen-
tives for compliance with expectations regarding the quantity of service delivered. The
monitorable daily activities schedule also eliminated much of the ability to divert time
to activities other than information dissemination (which were formally removed from
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extension duties). But the quality of extension service was not practically monitorable
and, ultimately, managers and policy makers could not observe the impact of extension.
The lack of accountability to farmers was not resolved. The interaction with research
was improved through the seasonal meetings but, in practice, little influence was gained
regarding the setting of research priorities, and certainly the weakness of many national
research systems could not be corrected through extension projects.

Several features of the design could not stand up to practical realities, however. The
“contact farmer” approach was often replaced by a “contact group” approach because
biases in the selection of contact farmers (universally observed due to extension agents’
incentives) led to diminished diffusion. The strict bi-weekly visit schedule could not be
maintained because often there were no important new messages that needed to be con-
veyed, and the farmers had limited interest in frequent visits. The consequences for ex-
tension impact were apparently negative. While a study by Feder, Lau and Slade (1987)
showed a positive impact on yields in Haryana (India) three years after project initia-
tion, studies in Pakistan [Hussain, Byerlee and Heisey (1994)] and in Kenya [Gautam
(2000)] indicated no significant impact after a longer period.

Many observers, including early skeptics such as Moore (1984), agree that the single
most crucial factor that eventually brought about the dismantling of the T&V extension
system was the lack of financial sustainability, a generic problem made worse by the
high cost of the system. As the ability to demonstrate impact was not improved, there
was no significant change in the political commitment to support extension, and, in
country after country, even in long-faithful India, once the World Bank ceased funding
(assuming that the new system has been “mainstreamed”), the local budget process
implied a return to the smaller funding levels of the past.> With lower funding, the
T&V system could not be sustained and hard-pressed governments have struggled with
downsizing options, in some cases supported directly by bilateral donors, inevitably
coupled with other extension reforms [e.g., Sulaiman and Hall (2002)].

3.2. Decentralization

The decentralization of extension services retains the public delivery and public funding
characteristics of traditional centralized extension, but transfers the responsibility for
delivery to local governments (district, county, etc.). Several Latin American govern-
ments undertook this approach [Wilson (1991)] in the 1980s and 1990s, and it is being
initiated in African countries such as Uganda [e.g., Crowder and Anderson (2002)].
The main expected advantage of the approach is in improving accountability, as agents
become employees of local government, which (if democratically elected) is keen on re-
ceiving positive feedback on the service from the clientele-electorate [Farrington et al.

3 World Bank willingness to continue promoting the T&V approach dissipated as well in the 1990s, as
it became evident through reports of the Operations Evaluation Department that such projects will not be
sustainable and no sustained productivity gains could be verified. The internal debate within the Bank started
in the early 1990s but there was then only limited conclusive evidence on sustainability and impact.
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(2002); Swanson (2004)]. This was expected to improve extension agents’ incentives,
and induce better service. Improved management capacity is another advantage, as the
scale of the operation is reduced for each decision-making unit [Swanson (2004)]. Some
advantages may also be realized in coordinating extension advice with activities of other
agencies, as presumably the costs of coordination are lower for local agencies operating
in a smaller geographical area. Political commitment may be stronger as well since the
clientele is closer to the political leadership, and this can further lead to improved fiscal
stability [Swanson (2004)].

But decentralized extension agencies also face a multitude of additional problems.
There is greater potential for political interference and utilization of extension staff
for other local government duties (including election campaign activities). Economies
of scale in training and the updating of staff skills can be lost. Similarly, extension—
research linkages are more difficult to organize. Analysis [Garfield, Guadagni and
Moreau (1996)] of Colombia’s experience with the decentralization of extension con-
firms these concerns, and documents a significant increase in the aggregate number of
staff (and thus in aggregate costs). Issues of financial sustainability may, therefore, not
have been resolved, but merely transferred to the local level

A related reform was the devolution of extension functions to farmers’ associations,
rather than to local governments, a strategy pursued in several West African countries,
and where there have been some notable successes (e.g., Guinea). This approach is
likely to have a greater impact on accountability, as the employer represents even more
closely the clientele, and thus the incentives for higher quality of service are better.
There is also a better potential for financial sustainability, as the farmers’ association
that provides the public good is better able to recover costs (say, as general member-
ship fees) from its members, although typically government funding is also provided to
the associations. Extension agents may be permanent employees of the associations, or
contract employees from private entities, NGOs, or universities; conceptually, their in-
centives for better service are fairly similar regardless of their standing. The difficulties
with maintaining agents’ quality due to loss of economies of scale in training, and the
problematic linkages with research that sometimes characterize decentralized systems,
are likely to be present in this variant as well.

The fiscal burdens of extension can be mitigated to some extent if partnerships and
complementarities with local NGOs’ training activities can be exploited. These can en-
tail cost sharing and allow expanded coverage. However, in many developing countries,
NGOs do not have secure autonomous budgets, and thus the reliance on such partner-
ships over an extended period of time may not be generally feasible.

4 The USA provides an example of decentralization of extension to the sub-state (county) level, within
a partnership of federal-state-county authorities that provides for financial sustainability along with more
efficient extension planning [Huffman and Evenson (2005)].
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3.3. Fee-for-service and privatized extension

A format of fee for service for extension (where the provider may be a public entity
or private firms or consultants) in developing countries usually still entails considerable
public funding even if the provider is private [e.g., in the form of government-funded
vouchers or other government funding, such as reported by Keynan, Manuel and Di-
nar (1997) and Dinar and Keynan (2001)], but it has the potential of reducing the
fiscal burden of public extension services. Under such an arrangement, small groups
of farmers typically contract extension services to address their specific information
needs. The free-rider problems and non-rivalry in information use are resolved by defin-
ing the public good at the level of a small group, and having the whole group share
in the cost. The difficulty of tracing extension impact is much less of a problem, al-
though issues of asymmetric knowledge of the value of information and identifiability
of benefits [Hanson and Just (2001)] will still be present and raise design challenges
accordingly. Indeed, Chile’s experience with privatized extension, where government-
funded contracts were expected to be gradually reduced as farmers’ cost sharing would
increase, demonstrates that willingness-to-pay may be slow to materialize [Cox and
Ortega (2004)].

With resolution of the accountability problem, the quality of service is expected to
be higher. In fee-for-service modalities, farmers clearly determine the type of informa-
tion that is of priority to them, and thus the impact of extension advice is expected
to be higher. Practical problems of governance can lead to distortions, such as fa-
voritism of well-connected (but not necessarily high-quality) providers, and illegal trade
in government-issued vouchers for extension [Berdegué and Marchant (2002); Cox and
Ortega (2004)]. Similarly, training and the update of skills will usually have to be under-
taken by agents individually, with loss of economies of scale. These issues pose further
design challenges. An important role for public extension and policy (such as has been
supported by development agencies in Latin America) is to facilitate the development
of private provision of extension services, so that the public system can withdraw as
appropriate. A key drawback of fee-for-service modes of extension is that less com-
mercial farmers (i.e., poorer farmers and those farming smaller and less favored areas),
for whom the value of information is lower, may purchase fewer extension services, as
the price of the service will tend to be market-determined (thus reflecting also the de-
mand from farmers with higher value of information, to the extent that such farmers use
these channels for their information). This may entail not only social considerations,
but may be an inefficient outcome if the poor have a lesser ability to prejudge the value
of information and tend to undervalue it. The resolution of this concern is the stratifi-
cation of extension systems by types of clients within the country [e.g., Sulaiman and
Sadamate (2000)]. That is, smaller scale and poorer farmers may be served by public
extension or by formats of contract extension receiving larger shares of public funding
(e.g., an association of smaller scale farmers receives a larger matching allocation to
hire extension staff). In such ways, the particular needs of women farmers, for instance,
may be addressed [e.g., Saito and Weidemann (1990)]. At the same time, commercial
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farmers are expected to pay a higher share of extension cost in a fee-for-service system
[Wilson (1991); Dinar and Keynan (2001)]. Furthermore, as pointed out by Hanson and
Just (2001), there may be several externalities (such as related to soil conservation) that
imply inefficiency if a fully privatized extension system is introduced.

3.4. Farmer field schools

The farmer field school (FFS) was designed originally as a way to introduce knowledge
on integrated pest management (IPM) to irrigated rice farmers in Asia. The Philippines
and Indonesia were key areas in implementing this farmer training effort. Experiences
with IPM-FFS in these two countries have since been documented and used to promote
and expand FFS and FFS-type activities to other countries and to other crops. Currently,
FFS activities are being implemented in many developing countries, although only a few
operate FFS as a nationwide system.

A typical FFS educates farmer participants on agro-ecosystem analysis, including
practical aspects of ... plant health, water management, weather, weed density, disease
surveillance, plus observation and collection of insect pests and beneficials” [Indonesian
National IPM Program Secretariat (1991, p. 5)]. The FFS approach relies on participa-
tory training methods to convey knowledge to field school participants to make them
into “...confident pest experts, self-teaching experimenters, and effective trainers of
other farmers” [Wiebers (1993)].

A typical FFS entails some 9-12 half-day sessions of hands-on, farmer experimenta-
tion and non-formal training to a group of 20-25 farmers during a single crop-growing
season. Initially, paid trainers lead this village-level program, delivering elements and
practical solutions for overall good crop-management practices. Through group interac-
tions, attendees sharpen their decision-making abilities and are empowered by learning
leadership, communication and management skills [Van de Fliert (1993)]. Some of the
participating farmers are selected to receive additional training so as to be qualified as
farmer-trainers, who then take up training responsibilities (for some fee, possibly paid
by their community) with official backup support such as training materials. While there
is some debate on whether the FFS is an extension system or an informal adult educa-
tion system, for purposes of our discussion, the distinction is not of much consequence,
as the objectives of the FFS are similar to those of many extension systems. The ap-
proach whereby the training focuses more on decision making skills than on packaged
messages is perceived by its proselytizers as superior to traditional extension methods.

The FFS seeks to rectify the problem of accountability. This aspect is addressed in
two ways: (i) The official trainers who conduct the field school are bound by a strict
timetable of sessions within a prespecified curriculum, which can be easily verified by
supervisors; and (ii) continuous interaction with a cohesive group of trainees creates ac-
countability to the group, which is enhanced by the participatory nature of the training
methods. Later, when farmer-trainers who are members of the same community admin-
ister the training, accountability is presumed to be even greater. These features are thus
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expected to ensure the quality and relevance of the service (knowledge) provided to the
farmers.

A key drawback of the farmer field school approach is its cost, which is likely to raise
problems of financial sustainability. The intense training activities are expensive per
farmer trained [Norton, Rajotte and Gapud (1999); Quizon, Feder and Murgai (2001a,
2001b); Thiele et al. (2001)], so the amount of service actually delivered (the number
of farmers trained) on a national level would be small. Cost-effectiveness and financial
sustainability could be improved if farmer-trainers were to become the main trainers,
perhaps with significant community funding, and if informal farmer-to-farmer com-
munications were effective in facilitating knowledge diffusion. In practice, however,
farmer-trainers have been a minor factor in national FFS initiatives in Indonesia and the
Philippines [Quizon, Feder and Murgai (2001a)].

A study in the Philippines documented improved knowledge among trained farm-
ers, but little diffusion of knowledge from trained farmers to other farmers, presumably
because the content of the training is difficult to transmit in casual, non-structured com-
munications [Rola, Jamias and Quizon (2002)]. Similarly, recent analysis of FFSs in
Indonesia found superior knowledge among field school graduates, but no significant
diffusion of knowledge from trained to untrained farmers [Feder, Murgai and Quizon
(2004b)]. A related study concluded that the training had no significant impact on yields
and pesticide use by trained farmers or members of their communities [Feder, Murgai
and Quizon (2004a)].> A study by Godtland et al. (2004) of potato growers in Peru re-
ported on knowledge gains among trained farmers, but the study took place at an early
stage of the program and could not analyze diffusion effects. Such findings suggest that
both the curriculum and the training approach need to be modified so as to make infor-
mation simpler and easier to diffuse, and to prioritize the content of the training in order
to shorten the duration and reduce the cost.

4. The impact of extension

The extension operations of the past four decades may well be the largest institutional
development effort the world has ever known. Evenson (2001) reviewed many of the
impacts of such endeavor, and the present section is intended to complement his earlier
review. As noted in our earlier section, the endeavor has been extensive; hundreds of
thousands of technicians have been trained; and hundreds of millions of farmers have
had contact with and likely benefited from extension services. As countries struggle
with declining public budgets, a key question must be “How effective have these exten-
sion investments been and what impacts have they had?” Not all good questions have

5 Limited diffusion of information from field school graduates to other farmers is also reported by Van de
Fliert (1993, pp. 202, 230) and International Potato Center (2002). These studies, however, did not include a
rigorous analysis of diffusion.
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ready answers, however, in this case because of the many challenges of attribution and
measurement that have been noted in earlier sections.

In principle, the economic analysis of extension projects is similar to that of any in-
vestment appraisal [see, e.g., Belli et al. (2001) for example], but inevitably challenges
arise in appropriately valuing and attributing benefits. For projects that deliver agricul-
tural knowledge products to producers effectiveness in enhancing productivity can be
quantified by estimating the economic benefits to producers (or consumers) and com-
puting a rate of return to the investment [e.g., Maredia, Byerlee and Anderson (2001)].
Rates of return can be estimated econometrically by relating productivity changes to in-
vestment in research and extension or by applying the economic surplus method, which
builds benefits from the bottom up based on estimated productivity changes at the field
level and adoption rates for each technology. With the data limitations that so frequently
have plagued the econometric approach, the economic surplus approach has been much
more widely applied in developing countries.

More comprehensive studies may also seek to trace wider economic benefits of
research and extension through factor and product markets. Economic analysts are in-
creasingly being asked to address other objectives beyond efficiency, such as equity
improvements and poverty alleviation, environmental quality, food safety, and nutrition
[e.g., Alston, Norton and Pardey (1995)]. The extent that research and extension or-
ganizations should depart from their traditional efficiency objective is much debated
and there is yet no general resolution to guide, say, public policy analysts concerned
with relevance and effectiveness of investment in research and extension. However, few
studies have assessed extension achievements in their more comprehensive domains of
ambition.

The econometric approach to impact assessment usually employs a production func-
tion, cost function, or a total factor productivity analysis to estimate the change in
productivity due to investment in research and extension. The framework of, say, a pro-
duction function incorporates conventional inputs (land, labor, etc.), non-conventional
inputs (education, infrastructure, etc.), and the stock of technical knowledge (perhaps
represented by some representation of investment in research and extension). Recent
efforts have expanded the specification to include resource quality variables (e.g., soil
erosion, nutrient status, etc.), and weather variables. The estimated coefficients on re-
search and extension (measuring marginal products) are then used to calculate the value
of additional output attributable to the respective expenditures (holding other inputs
constant) and to derive marginal rates of return to the investments.°

There are many technical areas of debate and refinement in the literature on econo-
metric methods, such as the length and shape of time-lag structures, the appropriate
method of determining the rate of return from the estimations, the extent of selection

6 An added complication, leading to a possible overestimate of extension impact, is the potential of a
“Hawthorne Effect” [e.g., Freedman, Sears and Carlsmith (1981)], whereby farmers who have had an intensive
interaction with extension change their performance temporarily simply because they perceive themselves to
be under observation. Such a problem would be more likely in a cross-sectional study.
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biases, and the quality of indices used as the dependent variable [Alston, Norton and
Pardey (1995)]. The estimation of impact is made even more challenging by the fact
that farmers’ choices regarding technology, information acquisition, and risk-bearing
methods are made simultaneously [Feder and Slade (1984)]. Most studies, however,
deal with these decisions separately.” The main constraints on the wider application
of econometric approaches in developing countries are data availability and quality.
The econometric approach requires good-quality time-series data, which are difficult
to obtain below the national or state level in most developing countries. Therefore, the
approach is generally best for ex post evaluations of entire agricultural research and ex-
tension systems over a long period (say, 25-30 years), if the quantity and quality of data
allow the use of statistical methods. Robert Evenson pioneered much of the work in this
area in developing countries [e.g., various contributions in Evenson and Pray (1991)].
The approach is less relevant for individual research and extension organizations, since
pertinent time-series data are rarely sufficiently long enough or complete enough or
available at the needed level of disaggregation to allow useful estimation.

One good approach is to use panel data to capture both cross-sectional and time-series
variability [e.g., Gautam (2000)]. Secondary data of a panel nature are increasingly
available for many of the variables at the district level, especially production and input
data, and some recent studies have even included district-wise data on resource quality.
Maredia, Byerlee and Anderson (2001) offer a review of such studies, although the
emphasis in them has been on the impact of research rather than extension. As panel
data become more widely available, the use of econometric approaches to research and
extension evaluation will expand.

Birkhaeuser, Evenson and Feder (1991) made an early review of studies of extension
impact and found few studies of systematic comparison of costs and benefits with and
without a project. Systematic social experiments comparing different methods of exten-
sion in similarly situated areas have yet to be carried out. Where extension programs
have been evaluated by comparing outcomes in similar contiguous areas, the results
have been nuanced. Thus, careful work by Feder and Slade [Feder and Slade (1986);
Feder, Lau and Slade (1987)] comparing productivity differentials in Haryana and Uttar
Pradesh suggested that T&V had no significant impact on rice production but yielded
economic returns of at least 15 percent in wheat-growing areas. Similar work in Pak-
istan [Hussain, Byerlee and Heisey (1994)] found even smaller impacts in wheat areas,
although the effect of T&V in increasing the quantity of extension contact was docu-
mented. Although evaluations of extension investments have criticized the observed low
levels of efficiency and frequent lack of equity in service provision, they have in the past
reported relatively high benefit/cost ratios [e.g., Perraton et al. (1983)].

More recent studies of extension impacts have also shown significant and positive
effects [e.g., Bindlish, Evenson and Gbetibouo (1993) for Burkina Faso; Bindlish and

7 Huffman (2001b) identified this issue as inadequately researched in the context of the impact of schooling
on farmers’ performance, but the same observation applies to extension.
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Table 3
Estimated rates of return for economic impacts from extension in selected countries (number of countries)

Type of technological infrastructure in a country™ 5-25% 26-50% 50%+

Traditional and emerging technology
Islands of modernization

Mastery of conventional technology
Newly industrialized

Industrialized

O =N = O
SO N = =
w kA W kO

Source: Evenson (1997).
*Bangladesh, Botswana, Brazil, Burkina Faso, Cote d’Ivoire, Ethiopia, Indonesia, Japan, Malaysia, Nepal,
Nigeria, Paraguay, Peru, Philippines, South Korea, United States and Thailand.

Evenson (1993) for Kenya; Bindlish and Evenson (1997)] and internal rates of return on
extension investments in developing countries have reportedly ranged from 5% to over
50% (Table 3) [Evenson (1997)]. The overriding lesson from Evenson’s review of 57
studies of the economic impact of agricultural extension is, however, that impacts vary
widely — many programs have been highly effective, while others have not. Extension
systems seem to have been most effective where research is effective and have the high-
est pay-off where farmers have had good access to schooling, although doubtless other
factors also play key roles.

The most comprehensive review of impacts is found in a recent meta-study of 289
studies of economic returns to agricultural research and extension. This study found
median rates of return of 58% for extension investments, 49% for research, and 36%
for combined investments in research and extension [Alston et al. (2000)].% Similar
success has been documented even for Sub-Saharan Africa alone [e.g., Oehmke, Anan-
dajayasekeram and Masters (1997)]. Economic analysis has thus provided fairly strong
justification for many past extension investments, but does not tell the full story.

Concern over data quality along with difficult methodological issues regarding
causality and quantification of all benefits must be important qualifiers to the prevailing
evidence of good economic returns from extension. In Kenya, perhaps [from Leonard
(1977) to Gautam (2000)] the most closely studied case in developing countries, al-
though previous evaluations had indicated remarkably high positive economic returns
to extension investments, a comprehensive evaluation based on improved and new data
revealed a disappointing performance of extension, with a finding of an ineffective, in-
efficient, and unsustainable T& V-based extension system and no measurable impact on
farmer efficiency or crop productivity [Gautam (2000)]. Such findings bolster the skep-
ticism of policy makers [reinforced by observations such as those of Hassan, Karanja

8 The sample of studies reviewed in the meta-study was strongly oriented toward research, as only 18 out of
1128 estimates of rates of return were for “extension only”. In contrast, 598 were for “research only” and 512
were for “research and extension combined”.
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and Mulamula (1998)] about getting returns to investment in public extension that are
actually rather low, a skepticism that seems more than well justified. It is not our inten-
tion to end this survey on a note so salutary but evidently more evaluative work is called
for to better assist policy insights and investment decisions.

5. Conclusion

Our review began by charting the important role that agricultural extension can play
in development. We especially highlighted the public-good character of much actual
and potential extension effort, as this underpins the extensive public investment in this
domain.

We elaborated on the many administrative and design failures that have proved so
problematic in public extension effort in the past, most notably those associated with:
the scale and complexity of extension operations; the dependence of success in exten-
sion on the broader policy environment; the problems that stem from the less than ideal
interaction of extension with the knowledge generation system; the difficulties inherent
in tracing extension impact; the profound problems of accountability; the oftentimes
weak political commitment and support for public extension; the frequent encumbrance
with public duties in addition to those related to knowledge transfer; and the severe
difficulties of fiscal unsustainability faced in many countries.

From our review of such problems, as well as due consideration of positive experi-
ence, we went on to reflect on the pros and cons of some specific formats of extension
operations that have emerged in the past few decades, namely training and visit exten-
sion, decentralized mechanisms for delivery, fee-for-service and privatized extension,
and farmer field schools. Naturally, specific situations will call for quite specific ser-
vicing methods but our review emphasizes the efficiency gains that can come from
locally decentralized delivery with incentive structures based on largely private pro-
vision, much of which will inevitably remain largely publicly funded extension efforts,
especially (and properly so) for impoverished developing countries.

Among these general problems of extension organization, the difficulty of attribut-
ing impact weakens political support, leading to small budgets and problems of fiscal
sustainability. Ironically, this same difficulty may explain why international develop-
ment agencies have heavily supported extension activities, financing some $10 billion
in public extension projects over the past five decades. The economic justification for
the investments is rarely based on solid ex ante cost—benefit analysis, since parameters
are typically not available from past investments because of the difficulties of attributing
impact. Attribution problems also imply that it will be difficult to establish failure once
a project is completed (completion is the artificial point in time when donor funding is
fully disbursed, but farming and extension activities continue).

Several other factors also account for the popularity of extension projects among
donors. Extension projects are relatively easy to design, typically involving a small
number of recipient government agencies, often just the ministry of agriculture. This
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reduces bureaucratic complexity. The activities funded by a project are well defined
inputs; constructing and refurbishing extension offices, training agents, providing trans-
port and budgets for field operations, and funding additional personnel. If a project is
national in scale, it is easy for donors to build its budget to a significant size — a positive
attribute for a development agency striving to maintain its own cost-effectiveness per
dollar granted or lent.

There is thus some tension between domestic decision makers, who are reluctant to
invest heavily in extension, and development agencies, which enthusiastically promote
investment in it. The availability of external funds minimizes the need for trade-offs
between investments in extension and investments in more politically rewarding under-
takings, such as irrigation systems. But it also simply postpones the day of reckoning.
Once the externally funded project is over, the lack of political support resurfaces and
extension budgets are again cut. The more expensive features of the foreign-funded ef-
fort are abandoned, and the size of the extension service is cut way back [Purcell and
Anderson (1997)].

There is clearly much yet to be done in bringing needed extension services to the poor
around the world. Understanding of what works well in the diverse circumstances of the
developing world is still far from complete and there is thus a clear need for continuing
research effort to fill these gaps, as has been well articulated by observers such as Cox
and Ortega (2004, p. 15). Meantime, investors need to be cautious in designing and
adjusting public extension systems if they are not needlessly to re-learn the lessons of
the past. Informed by these lessons governments should be able to increase the chance of
reaping high returns to their investment and successfully assisting farmers to boost their
productivity and income, and thereby contribute more strongly to economic growth.
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Abstract

Considering the deep pessimism about the limits to growth that prevailed throughout
much of the 60s and early 70s, the rapid growth in food crop productivity and food
supplies triggered by the Green Revolution was a remarkable achievement. The driving
force behind this success was the application of modern science for enhancing food crop
productivity, particularly in the favorable production environments. The CGIAR played
a crucial role in adapting scientific knowledge to the conditions of developing coun-
tries as well as in coordinating international efforts in transferring technologies across
national boundaries. Implicit in the CGIAR mission was, and still remains today, a pri-
mary focus on the production of international public goods (IPGs), i.e., goods that are
non-exclusive in access and non-rival in use, and that have widespread applicability, i.e.,
of potential use beyond national boundaries. This chapter focus on the origins, evolution
and major accomplishments of the CGIAR and its partners in meeting global food secu-
rity and poverty reduction goals, and highlights the challenges facing the CGIAR in the
decades ahead. Particular attention is paid to the existing evidence on the diffusion and
impacts of CGIAR products and to the evidence on the rates of return to international
agricultural research investments. The broader impacts of the CGIAR on poverty and
food security are discussed. The chapter ends with a discussion of the future need for
and the challenges facing the CGIAR.

Keywords
technology change, adoption, diffusion, impact, Green Revolution

JEL classification: 013, 014, O31, 032, O38
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In the period between 1960 and 2000, the world’s population grew by 90%, mostly in
developing countries. At the same time, using only 10% more cultivated land, world
food production grew by 115%, resulting in a 25% increase in per capita availability of
food. Food prices consequently fell by 40% in real terms over the four decade period.
Considering the deep pessimism about the limits to growth that prevailed throughout
much of the 60s and early 70s, these achievements were as unexpected as they were out-
standing. The driving force behind this success was the application of modern science
for enhancing food crop productivity, particularly in the favorable production environ-
ments.

Many factors contributed to the rapid improvements in developing country food sup-
plies: government investment in agricultural R&D and infrastructure improvements,
particularly for irrigation and fertilizers, accompanied by supportive policies and insti-
tutions. The technological breakthroughs in rice and wheat provided the early impetus
for the concerted effort at raising agricultural productivity. CIMMYT in Mexico and
IRRI in the Philippines both established in the early 1960s — funded in large part by
the Rockefeller and Ford Foundations, were the forerunners to an international agricul-
tural research system that specialized in the generation and promotion of research and
technological spillovers across national boundaries. Scientists at these centers, draw-
ing on breakthroughs in rice and wheat breeding undertaken in Japan, China, Taiwan,
and Mexico, achieved remarkable early success in the development and release of new,
high yielding varieties (HYVs) of wheat and rice. The new short-statured, fertilizer-
responsive cultivars had significantly higher yield potential than traditional varieties and
were quickly adopted in farmers’ fields across many parts of Asia and Latin America.

Inspired by the early successes at CIMMYT and IRRI a special partnership within the
global agricultural research community was formed to address the chronic food sup-
ply deficits in many developing countries through production-oriented research. This
partnership came to be known as the Consultative Group for International Agricultural
Research (CGIAR). Established in 1972, the CGIAR mission was to expand and co-
ordinate international efforts in transferring and adapting scientific knowledge to the
conditions of developing countries. Implicit in this mission was, and still remains today,
a primary focus on the production of international public goods (IPGs), i.e., goods that
are non-exclusive in access and non-rival in use, and that have widespread applicability,
i.e., of potential use beyond national boundaries.! The comparative advantage of the
CGIAR derives partly from the fact that private firms operating thorough markets have
limited interest in public goods since they do not have the capacity to capture much of
the benefit through proprietary claims. Socially desirable levels of investment in such

1 Accordingly, CGIAR research is organized around major problems that are of international relevance.
Indeed, production of IPGs is one of the four criteria used to assess opportunities for strategic choices in
shaping the CGIAR future research agenda [TAC (2000)]. This extends to all types of CGIAR activities,
including training and advisory services, though producing IPGs for these and other research-related activities
are more difficult to achieve.
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goods can only be elicited from the public sector. The CGIAR investment in develop-
ing IPGs complements investments by both the private sector and governments who
would invest in national public goods, irrespective of potential spillovers. Although it
contributes less than 5% of the total global agricultural research budget, the CGIAR has
played a fundamental role in helping spur agricultural growth and poverty reduction in
developing countries.

This chapter focus on the origins, evolution and major accomplishments of the
CGIAR and its partners in meeting global food security and poverty reduction goals,
and highlights the challenges facing the CGIAR in the decades ahead. Section 1 of the
paper discusses the evolution and funding of the CGIAR over the past three decades.
Section 2 assesses the existing evidence on the diffusion and impacts of CGIAR prod-
ucts and Section 3 reviews the evidence on the rates of return to international agricultural
research investments. Section 4 addresses the broader impacts of the CGIAR on poverty
and food security. The last section of the paper looks at the future need for and the chal-
lenges facing the CGIAR.

1. Evolution and funding of the CGIAR

The research focus of the CGIAR has evolved over time (Figure 1). IRRT and CIMMYT,
before and shortly after the establishment of the CGIAR, had a clear mandate focused on
improving rice, wheat and maize productivity through the development and release of
improved varieties. The CGIAR commodity improvement mandate quickly expanded to
include other key food crops, such as legumes (beans, cowpea, pigeonpea and chickpea),

Figure 1. CGIAR’s evolving agenda.
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roots and tubers (cassava, yams, potato and sweet potato), other cereals (sorghum and
millet) and to concentrate on better management of livestock and pastures.

By the beginning of the 1980s, the CGIAR through its network of 10 International
Agricultural Research Centers (IARCs) was actively involved in varietal improvement
and crop management research for most crops and cropping systems of major impor-
tance in developing countries. What had not been explicitly addressed by the CGIAR
until then were constraints related to distorted food and agricultural policies and weak
research institution capacity. Recognizing the critical role that good agricultural policies
and strong national agricultural research systems (NARS) play in accelerating techno-
logical change and fostering agricultural development, two new CGIAR centers were
established in the 1980s, one focused on agricultural policy (IFPRI) and the other
on capacity building and institutional strengthening (ISNAR). As sustainability and
conservation of the environment emerged as dominant themes, genetic resource conser-
vation (IPGRI), forestry (CIFOR), agro-forestry (ICRAF), water IWMI) and aquatic
resource management (ICLARM, now WFC) were added to the CGIAR agenda by the
early 1990s. At this point, the CGIAR mission moved well beyond simply raising food
production in developing countries to explicitly embrace poverty reduction through sus-
tainable agriculture, forestry and fisheries production.?

In its thirty-year history, the CGIAR saw its agenda broaden considerably as it moved
from a strongly supply-side orientation to a considerably more demand (often donor) led
one. At the same time it moved away from delivering concrete research products (e.g.,
improved crop varieties) to one of developing approaches, articulating problems and
deriving common agendas and solutions with its partners. Its role as a moderator, ini-
tiator, facilitator, stimulator and a bridge to the broader stakeholder groups has become
increasing important. Yet it is not clear that the success that the CGIAR has achieved
in terms of helping raise the productivity of basic food crops can be replicated in the
future as it attempts to address the broader development agenda it has now adopted.

1.1. Growth in funding base for the CGIAR

Member support for CGIAR research activities expanded dramatically during the first
15 years of its operation. From an initial funding base of US $19.5 million in 1972,
support to the CGIAR broadened and deepened. By 1987, 35 CGIAR members were
investing over $240 million each year to support the System’s 12 IARCs.? Today, the
aggregate annual contributions from the 64 members is just under US $440 million.
This provides the financial base of support for the core research programs of 15 IARCs,

2 Reflected most fully in the CGIAR’s most recent mission statement: “to achieve sustainable food security
and reduce poverty in developing countries through scientific research and research-related activities in the
fields of agriculture, forestry, fisheries, policy, and the environment” [CGIAR (2000)].

3 This total includes financial support for all Center and CGIAR System-level activities, including over-
heads.
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Figure 2. CGIAR total contributions to the agreed research agenda 1972-2002, nominal and real. Source:
CGIAR annual reports 1986-1988/89 and CGIAR financial reports 1989-2002; and Executive Summary of
the 2004 CGIAR Financial Results (May 2005).

16 Systemwide (inter-center) Programs and four global Challenge Programs (CPs),* in
addition to supporting System-level governance and management functions. The pattern
of growth of total investments to the CGIAR from 1972 to 2002, nominal and real,’ is
depicted in Figure 2. The most recent data show a continuing increase in donor invest-
ments in the CGIAR — now at US $450 million (in 2005).

Although the current pattern of investment still reflects the dominant position and
contributions of a small group of donors, this is changing. In 1994, the top 10 donors
accounted for over 78% of the total CGIAR investment; by 2004, their relative contri-
bution accounted for only 64%, suggesting a broadening of the ownership within the
System over the last 10 years. The developing countries themselves, who stand to gain
the most today from the CGIAR efforts, contribute only 4% of the total budget cur-
rently, which has risen slightly over the last five years but still suggests a long way to

4 At AGM °01, the CGIAR adopted the “CP” concept as a major pillar of change in the CGIAR reform
process. This new programmatic approach was focused on large multi-institutional research programs ad-
dressing specific problems of regional or global significance using expertise of Center programs and expanded
partnerships. There are currently four CPs in the CGIAR: HarvestPlus CP, Water and Food CP, Genomics CP,
and Sub-Saharan Africa CP.

5 Only a relatively small part of the growth can be attributed to inflation. Using 1995 as the base year, the
annual investment in the CGIAR in 2005 is calculated at US $352 million, compared to US $60 million
in 1972.
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go before the CGIAR becomes an organization predominantly financed and managed
by the developing countries themselves.

1.2. Trends in CGIAR investment by activity/undertaking

Up until 1991, activities of the CGIAR were classified into four simple activities:
Research; Strengthening NARS, Research Support, and Management Research, with
sub-activities within each. Subsequently,® as the mandate of the CGIAR evolved and
donor interest in some key issues emerged, the activity classification system was re-
vised to embrace five major ‘Undertakings’ of relevance to the CGIAR, with several
sub-activities, as follows:

e Increasing Productivity

o Germplasm enhancement and breeding
o Production systems development and management

e Protecting the Environment

e Saving Biodiversity

e Improving Policies

o Socio-economic, policy and management research

e Strengthening National Research Programs

By making some simple assumptions about investments in the early years based on
specific support to individual CGIAR centers and the correspondence between certain
sub-activities in the each of the classification schemes, it is possible to reconstruct a time
series of investment based on the latter classification system of major Undertakings.
This is presented in Figure 3 where shares of total investment in the CGIAR by major
undertakings are shown for five-year averages beginning in 1972-1976.

During the first five-year period (1972-1976), coinciding with the establishment and
early activities of the CGIAR, almost 75% of the total investment went to IARCs for
activities related primarily to “Increasing Productivity”. A large percentage of this, par-
ticularly during the early years when the CGIAR’s primary focus was on crop improve-
ment, consisted of sub-activities related to “germplasm enhancement and breeding”.?
“Increasing Productivity” type activities received about twice as much importance as
all other Undertakings combined up until the early 90s, with almost 65% of the total

6 In fact, an interim system of CGIAR activity classification was used between 1992 and 1994. Although
this further complicates constructing a consistent time series of activity investment within the CGIAR, for
purposes here, simple assumptions were made in converting those to the more standard one used between
1995 and 2001.

7 There is no clear dividing line between these categories. In some cases activities may overlap into several
categories. Indeed, a number of CGIAR objectives cross-cut all these categories, such as the strengthening of
NARS, and improvement of the sustainability of production systems.

8 Beginning in the late 70s and early 80s, increasing emphasis was given to activities related to crop and
farm management issues, e.g., farming systems research. Precise figures are lacking, but in 1992, the first year
for which separate data became available, “germplasm enhancement and breeding” and “production systems
development and management” each accounted for about half of the “Increasing Productivity” Undertaking.
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data from 2000 to 2002 and that ‘Increasing Productivity’ composed of the new allocations by the Outputs
‘Sustainable Production’ and ‘Germplasm Improvement’.

CGIAR investment allocated to it. During the 90s, however, donors shifted their interest
to several other Undertakings. In 2002, the last year for which actual Undertaking data
are available, the share of CGIAR investment in Increasing Productivity had fallen to
34%, of which the sub-activity “germplasm enhancement and breeding” comprised 18%
(down from 24% in 1992) and “production systems development and management” to
17% (down from 25%).° This trend in investment away from productivity-enhancing
activities, for which there are proven impacts on poverty, raise questions about the cur-
rent direction and focus of the CGIAR [World Bank (2003)].

The three CGIAR Undertakings that continued to expand, and most prominently
since 1991, were “Protecting the Environment”, “Improving Policies”, and “Saving
Biodiversity”. From a negligible base in 1972, these three Undertakings emerged as

9 The two largest components within the “production systems” sub-activity saw their investments shares fall
the most, e.g., ‘cropping systems’ from 16% to 9% and ‘livestock systems’ from 6% to 4%. At the same time,
investments in ‘tree systems’ fluctuated around 3% while investments in ‘fish systems’ actually rose.
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dominant investment activities of the donors, such that by 2002—-2005 they constituted
43% of the CGIAR agenda (18%, 15% and 10%, respectively). The fifth undertaking,
“Strengthening NARS” grew slightly in relative importance over the 30-year period,
from 19% to 22%. Thus, a major change in the CGIAR over the last 30 years has
been a shift in focus away from increasing productivity activities toward those relating
to protecting the environment, saving biodiversity and improving policies. The current
system of investment accounting is based on targeted ‘Outputs’ and reflects a similar
emphasis with ‘germplasm improvement” accounting for only 16% of the total CGIAR
investment, ‘germplasm collection’ for 11%, ‘policy’ for 18%, ‘sustainable production’
for 34% and ‘enhancing NARS’ for 21%. The policy and financial context under which
drove this trend toward a stronger environmental focus was (a) the run up to the UNCED
and its outcome (Agenda-21 goal of achieving sustainable agriculture) and (b) a finan-
cial crisis for the System in the early 1990s at a time when the major focus was on
germplasm improvement. In 1995 a renewal program in the CGIAR was launched where
commitments to the newer sustainability agenda were made, with the overall budget
position of the CGIAR improving significantly but resulting in a diversion away from
productivity-oriented activities in favor of a stronger environmental protection focus, a
trend which continued until very recently.

1.3. Investments by center type

The shift in priority emphasis within the CGIAR can also be seen by examining the
investments to the individual Centers over time. Table 1 shows the donor contributions
to each of the Centers since 1972. Centers have been grouped into four categories ac-
cording to the primary focus of their work: (i) commodity focus; (ii) ecoregional plus
commodity focus; (iii) policy/institutional focus; and (iv) NRM focus.

Investments in the commodity-focused centers of the CGIAR, i.e., CIMMYT (maize
and wheat), IRRI (rice), ILRI (livestock) and CIP (potatoes and sweet potatoes), regis-
tered most of their growth up until 1989, with total funding for these four centers rising
from an initial $8.5 million to $107 million. Investments for this group declined there-
after and did not return to 1989 levels until 1997, and then only in nominal terms. The
real value of investment actually declined, from $125 million in 1989 to $98 million
in 2005 (using 1995 dollars). In relative terms, the predominantly commodity-focused
centers now account for less than 30% of the total CGIAR investment (2004-2005 av-
erage) versus about 50% during the 1970s.

The ecoregional + commodity focused centers include ICRISAT, ICARDA, CIAT,
IITA and WARDA.'? These centers too experienced their biggest nominal growth up to
1990, rising from an initial $11 million to $107 million. Like the commodity-focused

10 JCRISAT ecoregional mandate is global semi-arid tropics and commodity mandate is sorghum, millet,
groundnut, pigeonpea and chickpea. ICARDA’s ecoregional mandate is the Caucuses and West Asia—North
Africa and commodity mandate for wheat (with CIMMYT), lentils, chickpea, etc.



2390 P. Pingali and T. Kelley

Table 1
CGIAR budget, by center: 1972-2005

Commodity focused 1972-1975 1976-1979 1980-1983 1984-1987 1988-1991 1992-1995 1996-1999 2000-2003 2004-2005

centers

CIMMYT 6.3 11.6 17.7 21.2 26.9 25.7 30.0 37.31 41.76
CIP 1.7 5.6 9.1 11.5 17.6 17.2 21.9 20.82 22.83
ILRI® 2.4 13.1 18.5 24.0 32.4 25.0 25.5 28.52 31.3
IRRI 5.2 12.0 18.2 22.5 28.2 27.6 31.2 32.51 33.0
Total center 15.6 4223 63.5 79.2 105.1 95.5 108.6 119.16 128.89
% to total 47.85 49.24 45.26 43.68 45.46 37.58 33.76 32.61 29.89
Total contrib. to the  32.6 85.9 140.3 181.3 231.2 254.1 321.7 365.36 431.14
research agenda®

Ecoregional/commodity-oriented centers

ICRISAT 32 10.3 15.6 23.1 29.3 26.7 25.5 232 25.08
ICARDA 5.9 14.9 18.8 18.5 17.8 22.0 25.06 24.98
CIAT 55 10.2 17.9 22.7 27.1 27.0 30.9 31.5 35.68
IITA 6.9 12.7 17.4 20.6 22.0 222 27.1 34.47 41.11
WARDA 0.6 1.5 24 3.0 6.1 6.5 9.5 11.36 15.62
Total center 16.2 40.56 68.2 88.2 103 100.2 115 125.59 142.47
% to total 49.69 47.26 48.61 48.65 44.55 39.43 35.75 34.37 33.04
Total contrib. to the  32.6 85.9 140.3 181.3 231.2 254.1 321.7 365.36 431.14
research agenda

NRM focused centers

IWMI® 6.8 9.2 13.1 25.89
ICLARM 52 10.8 13.72 18.43
ICRAF 13.5 20.1 23.95 29.46
CIFOR 55 10.5 13.42 14.95
Total centers 31 50.6 64.19 88.73
% to total 12.20 15.73 17.57 20.58
Total contrib. to the  32.6 85.9 140.3 181.3 231.2 254.1 321.7 365.36 431.14
research agenda

Policy/institution strengthening centers

IFPRI 0.3 1.4 3.1 49 8.9 8.9 18.8 22.62 37.27
ISNAR 2.2 43 7.2 6.5 9.6 9.1 xd
IPGRI® 0.5 1.6 33 4.7 7.0 12.0 19.1 24.7 33.78
Total centers 0.8 3.0 8.6 139 231 274 475 56.42 71.05
% to total 245 3.49 6.13 7.66 9.99 10.79 14.76 15.44 16.48
Total contrib. to the  32.6 85.9 140.3 181.3 231.2 254.1 321.7 365.36 431.14

research agenda

Source of data: CGIAR annual report 1997 for 1972-1997, financial reports 1998-2003. Source to the total
research agenda: CGIAR annual report 1997 (1972-1981), 1986-1988/89 and financial reports 1989-2003,
and Executive Summary of the 2004 CGIAR Financial Results (May 2005).

4Previously ILCA and ILRAD.

bF; gure does not include CGIAR investments that supported System governance and management, e.g.,
CGIAR Secretariat, TAC Secretariat, etc.

CPreviously I[IMI.

4ISNAR subsumed into IFPRI in 2004.

€Previously IBPGR and INIBAP.
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centers, investments here fell thereafter and did not recover to 1990 levels until 1996,
and only in nominal terms. But by 2004-2005, the aggregate level of investment for
these five centers had risen to $142 million, roughly equivalent to real resource levels
enjoyed during the late 1980s and early 1990s. These five Centers currently account for
a third of the total CGIAR funding, although during the early 1970s they accounted for
about half.

The first two policy/institution related centers were established in 1975: IFPRI, with
a mandate for research on food and agricultural policy, and IPGRI focusing on genetic
resources policy. A third, ISNAR with a mandate for strengthening national agricul-
tural research in developing countries, joined the CGIAR five years later. In 1980, the
aggregate level of investment in these three centers was just over $5 million. Fund-
ing for this group of policy/institution centers grew rapidly during the 1980s and the
1990s. By 2004-2005, the total annual investment to this group was over $70 million
and accounted for almost 17% of the total CGIAR budget, from a mere 3% during the
1970s.'! This is a clear statement about the growing relative importance of agricultural
and food policy, institution strengthening and genetic resources policy in the eyes of
CGIAR members.

The NRM-focused centers are the newest group to be added to the CGIAR and consist
of four centers: IWMI (water management), ICLARM now WorldFish Center (aquatic
resources), ICRAF now World Agroforestry (agroforestry) and CIFOR!? (forestry).
These centers joined the CGIAR in 1992 with an initial aggregate funding of $25 mil-
lion. Funding for this group grew steadily throughout the next 10 years and reached
$89 million in 2004-2005. In terms of relative importance, the NRM-focused centers
today account for 21% of the CGIAR budget, having risen from virtually nothing before
1992, a vivid statement about the importance of conservation and environmental related
issues to CGIAR members. This growth, in relative and absolute terms, came at the
expense of primarily germplasm enhancement and breeding and thus affected primar-
ily the commodity-focused centers and to a lesser extent the commodity + ecoregional
centers.

1.4. The changing nature of the investment: From unrestricted to restricted

One of the hallmarks of the CGIAR during its early years was the relatively large
percentage of funds contributed by donors in an unrestricted manner, i.e., contribu-
tions were not earmarked for a particular project or type of activity. Over time this has
changed, with an increasing amount of “special project” funds coming to the Centers,
thereby restricting the freedom they have in selecting priorities and activities. Figure 4
shows the trend from 1988 to 2001 in absolute contributions to the CGIAR centers

11 At the Annual General Meeting of the CGIAR in October, 2003, the CGIAR members decided to integrate
ISNAR into IFPRI, as a distinct program. Hence, from 2004 there are only two centers in this group.
12 While classified as a NRM institute, in fact, much of CIFOR’s research focuses on policies.
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Figure 4. Unrestricted and restricted funding for the CGIAR 1988-2001. [Adapted from World Bank (2003).]

in unrestricted and restricted (targeted) forms. The level of restricted funding has in-
creased by almost 2%z times since 1988. The relatively rapid rise of restricted funding,
from 36% of the CGIAR budget in 1992 to 64% in 2005, continues to threaten the in-
tegrity of the System’s research agenda, and puts at risk the essential functioning of the
CGIAR as a mechanism for coordinated research and funding. Disproportionate levels
of restricted funding could move the CGIAR emphasis away from the generation of
International Public Goods toward the adaptive and development end of the research
spectrum. Piecemeal project funding could over emphasize short term outputs at the
cost of reduced Center emphasis on long term strategic research.

According to a recent World Bank evaluation, there is an overwhelming consensus
now that the growing share of restricted funding is distorting research priorities, increas-
ing transactions costs, and reducing the efficient use of resources at both the System and
Center levels [World Bank (2003)]. While there is no tangible documented evidence for
this as yet, there is growing awareness that this phenomenon has contributed to a “strate-
gic drift” within the CGIAR. The recent priority setting exercise led by the Science
Council focuses on a more coherent IPG research agenda with a strong commitment
by donors to unrestricted funding. This is a step in the right direction, but it remains
to be seen whether the System can develop an effective mechanism for channeling its
resources to the avowed System priorities to maximize impacts, with as few restrictions
as possible.
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2. Diffusion and impact of CGIAR research and technology generation

The activities and outputs generated by the CGIAR have evolved over the last three
decades, from an exclusive focus on crop genetic improvements, to the current diverse
mix of products that includes agronomy and crop management technologies, new para-
digms and knowledge on resource management and environmental conservation, policy
analysis, human capacity building and germplasm and knowledge networks. Despite the
current activity and output diversity, it is not clear that the CGIAR’s ability to effectively
disseminate its products and to have an impact on developing country agriculture has
progressed beyond its success in promoting crop varieties and improved breeding lines.
To-date, there is insufficient evaluation of the other CGIAR products to assess their dif-
fusion and impact. This section presents the evidence that is currently available on the
extent of diffusion and impact of CGIAR products.

2.1. Crop genetic improvements

Most development experts agree that the TARCs have played a pivotal role in the agricul-
tural change and intensification process witnessed in developing countries over the last
three decades. Some of the major achievements and impact derived from the CGIAR’s
crop germplasm improvement efforts have been documented by Evenson and Gollin
(2003). In partnership with the national agricultural research systems (NARS), the
CGIAR and its forerunner institutes were instrumental in facilitating and sustaining the
impact of the “Green Revolution” — the development of improved, fertilizer-responsive
high yielding varieties (HY Vs) of wheat, rice, and a host of other important staple com-
modities, in the developing regions of the world. Evenson and Gollin (2003) estimates
that the productivity gains from crop germplasm improvement alone averaged 1.0% per
annum for wheat (across all regions), 0.8% for rice, 0.7% for maize, and 0.5% and 0.6%
for sorghum and millets respectively.

Documentation of the extent of diffusion, adoption and farm-level impact of modern,
HYVs of rice, wheat, and maize began in the early 1970s. Similar work for other crops,
such as cassava, sorghum, millets, and potatoes, followed in the 1980s and thereafter.
Dalrymple (1978), for example, documented that approximately 30 million hectares of
wheat and 25 million hectares of rice in the developing world had been planted to HY Vs
by 1977. Dalrymple’s work triggered numerous other efforts by researchers over the
next two decades to study adoption and impacts of improved varieties of rice, wheat,
maize, sorghum & millet, and potatoes [e.g., Herdt and Capule (1983); Byerlee and
Moya (1993); Lopez-Pereira and Morris (1994); Evenson and David (1993); Walker
and Ryan (1991); Walker and Crissman (1996); Rohrbach et al. (1999)].

Evenson and Gollin (2003) report for all developing countries, that the adoption of
HYVs during the first twenty years of the Green Revolution, if aggregated across the
major crops, rose from 9% in 1970 to 29% by 1980 and reached 63% by 1998. As might
be expected, varietal releases by the national programs were rising as well over this
period. In the case of wheat, varietal releases doubled from an average of 40 per year
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between 1965 and 1970 to 80 per year between 1986 and 1990. Annual rice releases
tripled during the same time period and maize releases increased five fold. The same
pattern holds for sorghum, and even for crops that were relatively less researched such
as millet, barley and lentils.

The spillover benefits of CGIAR breeding efforts can be measured by the parentage
and pedigree of the varieties released by national programs. Evenson and Gollin (2003)
report that the CGIAR content in modern varieties was high in most crops with 36% of
all varietal releases based on crosses made in CGIAR centers. For Sub-Saharan Africa
and the WANA region this figure was more than 50%. In addition, another 26% of the
modern varieties released had a CGIAR cross as a parent or other ancestor. Evenson and
Gollin (2003) conclude that the expanding pool of genetic resources and varieties made
available to the national programs through the CGIAR helped avoid the diminishing
returns to breeding efforts that would have occurred in the NARS programs had they
been forced to work with the pool of genetic resources available to them at the beginning
of the period.

International spillovers are likely highest for a commodity like wheat, which is grown
in relatively homogeneous production environments, with little variability in local tastes
and preferences for quality characteristics [Byerlee and Traxler (2001)]. Quality char-
acteristics are a limiting factor in the direct transferability of varieties for some major
commodities such as rice and maize. Consumer tastes may be so highly location specific
in some cases, such as beans in Africa, to make it difficult even for country programs
to develop widely accepted varieties [Sperling, Loevinsohn and Ntambovura (1993)].
NARS programs have generally used varieties or crosses made in the CGIAR centers
as parents for the development of varieties that are more closely adapted to particular
agro-ecological environments or specific taste preferences. In practice, a large propor-
tion of varietal transfers take the form of adaptive transfers. The CGIAR has contributed
significantly to the improvement of research efficiency and to the reduction of research
costs by enabling such adaptive transfers.

It often takes a long time for knowledge to be developed through research and then
adopted. Typically, ten years pass from the initiation of a research project to the dissem-
ination of research results. By borrowing research results (e.g., plant lines or varieties)
from other countries, a country can shorten its research time and contribute to increased
returns to research investments [Alston, Norton and Pardey (1995)]. The CGIAR’s nu-
merous crop improvement networks allowed for the best breeding materials and knowl-
edge to be widely and freely available across the developing world. Several attempts
have been made to trace and quantify such spillovers at the level of individual countries.
Wood and Pardey (1998) explicitly accounted for public goods cross-border technology
spillovers in agricultural research priority setting in Latin America. Morris, Dubin and
Pokhrel (1994) conducted a similar assessment for wheat research spillovers from India
to Nepal. Maredia and Byerlee (1999) quantified spillover benefits for improved wheat
germplasm across agro-ecological boundaries — in other words, they measured the trans-
ferability of wheat varieties developed for one production environment (e.g., an irrigated
environment) to another (e.g., a rainfed environment). In general, large NARS’s engage
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in adaptive transfers rather than direct use of CGIAR generated varieties and crosses
[Byerlee and Traxler (2001)].

Developed country agricultural research systems also benefited from the IPG tech-
nology spillovers generated by the CGIAR. Brennan (1986) measured the benefits to
Australian wheat breeding programs of access to CIMMYT breeding materials. Pardey
et al. (1996) measured the benefits to US wheat and rice production from germplasm
developed at CIMMYT and IRRI. Most of these spillovers have been adaptive trans-
fers, but in the case of wheat in California, most varieties have originated directly from
CIMMYT. The aggregate benefits of these spillovers have been valued in the billions of
dollars.

2.2. Crop and resource management impacts

Traditional crop management research in the CGIAR tended to be more narrowly de-
fined and included such agronomy-related themes such as soil and nutrient management,
irrigation and land-cover management, pest management and water harvesting. It had a
strong emphasis on increasing or maintaining resource productivity. The primary aim
of the research was to complement the germplasm improvement research to exploit the
benefits of new cultivars. More recently, there has been a growing interest in the CGIAR
in integrated natural resource management (INRM) research. This is a broader re-
search paradigm that emphasizes the nexus of productivity enhancement—environmental
protection-human development as a multiple research objective across different time
and spatial scales, from field plot to landscape levels [Sayer and Campbell (2001);
Turkelboom et al. (2003)]. Invariably, INRM must concern itself with sociopolitical,
economic, and ecological variables [Campbell et al. (2001)]. Clearly, this represents a
significant departure from traditional crop management research that aimed to raise or
simply maintain (‘maintenance research’) productivity of resource use in a sustainable
manner, i.e., over the long term.

Unlike the case for crop genetic improvement, the documented evidence of the im-
pact of NRM research in the CGIAR is virtually nil, at least when considering moderate
to large scale effects [Kelley and Gregersen (2005)]. A review of the literature by
Pingali (2001) found relatively few ‘crop management and improved input use’ and
other NRM-related CGIAR impact studies to-date, a finding that corroborates an ear-
lier review by Byerlee and Pingali (1994). Raitzer (2003) systematically reviewed and
evaluated A studies of economic benefits derived from CGIAR innovations (known
‘success stories’), so as to produce a range of plausible and highly credible benefit-
cost ratios for the entire investment in the CGIAR. Results show a notable absence
of large-scale success stories for NRM, with notable the exception of biocontrol and
integrated pest management (IPM) research [e.g., Zeddies et al. (2001); Bokonon-
Ganta, DeGroote and Neuenschwander (2001)]. A comprehensive survey of rates of
returns for all types of agricultural research, including large and small-scale studies,
found few NRM-related studies among them, indeed less than 4% of the total stud-
ies reviewed [Alston et al. (2000)]. Unlike the case for crop germplasm improvement,
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for which large-scale adoption of yield-enhancing CGIAR-derived varieties has been
documented for a range of CGIAR crops, there are as yet few examples of widely
adopted CGIAR-generated improved NRM technologies for which demonstrable im-
pact has been measured. The NRM IAs included in the Alston et al. study also showed
significantly lower average rates of return than for crop germplasm improvement re-
search.

The reason for there being so few documented success stories of NRM research in the
CGIAR, i.e., studies that go beyond anecdotal evidence and selective small-scale case
study results, is not yet clear. Some of the more plausible reasons discussed below are:
(1) a lack of sustained critical mass of effort and investment; (ii) inappropriate methods
for measuring NRM research impact; and, possibly, (iii) a lack of impact per se.

2.3. Lack of sustained critical mass investment

It can be argued that the lack of evidence to-date reflects, at least partly, an insufficient
and sustained emphasis on NRM research over the last few decades. While time series
data on specific categories of funding is difficult to reconstruct, most would concede
that total CGIAR investments in crop germplasm improvement have been considerably
larger than those for NRM research. Notwithstanding, the absolute levels of investments
by the centers in NRM-related research and its earlier precedents, e.g., farming systems
research, are still considerable. This applies not only to the NRM-focused centers, but
also, to a larger extent, to the predominantly commodity-oriented centers and to the
commodity 4 ecoregional centers as well.

Research in soil and water management and cropping/farming systems in general rep-
resented a significant component of many CGIAR centers’ research agenda during the
CGIAR's first two decades, and these were typically focused on productivity-enhancing
aspects of NRM. Major investments were made in such areas as broadbed-and-furrow
management, minimum and zero tillage systems, alley cropping, watershed manage-
ment and other soil and water management related research. To-date, far too little of
this has been assessed in terms of impact, whether measured in terms of improvements
in resource productivity, or in enhancing the environment.

2.4. Inappropriate methods for measuring NRM impact

NRM research IA has lagged behind assessment of the impacts of research on
germplasm improvement and certain technology developments. Approaches are needed
that capture environmental services and other (non-crop yield) gains due to such NRM
research as maintenance and loss reduction, risk reduction, quality improvement, re-
duction of negative environmental externalities, and compatibility with off-farm labor
schedules. Certainly, lack of appropriate methods has constrained efforts to document
impact from NRM research [Izac (1998)]. Economic surplus methods for measuring
and attributing the impact for crop germplasm research may often not be appropriate
in the case of NRM research. While this may apply to some of the current efforts in
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process-oriented integrated NRM (INRM), it does not adequately explain the lack of
NRM impact assessments for research focused mainly on productivity improvements,
the lion’s share of NRM efforts before the mid-1990s and a significant portion of it
afterward.

When addressing NRM research impacts, a wide range of other issues needs to be
considered. Markets are largely missing for the environmental services provided. Dif-
ferent valuation methods exist, all of which are highly imperfect and tricky to use, and
hence there is a need for a range of values reflecting different perspectives and valuation
methods. Externalities are spread over different scales and hence difficult to capture as
each level needs to be done with different tools. The time dimension is crucial and hence
the choice of discounting key. There are also important problems of resilience and irre-
versibilities that need to be taken into account in constructing counterfactual scenarios.
For these reasons, designing control groups for NRM treatments is particularly difficult
because of the spatial and temporal dimensions involved.

The difficulty in measuring and attributing impact of NRM/INRM research is gener-
ally recognized to be of a significantly higher order than for crop germplasm research
[Tzac (1998)]. The issues relate particularly to complexity issues (in scale, in time), non-
linearity (causality), the economic and non-economic dimensions, operation-indicator
issues, higher costs, more disciplines involved, longer time lags, attribution problems,
and difficulty in extrapolation. The recognition that some of the gains and impacts from
crop improvement have been supported by improved crop and soil management derived
through NRM research is not always apparent.'® This is a measurement/allocation prob-
lem, but without some evidence it remains conjectural, or anecdotal at best. There is a
need to develop means to measure and subsequently document the role improved re-
source management has played in realizing on-the-ground impacts.

Given the levels of investment to-date in NRM research in the CGIAR and that much
of it has targeted productivity improvements, NRM productivity impacts using the con-
ventional market model should not be dismissed a priori. Underpinning this is the core
issue of efficiency of resource use. Virtually all sustainable paths to poverty alleviation
are derived directly or indirectly through increased productivity. Thus, notwithstand-
ing the present need for new methods and approaches to measure the more-complex
and less-tangible effects of NRM research, it remains the case that even simple impact
measures, such as adoption and use of NRM products and practices, are still scarce.
Complexity itself may not be the primary reason for a lack of documented impact in
NRM research in the CGIAR.

13 Bell et al. (1995) attempted to measure the genetic and agronomic contributions to increasing wheat yields
in Northwest Mexico. They estimated a 28% yield gain due to genetic factors, a 48% yield gain attributed to
increasing N fertilizer and the remaining 24% was attributed to ‘other factors’ — possibly including increasing
P fertilizer, among others. These results, while isolating the pure genetic contribution, do not in themselves
establish a contribution from NRM research.
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2.5. Lack of impact per se

It must be recognized that, as in the case of other types of research, some NRM re-
search in the CGIAR has failed to generate the appropriate technologies or institutional
arrangements that adequately address the needs of poor farmers and communities.
CGIAR Center annual reports from the late 1970s through to the early 1990s attest
to the range of NRM research-related activities in which the CGIAR has been involved
including water harvesting, broadbed-and-furrow management, erosion control through
contour bounding, zero tillage in Africa, use of green cover crops and mulching, ley
farming, alley cropping, and better management of the crop stover. The analyses of the
problems and the long-term basic and applied research undertaken to address them are,
for the most part, highly commendable from a scientific point of view. What is missing
is impact. There is not much evidence, even today that, over the long run, the work has
generated sufficiently wide-scale adoption of improved resource management practices
among farmers. Admittedly, in such cases where it is evident that adoption is lacking,
there is little incentive to assess impact. Thus, lack of impact per se could be a major
reason behind the lack of evidence of impact. This is not an indictment of the quality
of research conducted — not all research can be expected to result in a proven, adopted
technology — nor does it overlook the fact that some technologies have indeed been
adopted by some farmers.

One hypothesis to explain why NRM research may not have had more impact is that
the innovation generated through the research is not, in itself, sufficient to catalyze wide-
scale adoption. Its use and adoption is contingent on a great many other pre-conditions
including, in some cases, institutional reform. Relative to germplasm improvement,
NRM improvements require many more actors to get impacts on the ground, such as
extension, policy, institutions, organized farmers and communities. For example, lack
of an effective delivery mechanism could explain low adoption, although this reason
may be used more frequently than is justified. Also, because NRM information is often
more location-specific, and the CGIAR has not yet developed adequate links with many
of these actors at the local level, it is inherently difficult to generate these impacts.

To the extent that for either technical, economic, or social reasons, research-led inno-
vations have not been adopted, it might be useful to distinguish between NRM research
focused on individual farmer-based decision-making (more technology-focused) vs that
focused on group/community-based decision-making (more rules/institution-focused,
technology less important). With respect to the individual farmer, the attractiveness of
a new management practice depends largely on expected profitability/risk levels and
additional labor or other inputs required with the ‘improved NRM-based technology’.
Perhaps insufficiently appreciated is the fact that many farmers in developing countries
are looking for innovations that allow them to reduce their labor input in agriculture, not
increase it, or to have other opportunities that are more profitable or less risky, or that
give them higher utility, e.g., investments in children’s education. An opportunity-cost
assessment approach is more relevant in this case. Some of ICRISAT’s research on the
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non-use of fertilizers in southern Africa shows this to be the case [Rusike, Dimes and
Twomlow (2003)].

With respect to NRM research focused on community-based decision making, the
emphasis on key issues such as property rights and the need for community action
has resulted in a number of promising pilot success stories, as brought out in, e.g.,
the Systemwide Collective Action and Property Rights (CAPRi) external review [In-
terim Science Council (2003)]. Here, the major constraint is scaling up, or scaling out
and without that capacity, the investment cannot usually be shown to be cost-effective.
Indeed, this was one of the major conclusions reached at the Agroforestry Dissemi-
nation Workshop held at ICRAF in September 1999: “The developing world has no
shortage of successful ‘pilot’ schemes and projects that have sought to address the prob-
lems of poverty, food security and environmental degradation. There are too few cases
where these successful pilots have led to widespread impact on a sustainable basis”
[Cooper and Denning (2000)]. Exacerbating scaling problems is the fact that funding
for extension has fallen significantly in recent years, and the greater the complexity
of technological adoption, the greater the need for extension [Douthwaite, Keatinge
and Park (2001)]. Thus, this lack of impact may not be attributable to research itself.
The entire impact pathway needs to be considered, including dissemination and adop-
tion processes. Acquiring a better understanding of how resource management practices
change over time and under different sets of agricultural policies and economic and so-
cial environments is fundamental. This sets the stage for more effective targeting of
technology and greater impact.

3. Rates of returns to IARC research investment

A large body of benefit—cost and rates of returns studies exists that document the effi-
cacy of earlier investments in the CGIAR, both for specific types of research and for
the organization as a whole. These studies show in a relatively consistent manner that
rates of returns to agricultural research compare favorably with alternative public in-
vestments.

3.1. Returns to crop improvement research investment

When considering the broad spectrum of research and research-related activities under-
taken by the CGIAR, rates of return studies for crop germplasm improvement (CGI)
research are the most numerous and best documented. Studies by Scobie and Posada
(1977) at CIAT and Flores-Moya, Evenson and Hayami (1978) at IRRI, focusing on rice
improvement in Columbia and the Philippines, respectively, were some of the earliest
studies to calculate rates of returns on CGIAR research investment. Although focused
on relatively short periods of time, 1957-1964 and 19661975, the studies estimated
relatively high rates of return, well above 50%. This marked the beginning of numerous
other studies which followed, expanding analyses to cover other geographic regions,
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longer timeframes and other crops where the CGIAR was having impact. Taken to-
gether, studies estimating the rates of return to CGIAR commodity research investments
have consistently shown the investment to be extremely profitable. Evenson (2001) and
Alston et al. (2000) provide a detailed synthesis of studies conducted across crops and
countries. Their reviews confirm the widespread evidence of high economic rates of
return for crop improvement research in the CGIAR.

Gardner (2003) provides a comprehensive review and critique of the huge body of
CGIAR impact and rates of return literature in a recent analysis done for the World
Bank. This meta-analysis looks at a range of Center impact assessments as well as some
major earlier meta-analyses. Drawing on a major piece of work by Anderson, Herdt and
Scobie (1988) examining the benefits and costs of research on (but not only) wheat and
rice breeding in the CGIAR, and making conservative assumptions about total economic
gains and modest attribution to the CGIAR, Gardner estimates a b/c ratio of 6.7, just
considering efforts on wheat and rice. Some other more recent studies reviewed by
Gardner include one by Anderson and Dalrymple (1999) where the economic surplus
generated by improved CGIAR-derived varieties of wheat and maize is estimated at
$1.8 billion and $1.0 billion, respectively (up to 1997). A study by Jha and Kumar
(1998) calculated internal rates of return from the joint IRRI — Indian national program
between 32 and 74% across various states in India. Heisey, Lantican and Dubin (1999)
on wheat and Morris (2001) on maize estimate rates of returns on a global scale that
result in “phenomenal rates of return”. These are a sample of the many studies that have
sought to document the positive economic effects of CGIAR research.

Gardner highlights important caveats and qualifying statements for many of these
studies. These include the degree to which adequate documentation is provided (poorly
in some cases), the degree to which reasonable assumptions have been made (often not),
the transparency provided (missing in several studies), biases in case study selections
(the winners) and problems invariably associated with attribution effects and the devel-
opment of the counterfactual. Notwithstanding these caveats and the different concerns
expressed for different studies, taken together, the body of evidence is fairly robust and
widespread and typically consistent (albeit with sometimes large degrees of error) for
the high rates of return from the CGIAR commodity programs — particularly for wheat,
rice and maize — and to a lesser extent for cassava, potato, sorghum, and other crops. Not
surprisingly, Gardner also found that for CGIAR efforts in areas less directly related to
agricultural productivity, the evidence available on adoption and impacts is very little
indeed, if any.

Some have claimed, based largely on anecdotal evidence that rates of returns to agri-
cultural research in general, and by implication rates of return to investments in the
CGIAR, have been declining. Alston et al. (2000) in their assessment of trends and
characteristics of the rates of return in agricultural research and development examined
292 case studies with 1900 estimated rates of returns. The median annual rate of return
estimate from these studies fell within 40-60% — consistent with the broad literature.
More importantly, they found no evidence that rates of return to agricultural research
had declined over time. Evenson (2001) in his review of over 100 studies estimating
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rates of return to research came to a similar conclusion. Gardner (2003) concurs with
that assessment based on his analysis but notes that even the most recent impact assess-
ment reflects the product of research that occurred many years earlier and that there is
essentially no evidence from these studies on returns to research conducted after 1990.

3.2. Non-commodity focused efforts

Pingali (2001) concluded from his review of impacts and rates of return literature that
there were relatively few ‘crop management and improved input use’ and other NRM-
related CGIAR impact studies to-date. The exception here are the large scale impacts
from biocontrol or IPM research already alluded to. Using biocontrol to manage the
cassava mealy bug during the late 1980s and thereafter delivered huge benefits to small
producers virtually throughout SSA. Total economic returns, i.e., crop losses averted,
were estimated between $8 and $20 billion [Zeddies et al. (2001)], depending on as-
sumptions about the counterfactual. Biocontrol of the mango mealybug in Benin was
another IITA success story generating high rates of returns [Bokonon-Ganta, DeGroote
and Neuenschwander (2001)]. CIP’s potato pest management impacts were summarized
by Walker (2000) in ten case studies of the impact of improved potato varieties and pest
control — generating rates of return ranging between 27 and 200%. In a review of the
CGIAR’s systemwide IPM efforts, Waibel (2000) estimated that the rate of return to
investment in IPM has been in the order of 15 to 40%. As already alluded to, rates of
return for investments in NRM research have averaged considerably lower than for crop
improvement research [Alston et al. (2000)].

The degree of difficulty in measuring rates of economic return for some types of
research is of a significantly higher order than that for commodity improvement. Mea-
suring the rates of return on policy research and training, for example, is fraught with
measurement difficulties. Nevertheless, [IFPRI has made some impressive attempts to
document — usually in non-economic terms, but sometimes in economic as well — the
value of some of its policy research investments. Ryan (1999), for example, estimated
that IFPRT’s role in the changes in Vietnam’s rice policy amounted to a gain of $45
million during 19961997, generating a huge benefit—cost ratio of 45 to 1 (due to the
low cost of research). But this is more the exception than the rule. The pathway from
policy research to policy change to effects on agricultural productivity and, ultimately,
to poverty impacts is long and complex and involves many actors. Attribution problems
are probably insurmountable in many situations.

The CGIAR has made immense contributions to strengthening research capacity in
the national research systems of developing countries. This has mainly occurred by
building human capacity through training programs and by improving the exchange of
information and technology through networks.

Building national capacity is believed by some to be the area where the CGIAR has
had the largest impact. Indeed, strengthening NARS capacity has always been one of
the key objectives of the CGIAR. However, unlike other forms of research which have
more direct paths to poverty and for which economic and social rates of return can be
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estimated, investments in training and capacity building have thus far not been system-
atically assessed in terms of their impact.'# Nevertheless, investments in this activity by
the CGIAR have been major, typically accounting for 20 to 25% of the total CGIAR
budget each year.

CGIAR germplasm and crop management networks have been essential to the rapid
dissemination of knowledge and products. The networks allowed a global community
of commodity scientists to be connected to each other and to exchange ideas and ex-
periences. Yet almost no work has been done to formally assess the impact of CGIAR
networks on productivity improvement for developing country agriculture. An excep-
tion is a study of CIMMYT Regional Maize Program in Central America (a maize
research network) that found high returns to participation in the network, especially for
small countries that could not afford a critical mass of crop research and development
specialists [Gomez (1999)]. Substantial work is needed on the economic and social
returns to network participation, since this mode of linking researchers in national pro-
grams and the CGIAR is expected to continue into the foreseeable future. Measuring
the impacts of networks is very difficult, however, because of problems in clearly iden-
tifying inputs and outputs and attributing them to the participants in the network.

In his benefit—cost meta-analysis, Raitzer (2003) systematically reviewed and crit-
ically evaluated IA studies of economic benefits derived from CGIAR innovations
(known ‘success stories’) to produce a range of (a) plausible and (b) highly-credible
benefit—cost ratios for the entire investment in the CGIAR since 1972. Against an ag-
gregate investment of 7120 million 1990 US dollars (6900 million of investment in
the CGIAR, plus relevant pre-CGIAR costs) from 1960 through 2001, all scenarios
produced benefit—cost ratios in substantial excess of one, using the benefits accruing
from 1972-2001. Including only “significantly demonstrated” studies that empirically
attribute CGIAR derived contributions to collaborative efforts results in a ratio of 1.94.
When all “significantly demonstrated” studies are included with assumed attributive
coefficients applied, the ratio rises to 3.77. The “plausible” scenario results in a ratio
of 4.76, and when extrapolated to 2001 this rises to 9.00. If the latter is extrapolated
through to 2011, the ratio rises to 17.26. Since costs are distributed over the benefit
period, and many benefits peaked in the early 1990s, the discount rate applied only
significantly affected generated ratios in the extrapolative scenarios.

Raitzer asserts that the true value of benefits arising from the CGIAR is probably
in excess of even the upper bounds of the results demonstrated here, as only a small
subset of System impacts have been assessed or can be measured easily in economic
terms. Indeed, 98% of “significantly demonstrated” and 93% of “plausible” benefits
were generated by just three research areas — cassava mealybug biocontrol, breeding of
spring bread wheat and modern varieties of rice. Since these are not the only areas of
CGIAR research success, so there is substantial scope for expanded impact coverage.

14 A CGIAR Science Council externally commissioned study is currently underway to evaluate CGIAR train-
ing of NARS and, to the extent possible, its impact.
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4. Impacts on poverty and food security

Productivity growth that resulted from agricultural R&D under the auspices of the
CGIAR and its partners during the GR and post-GR period has had an enormous
impact on food supplies and food prices, and consequent beneficial impacts on food
security and poverty reduction. Rising productivity in the agricultural sector has also
stimulated growth in the non-agricultural sectors and has acted as an engine of over-
all economic growth. While the benefits of agricultural productivity growth have been
shared widely, some sections of society have undoubtedly gained relatively less than
others have, such as landless labor, female headed households, and farm households
in marginal environments. However, such statements must be qualified. For example,
while the Green Revolution has been criticized for bypassing millions of resource-poor
farm households living in marginal environments, this was not the case in all unfa-
vorable environments. There is increasing evidence of agriculture success stories even
within the agro-climatically stressed and geographically isolated environments [Kelley
and Byerlee (2003)]. This involves not only technology transfer and capital investments
but also the “software” of development, such as local institutions, property rights and
social capital.

4.1. Food supplies and food prices

Widespread adoption of modern seed-fertilizer technology led to a significant shift in
the food supply function, contributing to a fall in real food prices. The primary effect
of agricultural research on the non-farm poor, as well as on the rural poor who are net
purchasers of food, is through lower food prices:

The effect of agricultural research on improving the purchasing power of the poor —
both by raising their incomes and by lowering the prices of staple food products —
is probably the major source of nutritional gains associated with agricultural re-
search. Only the poor go hungry. Because a relatively high proportion of any
income gains made by the poor is spent on food, the income effects of research-
induced supply shifts can have major nutritional implications, particularly if those
shifts result from technologies aimed at the poorest producers [Alston, Norton and
Pardey (1995)].

Early efforts to document the impact of technological change and the consequent in-
crease in food supplies on food prices and income distribution were made by Hayami
and Herdt (1977) at IRRI, Pinstrup-Andersen, Ruiz de Londofio and Hoover (1976) and
Scobie and Posada (1978) at the International Center for Tropical Agriculture (CIAT),
and Binswanger (1980) at ICRISAT. Pinstrup-Andersen argued strongly that the pri-
mary nutritional impact for the poor came through the increased food supplies generated
through technological change.

In examining some of the economic and social welfare effects of crop genetic im-
provement programs of the CGIAR and its partners, Evenson and Rosegrant (2003)
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estimate that without the CGIAR and national program crop germplasm improvement
efforts, food production in developing countries would have been almost 20% lower
(requiring another 15-20 million hectares of land under cultivation in addition to at
least 5% higher food imports). World food and feed prices would have been 35 to 65%
higher, and as a consequence, average caloric availability would have declined by 11 to
13% globally (more in some regions). Finally, child malnutrition would have gone up
by 6-8% — affecting some 30 to 45 million more children than otherwise. Overall, these
efforts benefited virtually all consumers in the world — and the poor relatively more so.

The profitability of modern farming systems has been maintained despite falling real
food prices, owing to a steady decline in the unit cost of production. The point that
producers have continued to benefit from technological change despite falling output
prices has not been emphasized adequately in the literature, although empirical evidence
does show quite clearly that unit cost of production has fallen significantly for modern
varieties of crops, such as rice [e.g., see Pingali, Hossain and Gerpacio (1997) for several
Asian locations and Hossain (1998) for Bangladesh] and wheat [e.g., see Sidhu and
Byerlee (1992) for evidence from the Indian Punjab].

The proposition that agricultural growth acts as an engine of overall economic growth
and poverty reduction has been empirically supported by several in-depth case stud-
ies in Green Revolution areas [Hazell and Haggblade (1993); Fan, Hazell and Thorat
(1998)]. Hayami et al. (1978) provided for the Philippines a village-level illustration of
the impacts of rapid growth in rice production on land and labor markets and the non-
agricultural sector. Long term changes in village economy were traced through periodic
revisits over three decades [Hayami and Kikuchi (2000)]. Hazell and Ramaswamy
(1991) showed the development of backward and forward linkages from increased agri-
cultural productivity growth in India. Delgado, Hopkins and Kelly (1998), found similar
evidence for Africa — growth being stimulated in the non-agricultural sector by growth
in agricultural productivity.

4.2. Differential impact of technological change

The impact and benefits of technological change have varied by ecological domain,
socioeconomic factors (such as farm size), and gender. Many studies have addressed
the differential impact of technological change in favorable and unfavorable produc-
tion environments. David and Otsuka (1994) conducted a study on the differential
impact of technological change across rice environments in Asia. Although the favor-
able, high-potential environments gained the most in terms of productivity growth, the
less favorable environments benefited as well through technology spillovers and through
labor migration to more productive environments. Wage equalization across favorable
and unfavorable environments was one of the primary means of redistributing the gains
of technological change. Renkow (1993) found similar results for wheat grown in high-
and low-potential environments in Pakistan.

Indeed, there are many examples where people living in marginal environments did
in fact benefit from new agricultural technologies and development efforts, with sig-
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nificant impacts [Kelley and Byerlee (2003); Lantican, Pingali and Rajaram (2003)].
Notwithstanding these important qualifiers, few would argue that rural producers in
marginal areas have received benefits comparable to their counterparts in the better en-
dowed areas, where irrigation and associated inputs are more readily available, and
modern varieties have been widely adopted. For example, Byerlee and Morris (1993)
confirmed that improved seed-fertilizer technologies for wheat were less widely adopted
in marginal environments worldwide and had less of an impact there than in favored
environments. Byerlee (1996), too, found that almost full adoption of wheat and rice
HYVs had been achieved in irrigated environments by the mid-1980s, but very low
adoption in environments with scarce rainfall, or poor water control (in the case of rice).
Moreover, whereas HY Vs of wheat provided yield gains of 40% in irrigated areas, with
modest use of fertilizer, in dry areas gains were often no more than 10%. On the con-
sumer side, the picture is more straightforward. Increased food supplies and lower food
prices via GR effects benefited virtually all consumers in the world, and the poor rel-
atively more so since they spend a larger share of their income on food. Indeed, many
consumers in marginal areas have benefited from lower food prices, and even the ma-
jority of farmers in these environments are often net food purchasers [Renkow (1993)].

Poorly endowed environments, nevertheless, pose a tremendous challenge to re-
searchers and policy makers alike, namely to identify new agricultural R&D oppor-
tunities and to facilitate adoption of technologies and appropriate institutions to meet
the needs of the poor living there.

Income distribution effects across the various socioeconomic groups within a rural
community have received some attention in the impact literature. In a detailed study of
North Arcot District of Tamil Nadu, India, Hazell and Ramaswamy (1991) estimated the
distribution of benefits of technological change across landless laborers, tenant farmers,
and small and large landowners. David and Otsuka’s (1994) study paid particular at-
tention to effects on landless labor and tenant farmers, and found that the benefits were
shared across the various farm size groups. The early criticism that the Green Revo-
lution had benefited only large-scale farmers stood in sharp contrast to the findings of
all of these studies. Empirical evidence indicates that small farms also benefited, albeit
later, in terms of productivity and income growth.'> Hazell and Ramaswamy found that
initially the new technology was principally adopted by large-scale farmers, but as time

15 One of the common arguments made for small farmer reluctance to adopt new technologies is that it is
riskier than the ones they use currently. Anderson and Hazell’s (1989) volume on variability in grain yields
provided an important synthesis of evidence on production variability in agricultural systems that had recently
switched to modern varieties. The volume covered most CGIAR crops and all continents where the CGIAR
centers worked. The worry that modern varieties may be more risky and therefore less attractive to farmers
does not seem to have held up in practice. Stochastic dominance tests of the distribution of returns from
improved and traditional varieties typically show new varieties to be dominant. The following studies provided
crop-specific results for sorghum and millets [Walker (1989); Witcombe (1989)] and rice [Flinn and Garrity
(1989); Coffman and Hargrove (1989)]. More recent studies at CIMMYT [CIMMYT (1991)] for wheat and
at ICRISAT for millet [Adesina (1988); Shapiro (1990)] have reported reduced coefficients of variation for
yields over time.
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passed smaller farms began adopting high-yielding varieties at similar rates of large-
scale farmers. In North Arcot District of Tamilnadu, between 1973/74 and 1983/84
“small paddy farmers and landless laborers gained the largest proportional increases in
family income”. The authors point out that the results of these papers are quite differ-
ent from many previous studies which evaluated the new technology too early in the
adoption process.

The evidence on landless labor is less clear. Pinstrup-Andersen and Hazell (1985)
argued that the landless labor did not adequately share in the benefits of the Green
Revolution because of depressed wage rates attributable to migrants from less endowed
regions. David and Otsuka (1994), however, found that migrants shared in the benefits
of the Green Revolution through increased employment opportunities and wage income.

The differential impact literature has focused on identifying the distribution of ben-
efits between men and women farmers and male- and female-headed households. The
general finding across crops and continents is that women farmers and female-headed
households have gained proportionally less than their male counterparts. It is not gender
alone that determines whether an individual benefits from technological change, how-
ever, but rather the initial social and economic status of the individual [Paris (1998)].
Quisumbing, Haddad and Pefia (1995) concluded from a ten-country study that among
the very poor the economic welfare of male- and female-headed households differed
very little. Differences emerged only where cultural or institutional factors prevented
equal participation in the labor force, as in Bangladesh. For excellent recent reviews of
the literature, see Doss (1999) on African maize farming systems and Paris (1998) on
rice in Asia.

5. Challenges ahead

Some of the emerging trends in the global food economy are highlighted in Box 1. As
should be obvious, the world today is dramatically different from when the CGIAR
was first established. Trade liberalization and greater integration of global food markets
is leading to more reliable food supplies and lower food prices in real terms. Income
growth, urbanization and growing global inter-connectedness are leading to diet diver-
sification and homogenization. The locus of technological innovation has shifted from
the public to the multi-national private sector with a consequent rise in the transac-
tions costs faced by developing countries in accessing technology. Access problems
are particularly acute in the case of the emerging biotechnologies. While hunger and
food insecurity continue to be an important focus of developing country food policy,
the emphasis has shifted from a pre-occupation with increasing food supplies to one of
enhancing access to food. Potential trade-offs between agricultural productivity growth
and the conservation of the natural resource base receive substantially greater attention
today than in earlier decades.

Our review of the existing evidence shows that the CGIAR has had a significant im-
pact on increasing national as well as global food supplies, and thereby has helped in
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Slowdown in population growth: The growth rate of 1.35% per annum in the second half of the 1990s is
expected to decline to 1.1% in 201015 and to 0.5% by 2045-50 [UN Habitat (2001)].

Income growth and reductions in poverty: Per caput income growth in developing countries will increase
from 2.4% per annum between 2001 and 2005 to 3.5% between 2006 and 2015. The incidence of poverty
will be reduced from 23.2% in 1999 to 13.3% in 2015. These figures are for developing countries as a whole.
It should be acknowledged that reductions in the incidence of poverty will be geographically uneven with
the greatest progress being made in East Asia and the least progress in Sub-Saharan Africa [FAO (2002c)].
Urbanisation: Virtually all of the world’s anticipated population growth between 2000 and 2030 will be
concentrated in urban areas [UN Habitat (2001)]. At the present rate of urbanisation, urban population will
equal rural population as early as 2007 and will exceed it from that point on.

Average food intake will increase but hunger will remain high: Daily per capita calorific intake in devel-
oping countries will increase from an average of 2681 kcal in 1997/9 to 2850 in 2015. Under ‘business as
usual’, undernourishment will decline from 20% in 1992 to 11% in 2015, but reductions in absolute numbers
of undernourished people will be modest — from 776 million in 1990/92 to 610 million in 2015, far from
meeting the WFS target.

Diet transitions: The pace of dietary change, both qualitative and quantitative, accelerates as countries
become richer and populations become increasingly urbanised, with a shift in diet structure towards a higher
energy density diet in developing countries and a dramatic increase in the contribution to food calories from
livestock products (meat, milk and eggs), vegetable oils, and, to a lesser extent, sugar.

Growing agricultural imports: Agricultural trade surpluses in developing countries are shrinking and, by
2030, will have become a deficit of about US$31 billion, with a rapid rise in imports of cereals and livestock
products and a decline in surpluses in vegetable oils and sugar [FAO (2002a)]. In addition to the emergence
and strengthening of international trade agreements, growing developing country food imports are also due
to increased demand combined with low competitiveness of their domestic agriculture.

Changes in product composition: Between 1997 and 2015, wheat and rice production in developing coun-
tries will grow modestly (by 28 and 21%, respectively). However, significant increases are expected in
coarse grains (45%), vegetable oils and oilseeds (61%), beef and veal (47%), mutton and lamb (51%), pig
meat (41%), poultry meat (88%), milk and dairy production (58%) [FAO (2002a)].

Market structures: Food markets in developing countries are undergoing profound changes that are fueled
by economic development, increase in per capita incomes, changing technology and urbanisation. Urban-
isation increases the scope for economies of scale in food marketing and distribution, while reductions in
transactions costs increase the size of the market for distributors and retailers. The result is an impressive
increase in the volume of food handled by supermarkets [Reardon et al., this volume], but also substantial
organisational and institutional changes throughout the food marketing chain [Dolan and Humphrey (2001)].
Towards larger farm sizes: With the increasing commercialization of production systems and the rising
opportunity cost of labor, small family farm operations for subsistence production become increasingly
unprofitable. Landless tenant farmers will gradually find their way to the urban industrial sector. Small
landowners will likewise find it more profitable to sell or lease their holdings rather than to cultivate them.
Production growth based mostly on yield growth: Yield improvements will account for about 70% of
production growth, land expansion for 20% and increased cropping intensity for the rest. Nevertheless FAO
projections show that the arable area in developing countries will increase by almost 13% (120 million ha)
and water withdrawals for irrigation by 14% by 2030. One in five developing countries will face water
shortages [FAO (2002a)].

Growing environmental and social costs: Although food will, in general, be cheaper, failure to internalise
the environmental costs of the expansion and intensification of agriculture will result in the price of food
being lower than its social cost, holding back incentives for further research in yield improvements. Preserv-
ing biodiversity will be a formidable challenge. Also, where property rights are not clearly established, high
value crop production in upland environments could lead to higher risks of soil erosion and land degradation.
Finally, the absorption of the rural poor in the industrial and service sectors has significant costs in terms of
learning new skills and family dislocations.

Changing locus of agricultural R&D: While the national agricultural research systems in some developing
countries are getting stronger, the locus of agricultural research and technology development is moving
towards the private sector, especially in the case of biotechnology. Accessing these emerging technologies
and targetting them towards the needs of the poor is a major challenge faced by the developing country
public research systems.

Box 1. Facts and trends in the emerging world food economy. [Adapted from DeHaen et al. (2004).]
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making food supplies more accessible to the urban poor and to many rural poor as well.
The circumstances are considerably different today, however. There now exists a vast
number of alternative suppliers of research and development, both at the national and
global level — new actors in the global agricultural research and knowledge system capa-
ble of generating new technologies and improved policies and facilitate in disseminating
new ideas, new information and the resulting technology innovations. In the future, the
CGIAR is unlikely to play the dominant role it once did, nor should it be expected to.
Although its role is more complementary today than it was 30 years ago, and is likely to
become increasingly so, its strategic contribution in the future may have as much, if not
more, value than when it was the predominant driving force in the global agricultural
research system.

The overriding goal of the CGIAR, to reduce poverty, hunger and malnutrition by
sustainably increasing the productivity of resources in agriculture, forestry and fisheries,
will continue to be relevant into the foreseeable future. Indeed, the work of the CGIAR
aligns and will no doubt contribute directly to several of the MDGs related to hunger
and environmental sustainability. But the CGIAR cannot possibly hope to achieve its
goal independent of what others are doing. There are numerous other stakeholders with
which it must remain (or become) actively engaged and with whom it must coordinate
and synchronize its efforts. Why is this so necessary, and now perhaps more so than
ever?

Firstly, confidence in the CGIAR succeeding in its goal rests on the belief that raising
agricultural productivity will improve the welfare of many millions of poor produc-
ers, laborers and consumers. These productivity improvements may have direct effects
on poor producers or indirect effects on poor consumers and poor laborers or com-
binations of both [de Janvry and Sadoulet (2003)]. The CGIAR, working in close
partnerships with global, regional and national development partners (e.g., international
development organizations, government ministries, development banks, regional fora,
international NGOs, etc.) across a broad spectrum of development fields, has a critical
role to play in helping identify the appropriate role of and therefore emphasis given
to agricultural development in the context of a broader poverty-focused development
strategy for different regions. In some cases, this may include taking on the role of
advocacy.

Secondly, to the extent that raising agricultural productivity is considered a poten-
tially cost-effective instrument in addressing poverty within the context of a broader
development strategy, it must be recognized that making agriculture more productive
can be achieved through a number of channels, e.g., via improved roads, markets, and
communication and through investments in education, health and clean water supplies,
among others. An important channel, and one that has, as discussed earlier, served well
in the past, is through the generation, dissemination and adoption of improved agricul-
tural technologies, policies and institutions. In cases where productivity constraints are
not well understood, or where processes that might contribute to those solutions are
not well understood, or require testing or validating, there is a strong justification and
a clear role for agricultural research. Here again, it is essential that the CGIAR, work-
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ing in close partnership with various stakeholders within the agricultural, forestry and
fisheries R&D network, spell out the specific role of research, vis-a-vis other ag devel-
opment initiatives, in addressing acute and long-term productivity constraints that affect
the poor.

Finally, the specific role and function of CGIAR research efforts must be defined
in the context of a much broader global agricultural research system than the one that
existed thirty years ago. Ideally, this should occur through a highly consultative and
well-coordinated priority setting process where CGIAR and partner priorities are dis-
cussed and determined in the context of systematic constraint (physical, technological,
institutional and policy) analyses and identifying opportunities for raising the produc-
tivity of crops, trees, livestock and fish for target groups of poor for whom agriculture
development offers the most likely pathway out of poverty. This encompasses, in ad-
dition to definition and validation of the most relevant researchable issues related to
overcoming widespread productivity constraints, an assessment of each partner’s com-
parative advantage in specific areas and types of research. Obviously, close consultation
with a range of alternative suppliers of research and relevant R&D partners is essential,
including with representatives of advanced research institutes, NGOs, farmer organiza-
tions, civil society, and the private sector in addition to NARS clients, including GFAR
and the regional and sub-regional organizations.

This is fairly basic, but it is important to emphasize that the main intervention point
for the CGIAR and its R&D partners in alleviating poverty is through raising productiv-
ity of resource use in agriculture, forestry and fisheries — a focus that must be retained
at all costs, and that today, much more so than 30 or 40 years ago, this requires a broad
coalition of effort across stakeholders and actors working together and complement-
ing each others strengths. In summary, the major challenge for the CGIAR will be to
carefully map out its strategic role within the broader context of (a) other development
instruments with a focus on poverty alleviation, e.g., investments in education, health,
infrastructure, and economic policy reform; and (b) the emerging demand for and sup-
ply of global agricultural research. With respect to the latter, a stronger focus on raising
productivity (in the short and long term) to the factors in greatest demand in areas
where the poor are concentrated will help provide the focus needed in the System at this
time.

The material contributions of the CGIAR in the past have derived from research that
generated new information that, ultimately, was embedded (by the CGIAR or its clients)
in new seeds, management innovations, policies and institutions. Generating and dis-
seminating new knowledge of relevance to clients and partners globally remains the
premiere raison d’étre for the CGIAR, and likely will remain so for the foreseeable
future. As argued earlier in this paper, however, this is insufficient in itself to jus-
tify an international agricultural research system. The emphasis must be firmly kept
on generating knowledge of both relevance and wide applicability, i.e., IPGs, rather
than on more visible but narrowly focused products, despite the demand for the lat-
ter.
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5.1. CGIAR public goods

There are five major types of public goods/roles that we believe the CGIAR can and
should be providing/performing over the next 10 to 15 years. They are:
1. Maintaining and securing the vast collections of genetic resources held in trust
and preserving and enhancing the information contained therein.
2. Generator and provider of new knowledge through applied biological and social
sciences.
Assessing the biophysical and socioeconomic consequences of technical change.
4. Strategic leadership and integrator within the global agricultural research commu-
nity.
5. Facilitator and an ‘honest broker’ in access to knowledge and technology.

(O8]

5.1.1. CGIAR as global custodian of genetic resources

Modernization of agriculture and continued genetic improvement does not necessarily
lead to reduced reliance on genetic diversity. Access to diverse sources of germplasm
is of great importance to the success of public and private breeding programs. The con-
tinued advances in yield potential that are a necessary condition for alleviating hunger
are thought to depend on increasingly complex combinations of genes and novel alleles
[Pingali and Smale (2001)]. Landraces and wild relatives have served as repositories for
resistance to biotic and abiotic stresses when these were absent in advanced breeding
material. Moreover, even in areas where modern varieties are well established, idiosyn-
cratic growing conditions and consumer preferences may provide economic incentives
for the continued cultivation of traditional varieties and local land races. Hence, a strong
case exists for continued investment in the collection and conservation of genetic re-
sources.

The CGIAR has an exemplary record in collecting and conserving genetic resources
for the cereals of major importance to the developing world. The 11 genebanks main-
tained by the CGIAR Centers conserve more than 666,000 accessions of staple crops
and tree species [Koo, Pardey and Wright (2003)]. CGIAR collections account for
roughly 30% of the unique entries in all genebank collections worldwide. Studies have
indicated that the ex sifu collections in the CGIAR gene banks have been cost effec-
tive and have had very high rates of return on the investment.'® With respect to further
collection activities for existing crops held in trust by the CGIAR or for the collection

16 Koo, Pardey and Wright (2003) estimate that the annual cost of conserving and distributing the existing
collections in the CGIAR is around 5.7 million US dollars. Moreover, the services provided by the gene banks
can be ensured for perpetuity with a relatively modest endowment of 149 million US dollars invested at a real
rate of interest of 4% per annum [Koo, Pardey and Wright (2003)]. The authors argue that 40% of the amount
would underwrite the cost of maintaining the collections and 60% for sustaining the distribution activities.
The Global Conservation Trust has been setup to create such an endowment and to create a mechanism to
sustain the activities of the CGIAR gene banks.
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of new or underutilized crops that have not been part of its collection, the CGIAR may
not in the future be in a position to undertake such activities. Instead, it should focus
on building capacity within the NARS for collection activities and to set protocols and
standards for maintaining the collections. This is especially relevant given that many
underutilized or “orphan” crops are more geographically isolated.

Extracting genetic and phenotypic information from the material that is available in
its collections is an area where the CGIAR could advance much further than it has to-
date. Use of modern molecular biology (genomics and bioinformatics) could and should
allow not only CGIAR breeders but the global community to tap the vast pool of infor-
mation residing in the CGIAR genebanks. Assessing and releasing such information
into the public domain would have enormous benefits for the poor, in terms of identify-
ing traits that are important for the poor and in terms of the speed with which varieties
can be developed and released.

Some of the genetic diversity may best be preserved in situ. Accordingly, CGIAR and
NARS efforts may increasingly be focused on in situ germplasm collections and charac-
terization and understanding the future of local landraces and local genetic diversity in
a rapidly changing rural economy. Incentive-based mechanisms for future preservation
of such material should be explored.

5.1.2. From product development to knowledge generation though application of
social and biological sciences

The number of alternate suppliers of agricultural technologies, specifically seed-based
technologies, has expanded rapidly over the last two decades. Strong NARS and the
private sector have become major players in the research, generation and release of new
varieties. Even NGOs and civil society organizations are becoming active in developing
community seed systems. While there are still a significant number of weak NARS that
depend directly on CGIAR products — particularly improved seed, because of the alter-
native sources of supply, varietal development should not be the primary responsibility
of the CGIAR. With a growing demand for “custom made” varieties that can address
country specific taste and quality preferences, even where the production environments
are homogeneous across continents, the CGIAR would not appear to have the resources
or comparative advantage to carry out that function.

The CGIAR now needs to seriously move its breeding and germplasm enhancement
efforts more ‘upstream’, interact and build strategic partnerships with private sector and
focus its efforts on generating basic information, methodologies and producing interme-
diate breeding products that could be utilized by national programs in the development
of finished products. The CGIAR has an extremely important role to play in the basic
science behind germplasm improvement, i.e., functional genomics, and its application
in the development of new plant ideo-types with traits of particular importance to the
poor, e.g., drought tolerance. It must keep at the forefront of science and be adept in
applying the latest molecular biology tools, such as molecular marker aided selection
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and transgenic methods, to develop new breeding lines of relevance to its clients in the
national programs.

In the area of NRM, the CGIAR must concentrate its efforts on improving its un-
derstanding of tropical and sub-tropical agro-ecologies to facilitate innovation and new
management practices that raise productivity of land, water and, particularly, labor. Un-
derstanding the processes that lead to sustainable soil fertility and pest management
— essential conditions for ensuring long-term sustainable productivity improvement —
should be the overriding objective of this priority area. The emphasis must be strategic
knowledge generation rather than the development of location-specific techniques and
products. While universities and advanced research institutes in the developed world
may have significant capacity to conduct such strategic work, it is important to realize
that their emphasis on tropical agro-ecosystems is limited. The CGIAR, with its exper-
tise on tropical and sub-tropical agriculture and its familiarity across a broad range of
crops and ecosystems, has a comparative advantage in this area. Although the challenge
of keeping focused on generating IPGs in the area of NRM is perhaps more challeng-
ing than in other areas of research, there are specific resource management problems of
an international nature for which the CGIAR could play a unique role, for example, in
understanding the extent and magnitude and major causes of unsustainable agricultural
practices, such as soil erosion, or excessive water use.

5.1.3. Assessing the consequences of technical change

This chapter has highlighted only a small portion of the immense volume of work un-
dertaken, primarily by CGIAR economists, but not exclusively, in measuring the socioe-
conomic impacts and consequences of technical change due to CGIAR research. They
leave no doubt about the far-reaching impact that modern technologies, particularly
seed based technologies, have had on poverty reduction, food security improvement,
and the enhancement of rural livelihoods. However, these studies have had two major
shortcomings. First, the focus has typically been on successes with much less effort on
providing a broader and more comprehensive assessment of the distributional effects,
both positive and negative. Second, biophysical consequences of research-derived new
technologies have typically been ignored. Hence, impact assessment as a tool for strate-
gic learning and as input for making mid-course correction with current research has
not been adequately exploited.

Dramatic changes in farming practices have occurred on millions of hectares of land
across the tropics over the last fifty years, driven by research-induced opportunities
for agricultural intensification. Yet, little systematic work has been conducted to un-
derstand the biophysical consequences of these changes, in particular, its impact on
long-term sustainability of these systems. While it cannot reasonably be argued that
research per se has been the sole driver of this intensification process, the CGIAR
is well placed to assess these changes in terms of developing methods and undertak-
ing comparative analysis of the biophysical consequences. In terms of socioeconomic
consequences, the emphasis on “what works” — which has been reasonably addressed,
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has not been sufficiently augmented by assessments of “what has not worked” or what
has worked less well. Understanding factors that affect adoption, i.e., the complex of
environmental, technological, socio-economic, institutional and political, still remains
inadequately investigated despite the vast amount of work to-date by economists within
and outside the CGIAR.

Successes and failures are often predicated on the existing policy and institutional
environment in which technological change is being promoted. Understanding and doc-
umenting the interface between technology and policy would be an important IPG
generated by the CGIAR. Developing appropriate frameworks for assessing and under-
standing the relative importance of different types of productivity constraints (techno-
logical, policy, institutional) in the context of different target groups of poor, is an area
that needs considerably more emphasis, and would build on a vast amount of CGIAR
experience. Such understanding could lead to better ex ante assessments of where sus-
tainable productivity improvement can be anticipated.

5.1.4. Strategic leadership and integrator within the global agricultural research
community

With its pool of technical expertise and accumulated experience in developing country
agriculture, the CGIAR has played an important role, in association with others such
as the World Bank and FAO, in shaping the vision for the food and agricultural sector,
and in targeting research investments toward future needs. But this role can be enhanced
even further. Indeed, the advisory body to the CGIAR, the Science Council, embraces
this challenge specifically, through its standing panel on mobilizing global science. It
plans to release a report reviewing the state of agricultural science and technology later
in the year. The neutrality of the CGIAR is an additional asset in the international ac-
ceptance of its strategic vision. The CGIAR can also become an advocate, promoting
attention to the problems of the poor, facilitating South—South and North—South partner-
ships, and drawing attention to the key role of investments in agriculture development
and sound policies have in fostering growth and alleviating poverty.

Experience with [FPRI’s 2020 demand/supply projections indicates that the CGIAR’s
vision on the food and agriculture sector has become a standard against which other
scenarios are compared. [FPRI’s projections have also played an important role in com-
modity specific strategic planning, priority setting and research investments, at other
CGIAR centers as well as in various national programs. While ‘visions of the future’
have traditionally been the domain of economists within the CGIAR, important contri-
butions can be made by biological scientists too, in contributing to existing exercises
and in projecting detailed scenarios of likely ‘technology futures’.

In addition to remaining active in research and contributing to the generation of IPGs,
the CGIAR must strengthen its role as a catalyst, integrator and disseminator of knowl-
edge within the overall global agricultural research system. The need for intensifying
its efforts in such functions was highlighted in the CGIAR Vision and Strategy doc-
ument [TAC (2000)]. The major focus should be on issues important to NARS and
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on the changing external international environment. These include issues related to
genetic resources conservation and characterization, bioinformatics, IP, ICT and knowl-
edge management. The CGIAR Centers may also facilitate greater linkages between the
NARS and the research institutions in industrial countries concerned with international
agricultural research, such as those in Europe, North America, Japan and Australia. In
this way, the CGIAR’s investment in research could be combined with those of others
to support the development of a global system for international agricultural research.

5.1.5. Honest broker in access to knowledge and technology

The final area where the CGIAR should continue to provide an important public service
to the developing country agricultural science community is in helping reduce transac-
tions costs in the acquisition of knowledge and technology. This chapter documented
the contribution that the CGIAR germplasm networks played in the rapid dissemination
of improved varieties and breeding materials across the developing world. The con-
tinuing momentum of the Green Revolution can in part be explained by the extensive
cooperation and collaboration between the IARC’s and the NARS’s in the development
and exchange of improved germplasm [Traxler and Pingali (1998)]. As the CGIAR
moves upstream these networks will continue to be relevant, although they would need
to be transformed into ‘knowledge networks’, even as they continue to provide advanced
breeding lines and finished varieties for some clients.

The changing locus of agricultural research from the public to the private transna-
tional sector, with particular reference to biotechnology, poses important challenges and
opportunities for the CGIAR. The CGIAR could become an important conduit for the
flow of modern biotechnology knowledge, tools, methods and products to developing
country scientists. In order to do so, it would first be necessary to invest significantly
more in strengthening its own capacity in molecular biology research and, thereafter,
helping build NARS capacity. The CGIAR could also play a role in designing insti-
tutional mechanisms and policy measures needed to promote the sharing of private
intellectual property for public goods research.

References

Adesina A.A. (1988). “Farmer behavior and new agricultural technologies in the rainfed agriculture of South-
ern Niger: A stochastic programming analysis”, Ph.D. thesis. Purdue University, Indiana.

Alston, J.M., Norton, G.W., Pardey, P.G. (1995). Science under Scarcity: Principles and Practices for Agri-
cultural Research Evaluation and Priority Setting. Cornell University, Ithaca.

Alston, J.M., Marra, M.C., Pardey, P.G., Wyatt, T.J. (2000). “Research returns redux: A meta-analysis of the
returns to agricultural R&D”. Australian Journal of Agricultural Resource Economics 44 (2), 185-215.

Anderson, J.R., Dalrymple, D.G. (1999). The World Bank, the Grant Program, and the CGIAR: A Retrospec-
tive Review. Operations Evaluation Department, World Bank, Washington, DC. 46 pp.

Anderson, J.R., Hazell, P.B.R. (1989). Variability in Grain Yields: Implications for Agricultural Research and
Policy in Developing Countries. Johns Hopkins University Press, Baltimore.



Ch. 45:  The Role of International Agricultural Research 2415

Anderson, J.R., Herdt, R.W., Scobie, G.M. (1988). Science and Food: The CGIAR and Its Partners. World
Bank, Washington, DC.

Bell, M.A,, Fischer, R.A., Byerlee, D., Sayre, K. (1995). “Genetic and agronomic contributions to yield gains:
A case study for wheat”. Field Crops Research 44, 55-65.

Binswanger, H.P. (1980). “Income distributional effects of technical change: Some analytical issues”. South-
east Asian Economic Review 1 (3), 179-218.

Bokonon-Ganta, A.H., DeGroote, A.H., Neuenschwander, P. (2001). “Socioeconomic impact of biological
control of mango mealybug in Benin”. Agriculture, Ecosystems and Environment 1905, 1-12.

Brennan, J.P. (1986). “Impact of wheat varieties from CIMMYT on Australian wheat production”, Agricul-
tural Economics Bulletin No. 5. Department of Agriculture New South Wales, Sydney.

Byerlee, D., Morris, M. (1993). “Research for marginal environments: Are we underinvested?”. Food Pol-
icy 18 (5), 381-393.

Byerlee, D., Moya, P. (1993). Impacts of International Wheat Breeding Research in the Developing World
1966-1990. International Maize and Wheat Improvement Center (CIMMYT), Mexico, DF.

Byerlee, D., Pingali, P. (1994). “Rice research in Asia: Fulfillments and frustrations”, Presented at the XXII
Conference of the International Association of Agricultural Economists in Harare, Zimbabwe, 22-29
August 1994 (mimeo).

Byerlee, D., Traxler, G. (2001). “The role of technology spillovers and economies of size in the efficient
design of agricultural research systems”. In: Alston, J., Pardey, P., Taylor, M. (Eds.), Agricultural Science
Policy: Changing Global Agendas. Johns Hopkins University Press, Baltimore.

Campbell, B., Sayer, J.A., Frost, P., Vermeulen, S., Ruiz Pérez, M., Cunningham, A., Prabhu, R. (2001).
“Assessing the performance of natural resource systems”. Conservation Ecology 5 (2), 22.

CGIAR (2000). Charting the CGIAR’s Future: A New Vision for 2010. CGIAR Secretariat, Washington, DC.

CIMMYT (1991). “World wheat facts and trends 1990-1991: Wheat and barley production in the rainfed
marginal environments of the developing world”.

Coffman, W.R., Hargrove, T.R. (1989). “Modern rice varieties as a possible factor in production variabil-
ity”. In: Anderson, J.R., Hazell, P.B.R. (Eds.), Variability in Grain Yields: Implications for Agricultural
Research Policy in Developing Countries. Johns Hopkins University Press, Baltimore.

Cooper, P.J.M., Denning, G.L. (2000). “Scaling up the impact of agroforestry research: Report of the agro-
forestry dissemination workshop”. World Agroforestry Centre (ICRAF), Nairobi, Kenya, 14-15 Septem-
ber 1999. 43 pp.

Dalrymple, D.G. (1978). “Development and spread of high yielding varieties of wheat and rice in the less
developed nations”, USDA Foreign Agricultural Economics Report No. 95. United States Department of
Agriculture, Washington, DC.

David, C., Otsuka, K. (Eds.) (1994). Modern Rice Technology Income Distribution in Asia. Lynne Rienner,
Boulder.

DeHaen, H., Stamoulis, K., Shetty, P., Pingali, P. (2004). “The world food economy in the twenty-first century:
Challenges for international co-operation”. In: Maxwell, S., Slater, R. (Eds.), Food Policy — Old and New.
Blackwell Publishing, Oxford, UK.

de Janvry, A., Sadoulet, E. (2003). “Achieving success in rural development: Toward implementation of an
integral approach”, Paper presented at the IAAE Conference in Durbin, S.A., August 2003.

Delgado, L.C., Hopkins, J., Kelly, V.A. (1998). “Agricultural growth linkages in Sub-Saharan Africa”, IFPRI
Research Report No. 107. International Food Policy Research Institute (IFPRI), Washington, DC.

Doss, C.R. (1999). “Twenty-five years of research on women farmers in Africa: Lessons and implications for
agricultural research institutions with an annotated bibliography”, CIMMYT Economics Program Paper
No. 99-02. International Maize and Wheat Improvement Center (CIMMYT), Mexico, DF.

Douthwaite, B., Keatinge, J.D.H., Park, J.R. (2001). “Why promising technologies fail: The neglected role of
user innovation during adoption”. Research Policy 30, 819-836.

Evenson, R.E. (2001). “Economic impacts of agricultural research and extension”. In: Gardner, B., Rausser,
G. (Eds.), Handbook of Agricultural Economics, vol. 1. Elsevier Science, Amsterdam. Ch. 11.

Evenson, R., David, C. (1993). Adjustment and Technology: The Case of Rice. Development Centre Studies,
Organisation for Economic Cooperation and Development (OECD), Paris.



2416 P. Pingali and T. Kelley

Evenson, R.E., Gollin, D. (Eds.) (2003). Crop Genetic Improvement and Agricultural Development. CABI.

Evenson, R., Rosegrant, M. (2003). “The economic consequences of crop genetic improvement programmes””.
In: Evenson, R.E., Gollin, D. (Eds.), Crop Genetic Improvement and Agricultural Development. CABI.

Fan, S., Hazell, P., Thorat, S. (1998). “Government spending, growth, and poverty: An analysis of interlink-
ages in rural India”, EPTD Discussion Paper No. 33. International Food Policy Research Institute (IFPRI),
Washington, DC.

Flinn, J.C., Garrity, D.P. (1989). “Yield stability and modern rice technology”. In: Anderson, J.R., Hazell,
PB.R. (Eds.), Variability in Grain Yields: Implications for Agricultural Research and Policy in Developing
Countries. Johns Hopkins University Press, Baltimore.

Flores-Moya, P., Evenson, R.E., Hayami, Y. (1978). “Social returns to rice research in the Philippines: Do-
mestic benefits and foreign spillover”. Economic Development and Cultural Change 26 (3), 591-607.
Gardner, B. (2003). The CGIAR at 31: An Independent Meta-Evaluation of the Consultative Group on Inter-

national Agricultural Research. Operations Evaluation Department, World Bank, Washington, DC. 46 pp.

Gomez, M.I. (1999). “Economic benefits of research cooperation: The case of the regional maize program for
Central America and the Caribbean”, Ph.D. thesis. University of Illinois at Urbana—Champaign.

Hayami, Y., Herdt, R-W. (1977). “Market price effects of technological change on income distribution in
semi-subsistence agriculture”. American Journal of Agricultural Economics 59 (2), 245-256.

Hayami, Y., Kikuchi, M. (2000). A Rice Village Saga: Three Decades of Green Revolution in the Philippines.
Barnes and Noble, New York.

Hayami, Y., Kikuchi, M., Moya, P.F., Bambo, L.M., Marciano, E.B. (1978). Anatomy of a Peasant Economy:
A Rice Village in the Philippines. International Rice Research Institute (IRRI), Los Baios.

Hazell, P., Haggblade, S. (1993). “Farm-nonfarm growth linkages and the welfare of the poor”. In: Lipton,
M., van de Gaag, J. (Eds.), Including the Poor. The World Bank, Washington, DC.

Hazell, PB.R., Ramaswamy, C. (1991). Green Revolution Reconsidered: The Impact of the High-Yielding
Rice Varieties in South-India. Johns Hopkins University Press, Baltimore.

Heisey, P., Lantican, M., Dubin, H.J. (1999). “Assessing the benefits of international wheat breeding re-
search in the developing world: The global impacts study, 1996-1997”. In: Pingali, P.L. (Ed.), CIMMYT
1998-99 World Wheat Facts and Trends. Global Wheat Research in a Changing World: Challenges and
Achievements. CIMMYT, Mexico, DF.

Herdt, R.W., Capule, C. (1983). Adoption, Spread, and Production Impact of Modern Rice Varieties in Asia.
International Rice Research Institute (IRRI), Los Bafios.

Hossain, M. (1998). “Rice research, technological progress, and the impact on the rural economy: The
Bangladesh case”. In: Pingali, P.L., Hossain, M. (Eds.), Impact of Rice Research. Proceedings of the
International Conference on the Impact of Rice Research, 3—5 June 1996, Bangkok, Thailand. Thailand
Development Research Institute (TDRI) and International Rice Research Institute (IRRI), Bangkok and
Los Baiios.

Interim Science Council (2003). Report of the First External Review of the Systemwide Program on Collective
Action and Property Rights (CAPRIi). Science Council Secretariat, FAO, Rome, Italy.

Izac, A.-M.N. (1998). “Assessing the impact of research in natural resources management. Synthesis of a
workshop”. World Agroforestry Centre (ICRAF), Nairobi, Kenya, 27-29 April 1998. 38 pp.

Jha, D., Kumar, P. (1998). “Rice production and impact of rice research in India”. In: Pingali, P., Hossain,
M. (Eds.), Impact of Rice Research. Thailand Development Research Institute and International Rice
Research Institute, pp. 279-291.

Kelley, T.G., Byerlee, D. (2003). “Surviving on the margins: Agricultural research and development for
poverty reduction in marginal areas”, Keynote paper presented at the 14th International Farm Manage-
ment Congress in Perth, Western Australia, 10-14 August, 2003.

Kelley, T.G., Gregersen, H. (2005). “Lessons from CGIAR impact assessment research”. In: Shiferaw, B.,
Freeman, H.A., Swinton, S. (Eds.), Natural Resource Management in Agriculture: Methods for Assessing
Economic Environmental Impacts. CABI Publishing, pp. 341-360.

Koo, B., Pardey, P.G., Wright, B. (2003). Endowing Future Harvests: The Long Term Costs of Conserving
Genetic Resources. IFPRI, Washington, DC.



Ch. 45:  The Role of International Agricultural Research 2417

Lantican, M.A., Pingali, P.L., Rajaram, S. (2003). “Is research on marginal lands catching up? The case of
unfavourable wheat growing environments”. Agricultural Economics 29 (3), 353-361.

Lépez-Pereira, M.A., Morris, M.L. (1994). Impacts of International Maize Breeding Research in the Devel-
oping World, 1966-1990. International Maize and Wheat Improvement Center (CIMMYT), Mexico, DF.

Maredia, M.K., Byerlee, D. (Eds.) (1999). The Global Wheat Improvement System: Prospects for Enhancing
Efficiency in the Presence of Spillovers, CIMMYT Research Report No. 5. International Maize and Wheat
Improvement Center (CIMMYT), Mexico, DF.

Morris, M.L. (2001). “Impacts of international maize breeding research in developing countries, 1966-1998”,
Mimeo draft. CIMMYT, Mexico, DF.

Morris, M.L., Dubin, H.J., Pokhrel, T. (1994). “Returns to wheat breeding research in Nepal”. Agricultural
Economics 10 (3), 269-282.

Pardey, P.G., Alston, J.M., Christian, J.E., Fan, S. (1996). Hidden Harvest: U.S. Benefits from International
Research Aid, Food Policy Report. International Food Policy Research Institute (IFPRI), Washington,
DC.

Paris, T.R. (1998). “The impact of technologies on women in Asian rice farming”. In: Pingali, PL., Hos-
sain, M. (Eds.), Impact of Rice Research, Proceedings of the International Conference on the Impact of
Rice Research, 3-5 June 1996, Bangkok, Thailand. Thailand Development Research Institute (TDRI) and
International Rice Research Institute (IRRI), Bangkok and Los Baiios.

Pingali, P.L. (2001). Milestones in Impact Assessment Research in the CGIAR, 1970-1999, with an Anno-
tated Bibliography of Impact Assessment Studies Conducted in the CGIAR, 1970-1999. Standing Panel
on Impact Assessment, Technical Advisory Committee (TAC) of the CGIAR, World Bank, Washington,
DC.

Pingali, P.L., Hossain, M., Gerpacio, R.V. (1997). Asian Rice Bowls: The Returning Crisis? CAB Interna-
tional, Wallingford.

Pingali, PL., Smale, M. (2001). “Agriculture industrialized”. In: The Encyclopedia of Biodiversity, vol. I.
Academic Press.

Pinstrup-Andersen, P., Hazell, PB.R. (1985). “The impact of the Green Revolution and prospects for the
future”. Food Review International 1 (1), 1-25.

Pinstrup-Andersen, P., Ruiz de Londofio, N., Hoover, E. (1976). “The impact of increasing food supply on
human nutrition: Implications for commodity priorities in agricultural research”. American Journal of
Agricultural Economics 58 (2), 131-142.

Quisumbing, A.R., Haddad, L., Pefia, C. (1995). “Gender and poverty: New evidence from 10 developing
countries”, Food Consumption and Nutrition Division (FCND) Discussion Paper No. 9. International
Food Policy Research Institute (IFPRI), Washington, DC.

Raitzer, D. (2003). “Benefit—cost meta-analysis of investment in the Consultative Group on International
Agricultural Research (first draft)”, Report prepared on behalf of CGIAR Standing Panel on Impact As-
sessment. Science Council Secretariat, Food and Agriculture Organization of the United Nations (FAO),
Rome, Italy. 45 pp.

Renkow, M. (1993). “Differential technology adoption and income distribution in Pakistan: Implications for
research resource allocation”. American Journal of Agricultural Economics 75 (1), 33-43.

Rohrbach, D., Lechner, W., Ipinge, W., Monyo, S. (1999). “Impact from investments in crop breeding:
The case of Okashana-1 in Nimbia”. In: ICRISAT Impact Series, vol. 4. ICRISAT, Patancheru, Andhra
Pradesh, India.

Rusike, J., Dimes, J., Twomlow, S. (2003). “Risk-return tradeoffs of smallholder investments in improved
soil fertility management technologies in the semiarid areas of Zimbabwe”, Presented at the International
Association of Agricultural Economists (IAAE) Mini-Symposium on Soil Fertility and Food Security for
the Poor in Southern Africa: Technical, Policy and Institutional Challenge, Durban, South Africa, August
16-22, 2003. Unpublished.

Ryan, J. (1999). “Assessing the impact of rice policy changes in Viet Nam and the contribution of policy re-
search”, Impact Assessment Discussion Paper No. 8. International Food Policy Research Institute (IFPRI),
Washington, DC.



2418 P. Pingali and T. Kelley

Sayer, J.A., Campbell, B. (2001). “Research to integrate productivity enhancement, environmental protection,
and human development”. Conservation Ecology 5 (2), 32.

Scobie, G.M., Posada, R.T. (1977). The Impact of High-Yielding Rice Varieties in Latin America — with
Special Emphasis on Colombia. Series JE-O1. Centro Internacional de Agricultura Tropical (CIAT),
Cali.

Scobie, G.M., Posada, R.T. (1978). “The impact of technical change on income distribution: The case of rice
in Colombia”. American Journal of Agricultural Economics 60 (1), 85-92.

Shapiro, B.I. (1990). “Potential constraints, policy, and new technologies in the Niamey Region of Niger”,
Ph.D. thesis. Purdue University, Indiana.

Sidhu, D.S., Byerlee, D. (1992) “Technical change and wheat productivity in the Indian Punjab in the
post-Green Revolution period”, CIMMYT Economics Working Paper No. 92-02. International Maize
and Wheat Improvement Center (CIMMYT), Mexico, DF.

Sperling, L., Loevinsohn, M., Ntambovura, B. (1993). “Rethinking the farmers’ role in plant breeding: Local
bean experts and on-station selection in Rwanda”. Experimental Agriculture 29, 509-519.

TAC (2000). A Food Secure World for All: Towards a New Vision and Strategy for the CGIAR. TAC
Secretariat, FAO, Rome, Italy.

Traxler, G., Pingali, PL. (1998). “Enhancing the diversity of modern germplasm through the international
coordination of research roles”. In: Smale, M. (Ed.), Farmers, Gene Banks, and Crop Breeding: Economic
Analyses of Diversity in Wheat, Maize, and Rice. Kluwer Academic Publishers, Boston.

Turkelboom, F., La Rovere, R., Hagmann, J., El-Khatib, R., Jazeh, K. (2003). “Putting INRM into action:
Workshop documentation”. 4th INRM Workshop, International Center for Agricultural Research in the
Dryland Areas (ICARDA), Aleppo, Syria, 16-19 September, 2002.

Waibel, H. (2000). Impact of Integrated Pest Management Research in the CGIAR. Impact Assessment and
Evaluation Group, Technical Advisory Committee of the CGIAR, Rome.

Walker, T.S. (1989). “High-yielding varieties and variability in sorghum and pearl millet production in
India”. In: Anderson, J.R., Hazell, P.B.R. (Eds.), Variability in Grain Yields: Implications for Agricultural
Research and Policy in Developing Countries. Johns Hopkins University Press, Baltimore.

Walker, T.S. (2000). “Reasonable expectations on the prospects for documenting the impact of agricultural
research on poverty in ex-post case studies”. Food Policy 25, 515-530.

Walker, T., Crissman, C.C. (1996). Case Studies of the Economic Impact of CIP-related Technologies.
International Potato Center (CIP), Lima.

Walker, T., Ryan, J. (1991). Village and Household Economies in India’s Semi-Arid Tropics. Johns Hopkins
University Press, Baltimore.

Witcombe, J.R. (1989). “Variability in the yield of pearl millet varieties and hybrids in India and Pakistan”.
In: Anderson, J.R., Hazell, P.B.R. (Eds.), Variability in Grain Yields: Implications for Agricultural
Research and Policy in Developing Countries. Johns Hopkins University Press, Baltimore.

Wood, S., Pardey, P.G. (1998). “Agroecological aspects of evaluating agricultural R&D”. Agricultural
Systems 57 (1), 13—41.

World Bank (2003). The CGIAR at 31: An Independent Meta-Evaluation of the CGIAR, vol. 1, Overview
Report. Operations Evaluation Department (OED), World Bank, Washington, DC. 46 pp.

Zeddies, J., Schaab, R.P., Neuenschwander, P., Herren, H.R. (2001). “Economics of biological control of
cassava mealybug in Africa”. Agricultural Economics 24, 209-219.



Chapter 46

CONTRIBUTIONS OF NATIONAL AGRICULTURAL RESEARCH
SYSTEMS TO CROP PRODUCTIVITY

ROBERT E. EVENSON

Economic Growth Center, Yale University, New Haven, CT

DOUGLAS GOLLIN
Department of Economics, Williams College, Williamstown, MA

Contents

Abstract
Keywords

1.
2.
3.

Introduction
Background
NARS institutions: Investment patterns and characteristics
3.1. NARS expenditures
3.2. The political economy of support for NARS programs
NARS contributions to crop improvement: The Green Revolution
4.1. The development of Green Revolution MVs: An overview
4.2. GRMYV production and adoption

4.2.1. Wheat

4.2.2. Rice

4.2.3. Maize

4.2.4. Sorghum and pearl millet

4.2.5. Barley

4.2.6. Beans

4.2.7. Lentils

4.2.8. Groundnuts

4.2.9. Potatoes

4.2.10. Cassava

4.3. GRMV production: A summary

. Impacts of the Green Revolution

5.1. GRMV production and adoption
5.2. Productivity effects of GRMVs

Handbook of Agricultural Economics, Volume 3
Edited by Robert Evenson and Prabhu Pingali
© 2007 Elsevier B.V. All rights reserved

DOI: 10.1016/S1574-0072(06)03046-5

2420
2420
2421
2422
2423
2423
2425
2428
2430
2433
2433
2434
2436
2438
2439
2440
2441
2442
2443
2445
2446
2446
2446
2447


http://dx.doi.org/10.1016/S1574-0072(06)03046-5

2420 R.E. Evenson and D. Gollin

5.3. Returns to investment in IARC and NARS programs 2449
6. NARS and the “Gene Revolution” 2450

6.1. Gene—Green Revolution congruity 2452

6.2. GM crop coverage to 2003 2453

6.3. IARC and NARS “failures” in the Gene Revolution 2454
7. Economic impact of NARS programs 2455

7.1. Yield—cropland tradeoffs (land for nature) 2455

7.2. Prices of agricultural commodities and mass poverty 2455
8. Policy issues for NARS and IARC programs 2457
References 2458
Abstract

This chapter describes the impact of national agricultural research systems on the un-
folding of the Green Revolution in four regions: Asia, Latin America, the Middle East
and North Africa, and Sub-Saharan Africa. Although international institutions con-
tributed much of the research that led to the Green Revolution, national programs also
proved important in the development and diffusion of modern varieties. This chapter
documents the Green Revolutions that occurred in 11 food crops — wheat, rice, maize,
barley, sorghum, millets, lentils, groundnuts, beans, cassava and potatoes. The chap-
ter traces the overall role of national institutions and the growing importance of national
agricultural research systems in the developing world. It also discusses the interaction of
National Agricultural Research Systems and International Agricultural Research Cen-
ters, which have largely played complementary roles. Finally, it discusses the political
economy of support for national agricultural research.

Keywords

the Green Revolution, Green Revolution modern varieties, the Gene Revolution,
Gene—Green Revolution congruity

JEL classification: 012, 013, 030, Q12
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1. Introduction

National agricultural research systems (NARS) play a central role in the development
of new agricultural technologies for developing countries. As Byerlee and Alex (2003)
note, NARS programs include “not just ... public organizations ... [but] all orga-
nizations that generate, share, import, and utilize agriculture-related knowledge and
information”. In this sense, NARS include public sector agencies, universities, non-
profit organizations, cooperatives, and (in principle) private sector actors.

For most of the developing world, however, the private sector has until now provided
little in the way of improved agricultural technology. In crop agriculture, private sector
research has been essentially limited to the development of hybrid varieties of maize,
sorghum, and millet, although recent biotechnology advances have also encouraged the
use of privately marketed varieties of cotton and soybeans. Pardey and Beintema (2001)
estimate that the private sector accounted for only 5.5% of research expenditures around
1995, for the developing world as a whole. By contrast, in the developed countries,
private expenditures on agricultural R&D were equal to public expenditures.

This chapter will thus focus largely on the role of public sector institutions in devel-
oping countries, although we will refer in places to the role of private sector actors. The
private sector is addressed in greater detail in Chapters 49 and 50 in this volume. In this
chapter, we also focus primarily on the major government agencies that account for the
bulk of NARS research expenditures in developing countries. According to Pardey and
Beintema (2001), government agencies — rather than universities or non-governmental
organizations — do most of the public spending on agricultural research in developing
countries. By contrast, universities play a much more central role in many high income
countries, including notably the United States.

To limit our scope further, this chapter will primarily deal with crop agriculture. (The
following chapter addresses the role of international and national programs in livestock
production.) Within crops, we focus on a set of major food crops that are consumed
in developing countries. We include the most important grain and root crops (rice,
wheat, maize, sorghum, millet, barley, cassava, potato, as well as lentils, beans, and
groundnuts); we will not consider in depth soybeans, bananas and plantain, fruits and
vegetables, coffee, tea, cocoa, sugar, cotton, and other crops that are primarily produced
for export markets. (See Chapter 73 in Volume 4 for coverage of these crops.)

Finally, this study will pay particular attention to the relationship between NARS and
the international agricultural research centers (IARCs). Although the IARCs are a cru-
cial source of technologies for developing countries, they typically work in partnership
with NARS programs, providing improved germplasm, training, and support.

Section 2 of this chapter describes the history and background of national agricultural
research programs in developing countries. Section 3 discusses patterns of investment
in these institutions and the responsiveness of investment to cost—benefit information.
Section 4 describes the performance of NARS in generating improved crop varieties,
focusing on the period before and during the Green Revolution (beginning in 1964).
We consider the diversity in rates of modern variety (MV) production and adoption by
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crop and region, and we note that these patterns are related to the research investments
made before the Green Revolution. Section 5 describes the adoption of MVs and reports
estimates of the productivity impacts of the Green Revolution. Section 6 addresses the
ITARC-NARS role in the Gene Revolution. Section 7 discusses the fact that we have
“mass poverty” in many developing countries in a “world awash with grain”.

2. Background

National Agricultural Research Systems (NARS) were established in many developing
countries in the late 19th century, often by colonial governments. An explicit goal of
many NARS was to generate crop improvement in commodities that were imported by
the colonial powers. Thus, early NARS research efforts were focused on crops such
as sugarcane, rubber, coffee, tea, bananas, and cotton. Some NARS programs were re-
markably successful in their production of new varieties, and the benefits of this research
were accrued primarily by consumers in the colonial powers. In some developing coun-
tries, NARS programs also focused on food crops, chiefly rice and wheat, with a goal of
increasing food security, thereby reinforcing the power and legitimacy of governments
(or colonial administrations).

After World War II, NARS systems were further expanded and strengthened in many
countries. This expansion proceeded at different rates in different countries and at dif-
ferent rates for different crops. This was partly related to the dates of independence
from colonial regimes, but it was also affected by geo-climate or agro-economic zone
(AEZ) conditions. Latin American countries were generally most advanced in NARS
development, while Sub-Saharan African countries, most of whom did not achieve in-
dependence until after 1960, were least advanced.

By the mid-1950s, the demographic changes associated with declines in infant and
child mortality — and death rates more generally — were recognized. Virtually every de-
veloping country was then entering a demographic transition phase where mortality had
fallen and birth rates had not yet declined. This implied rapid population growth and
major changes in the demographic structure of populations. Today, in retrospect, we
know that the demographic transitions realized in developing countries were actually
quite short, because birth rates did fall relatively quickly in most countries, with the
most rapid transition being realized in the countries achieving rapid economic growth.
But we also know in retrospect that developing countries did realize major population
expansions in the second half of the 20th century. The population of developing coun-
tries (including China) increased from 1.67 billion in 1950 to 4.75 billion in 2000.

In recognition of the food production demands associated with this population “ex-
plosion”, the international community (broadly defined) responded by creating an in-
ternational network of scientific institutions to bring concerted effort to the agricultural
problems of the developing world. From initial efforts by the Ford and Rockefeller
Foundations, along with the Food and Agriculture Organization (FAO) of the United
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Nations, a network of international agricultural research centers (IARCs) eventually
emerged.

The combined TARC-NARS systems essentially produced the Green Revolution in
developing country agriculture. The Green Revolution was based on “conventional”
plant breeding techniques, and the initial successes of the Green Revolution drew on
relatively simple “first generation” benefits from moving germplasm across countries
and regions. Semi-dwarf genes, originating in varieties from Japan and China, were in-
corporated into rice and wheat varieties suitable for tropical and subtropical conditions.

In the 1980s and 1990s, a second scientific revolution, the “Gene Revolution”, was
initiated. This revolution is based on “recombinant DNA” (rDNA) or genetic engineer-
ing techniques. The Gene Revolution is still in its infancy. Most of the Gene Revolution
products available to farmers in developing countries have been produced by private
sector “multinational corporations” (MNCs). But the IARC-NARS systems will also
have a major role to play in the realization of production gains from the Gene Revo-
lution. During the Green Revolution, we know that those countries with strong NARS
capacity in conventional breeding were able to benefit the most from new technologies
developed in the IARCs. A similar phenomenon is likely to occur with respect to the
Gene Revolution; some countries are likely to be left behind as new technologies arrive,
with potentially serious harm for producers and consumers.

3. NARS institutions: Investment patterns and characteristics

NARS programs vary considerably in size, funding, and effectiveness. The strongest of
the NARS programs in the developing world rank among world leaders in generating
substantial amounts of new technology. By contrast, some weaker programs exist in
name only and have accomplished little in the way of technology generation.

3.1. NARS expenditures

Table 1 from Pardey and Beintema (2001) and Boyce and Evenson (1975) provides
data on expenditure in public agricultural research systems around the world. Although
developing countries now spend more collectively on public agricultural research than
rich countries — $11.5 billion compared to $10.2 billion — many countries have NARS
systems that are funded and staffed at perfunctory levels. The largest of the NARS in
developing countries are found in China, India, and Brazil, which together accounted
for half the developing world expenditure in the mid-1990s.

Many other developing countries lag far behind, whether measured by total expen-
ditures or staffing, or by various measures of research intensity (e.g., spending per
hectare of agricultural land, spending per person employed in agriculture, spending as
a fraction of agricultural GDP). Table 2 from Pardey and Beintema (2001) summarizes
research intensity measures. More detailed data have recently been made available by
the Consultative Group on International Agricultural Research (CGIAR). The CGIAR’s
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Table 1
Global expenditures on agricultural research (millions 2001 US dollars)

1965 1976 1985 1995
Public sector
Developed countries 6532 8270 10192 11900
Developing countries
China 371 709 1396 2063
Other Asia 441 1321 2453 4619
Middle East-North Africa 360 582 981 1521
Latin America & Caribbean 562 1087 1583 1947
Sub-Saharan Africa 472 993 1181 1270
International Agric. Research Centers 12 163 315 400
Private sector
Developed countries 10829
Developing countries 672

Source: Pardey and Beintema (2001) and Boyce and Evenson (1975).

Table 2
Public agricultural research intensities

Expenditure as a share of Expenditures
agricultural GDP per capita
1976 1985 1995 1976 1985 1995
Developed countries 1.53 2.13 2.64 9.6 11.0 12.0
Developing countries 0.44 0.53 0.62 1.5 2.0 2.5
China 0.41 0.42 0.43 0.7 1.3 1.7
Other Asia 0.31 0.44 0.63 1.1 1.7 2.6
Latin America and Caribbean 0.55 0.72 0.98 34 4.0 4.6
Sub-Saharan Africa 0.91 0.95 0.85 3.5 3.0 2.0

Source: Pardey and Beintema (2001) (Evenson estimates for SSA).

Agricultural Science and Technology Indicators (ASTI) offer recent data on NARS
staffing and expenditure for a large number of countries around the world. These data
show that many developing countries have very limited NARS research efforts. For ex-
ample, the 44 countries in Sub-Saharan Africa together accounted for $1.27 billion in
public agricultural research expenditure, with a large number spending purely notional
amounts (under $20 million annually). Measuring research inputs by the number of
scientists (adjusted for degree level), we find that many NARS carry fewer than 50 re-
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search scientist equivalents.! These programs are unlikely to be able to conduct original
research — particularly if the research effort is spread (as is typical) across a range of
crops and animal species.

On a positive note, Byerlee and Alex (2003) point out that developing countries were,
by the mid-1990s, spending more on public sector agricultural research than were devel-
oped countries, and their expenditure was growing at a faster rate. Pardey and Beintema
(2001) document that the average annual growth rate of public agricultural research ex-
penditure for 1976-1995 was 4.5% per year for developing countries and only 1.9% in
developed countries.

The training and educational background of scientists employed in NARS programs
has also increased over time. More researchers have postgraduate degrees than in previ-
ous time periods. In some regions, there has also been a shift in the national background
of researchers.

Unfortunately, for many NARS programs, expenditures have not kept pace with in-
creases in staffing, leading to declines in spending per scientist — at least in some
countries and regions. This pattern appears to hold outside of Africa, and it remains
a concern for policy makers [Byerlee and Alex (2003)]. A related concern is the decline
in growth rates of spending on agricultural research in the late 1990s, described by
Byerlee and Alex (2003) and documented to some extent in the ASTI data (at least for
Sub-Saharan Africa, for which the data are relatively recent).

In part, the declines in spending by many public sector agricultural research agencies
reflect a worldwide phenomenon. As Heisey, Srinivasan and Thirtle (2001) note, “public
sector agricultural research in general, and public plant breeding research in particular,
is in trouble in both industrialized and developing nations”. Research budgets for public
institutions in rich countries have leveled off or fallen in real terms, funding of interna-
tional research (the IARCs) has fallen, and foreign aid for agricultural research has also
declined. Heisey, Srinivasan and Thirtle (2001) examine some of the reasons for this
secular trend, including the emergence of private sector research in industrial countries.

Issues relating to private sector involvement in agricultural research and technology
creation are discussed in greater detail in Chapters 49 and 50. For now, we simply note
that crop improvement in developing countries — with the important exception of maize
— remains largely a public sector activity. Both international and national programs are
involved in crop improvement, and we next consider their past performance.

3.2. The political economy of support for NARS programs
The expansion of funding for NARS programs has been heavily dependent on inter-

national aid. Figure 1 shows support from World Bank loans and from USAID. Both
of these funding sources have declined in magnitude. This is particularly alarming for

1 Byerlee and Alex (2003) estimate, based on these data, that “perhaps three quarters of NARSs in develop-
ing countries employ fewer than 200 researchers”.
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SOURCES: USAID data from Alex (1997) and Dalrymple (2000). World Bank data
are authors' calculation based on World Bank, Rural Development Department (2001).

NOTES: Nominal US dollars deflated to 1993 base-year prices using implicit GDP
deflator from World Bank (2000) and BEA (2001). World Bank funding includes
IBRD and IDA commitments to research only (that is, excluding extension and
education), and omits funds provided to the CGIAR from the Development Grant
Facility. Other includes Europe and Middle East. For USAID, global programs,
CGIAR support, and CRSP programs are also included under other.

Figure 1. World Bank and USAID expenditures on agricultural research, from Pardey and Beintema (2001).
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Table 3
Internal rate of return estimates: NARS agricultural programs

Studies Number Distribution by IRR Approximate
from: reported o 50 2140 41-60 61-80 81-100 1004  medianIRR
Asia 120 0.08 0.18 0.21 0.15 0.11 0.26 67

Latin America 80 0.15 0.29 0.29 0.15 0.07 0.06 47

Africa 44 0.27 0.27 0.18 0.11 0.11 0.05 37

Source: Evenson (2001).

many Sub-Saharan African countries, where domestic support bases have not been de-
veloped.?

Table 3 reports a summary of estimated “internal rates of return” (IRRs) for NARS
research programs [Evenson (2001)]. The central feature of the rates of return reported
here is that they have a wide dispersion, ranging from low IRRs to very high ones.
But median IRRs are high and show clearly that successful research programs produce
economic growth.

Yet few NARS programs have managed to establish solid support bases in their coun-
tries. Many are still dependent on international aid agencies, with little or no domestic
constituency for research funding. Often, national governments, faced with limited re-
sources and difficulty in mobilizing revenues, treat agricultural research as a dispensable
item. Because its payoffs are long-term, and because other needs are more pressing,
agricultural research is an easy target for budget cuts and reallocations.

In those developing countries that have been able to provide support for agricultural
research, it is often a response to widespread recognition of food security problems.

The rate of return studies summarized in Table 3 measured returns to investments
by taxpayers in NARS programs. These returns varied across studies, but it is notewor-
thy that the median rates of return calculated from individual studies were consistently
higher than estimates from the Green Revolution studies for NARS programs. (See Sec-
tion 5.)

One of the variables that could explain some of these differences is the research in-
tensity of the project. The individual studies seldom report the research intensity of
the NARS programs reviewed. But it is possible to use the scientists/cropland ratio for
countries as a proxy for research intensity.

Table 4 reports a statistical analysis of the IRR estimates. It shows that the IRRs
are indeed related to the scientists/cropland ratio. The range of the scientists/cropland
ratio across countries is from 0.01 to 0.20. The estimate indicates that at the upper limit,
IRRs are quite modest. The coefficient implies that at the median scientist/cropland ratio
(0.05), IRRs should be adjusted downward by 7 percentage points.

2 As the Green Revolution section of this chapter will note, Sub-Saharan Africa did not realize the same
type of Green Revolution that was experienced in Asia.
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Determinants of internal rate of return estimates
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Dependent variable: IRR estimate

Independent variables: (¢-ratios in parentheses)

Scientist/cropland

Indicator variable:
Africa study

Latin America study
Ex ante study
Yield study
Project evaluation study
Production function study
Time shape estimates
Geographic spill-ins
Post-1979 study

Constant
R2

F
N

—148.01
(3.49)

—24.26
(1.49)
—18.66
(3.72)
—3.85
(0.50)
7.26
(1.32)
9.38
(1.33)
39.80
(1.59)
21.99
(2.55)
—18.35
(2.16)
5.75
(1.05)

0.235
7.82
265

4. NARS contributions to crop improvement: The Green Revolution

Prior to the development of “formal” agricultural experiment station-based plant breed-
ing programs around 1870, crop genetic improvement (CGI) and animal genetic im-
provement (AGI) was the province of farmers and livestock breeders. Farmer breeding
of crops was achieved by seed selection for the next crop. Some farmers, however, spe-
cialized in seed selection and production. As populations expanded and moved to new
areas, new “types” of the cultivated species were selected. Many of these types, known
as “landraces”, were collected in ex situ collections by early agricultural scientists, and
many remain the basic genetic resources used by modern plant breeders.?

3 Modern “gene banks” have been established for all major cultivated crop species. These ex situ collections
include most “landraces” in the species as well as accessions of closely related of “wild” (uncultivated)

species.
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The settlement of the New World, i.e. the Americas and Oceania, was associated with
a major expansion in crop landraces in the 18th and 19th centuries. These New World
landraces have been particularly valuable to plant breeders.*

Some of the earliest plant breeding programs actually originated in developing coun-
tries. Tropical crops with “mother country” export potential (sugarcane, cotton, rubber,
coffee, tea, spices) were among the first to be given attention in “scientific” plant
breeding programs. In 1878, sugarcane breeders in Java and in Barbados independently
discovered techniques to induce flowering in sugarcane species. This opened the door to
the basic methods of plant breeding; strategic crossing of parental materials and “selec-
tion under pressure” of resultant progeny over several generations to achieve “stability”
in varietal performance.

A major advance in plant breeding was achieved around 1920, when inter-specific
hybridization was achieved in sugarcane in Java and India. Inter-specific hybridization
is the sexual crossing of closely related species (usually species in the same genus) to
incorporate traits from a non-cultivated (wild) species into a cultivated species. Inter-
specific hybridization has been achieved in almost all cultivated species and has been
an important part of Green Revolution breeding.’

Another major advance was achieved with the development of “heterosis” breed-
ing methods creating “hybrid” varieties. The first “heterosis” hybrids were for maize
varieties. This development began at Harvard and Yale around 1900 and was devel-
oped more fully at the Connecticut State Experiment Station in New Haven, CT. Major
impetus to hybrid maize varietal development was achieved when private sector firms
(Pioneer, Funks) began breeding hybrid maize varieties in the U.S. Griliches (1957)
describes the development of hybrid maize. Today, as noted below, Green Revolution
heterosis hybrids have been important in maize, sorghum, millets and rice.

While the “mother country” crops did receive most plant breeding attention in de-
veloping countries, some food crops received attention as well. Many Latin American
countries had plant breeding programs by the 1930s and strengthened them in the post
WWII period. In Asia, plant breeding programs for wheat, rice and vegetables were
well developed before the Green Revolution. In Africa, except for Kenya, South Africa
and Rhodesia, few major plant breeding programs were built until after independence
from colonial regimes (and most African countries did not achieve independence until
after 1960).

Thus, at the beginning of the Green Revolution period, a great deal of diversity by
crop and region in terms of the proportions of crops still in “landrace” form existed.

In general, we can view landrace agriculture as “traditional” agriculture, in the termi-
nology of T.W. Schultz.® While landrace crop yields do vary by region, being highest in

4 Gollin and Evenson (1997) show that for rice genetic resources, the United States is the major net ex-
porter of rice landrace genetic resources to other countries. Many authors ignore the landraces created by the
settlement of the New World. But these landraces have been particularly valuable to plant breeders.

5 See Evenson and Kislev (1975) for an account of early sugarcane breeding.

6 Schultz (1964) in Transforming Traditional Agriculture argued that traditional agriculture was “poor but
efficient” and “efficient but poor”.
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temperate regions, they nonetheless are consistently lower than yields associated with
pre-Green Revolution breeding. Farmers selected landraces under conditions of limited
availability of modern crop inputs; fertilizer, insecticides and herbicides. This selec-
tion process produced cultivars with low responsiveness to fertilizer and high natural
resistance to diseases and insect pests.

Pre-Green Revolution MVs were generally “selections” from improved landraces,
with a few varieties developed from parental crosses of landraces.” Typically, breeders
were pursuing higher yields; in selecting for higher yields, breeders sometimes had to
sacrifice disease resistance and insect pest resistance features.

4.1. The development of Green Revolution MVs: An overview

In keeping with the literature, we use the term “Green Revolution” to describe the
production, using modern scientific principles, of “high yielding” or “modern” crop
varieties (MVs) for developing countries.® We also understand the term to apply to the
subsequent diffusion of those varieties into farmers’ fields. Most studies of the Green
Revolution date its beginning to 1964—1965 when both rice and wheat MV's were made
available to farmers in Asia and Latin America, although earlier efforts had developed
“proto-MVs” by the late 1950s.° Many accounts of the Green Revolution treat it as a
phenomenon confined to wheat and rice, and some suggest that the Green Revolution
produced a “one-time” increase in production of wheat and rice that was effectively
completed by 1985.

This “narrow” perspective on the Green Revolution is in part due to limited data
on MV adoption. Dana Dalrymple, in a series of important studies, documented MV
adoption in many countries for rice and wheat MV for the period 1965 to 1984.1% The
Dalrymple studies were very important both for documenting the production and diffu-
sion of MVs and for identifying the international and national plant breeding programs
responsible for them.!!

7 For example, in rice, India’s agricultural system had developed varieties like GEB24 that were superior to
landrace varieties under favorable growing conditions, but they apparently did not outperform landraces in
more marginal environments.

8 By “modern scientific principles”, we mean that the breeders understood fully the process of obtaining new
genotypes (i.e., varieties) by combining the genes of existing varieties through “crossing”. In some cases, they
also used techniques to induce mutations (e.g., through radiation). These breeders also understood the process
of selecting the offspring of new varieties through a number of generations to obtain essentially stable (i.e.,
homozygous) lines.

9 For example, an FAO program in Asia developed a number of improved indica rice varieties, such as
Mabhsuri, that remain widely planted. Similarly, the Rockefeller Foundation wheat program in Mexico, under
the direction of Norman Borlaug, had made significant strides in developing new varieties usable in Latin
America.

10 gee Dalrymple (1986a, 1986b). Dalrymple played an important role in bringing attention to the Green
Revolution.

T Wheat and rice Green Revolution MV's were first adopted in the 1964 and 1965. It was several years before
Green Revolution MVs were produced for other crops.
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But this narrow perspective is very incomplete and misleading. The Green Revolution
described in this paper offers a much broader perspective.'? This broader perspective is
based on data for 11 food crops included in the mandates of seven International Agri-
cultural Research Centers (IARCs).!3 More than 500 National Agricultural Research
System (NARS) plant breeding programs were involved in the Green Revolution. We
consider data on the production of approximately 9000 Green Revolution Modern Vari-
eties (GRMVs) in 11 crops over the 1965 to 2000 period. '

This broader perspective supports a different interpretation of the Green Revolution
experience. The narrow perspective suggested that GRMVs were adopted only in “fa-
vorable” production environments (i.e., with high-quality soil, water control and climate
conditions) and that GRMYV adoption was accompanied by high levels of “chemical”
use.

The broader perspective is considerably more nuanced. GRMVs have been produced
and adopted for all IARC mandate crops, including crops that are naturally suited to un-
favorable environments (e.g., crops produced in semi-arid and dryland environments).
The broader perspective also shows that “generations” of GRMVs have been developed
for most Green Revolution crops and that each new generation of GRMVs has both dis-
placed earlier generations of GRMVs and extended the “margin” of GRMV adoption.
This generational feature of GRMYV production creates productivity gains that accumu-
late over time.

The broader perspective also notes that the “complementarity” between GRMVs and
other inputs is not uniform for different crops and is not uniform for different regions.
For example, consider the use of agricultural chemicals, such as fertilizers, herbicides
and insecticides. The adoption of these is not uniform across crops and regions. Low-
wage economies generally do not use herbicides for weed control. Insecticide use varies
by crop, but in all crops “host plant resistance” to insect pests has been an important
breeding objective in the Green Revolution. Most successful GRMVs are complemen-
tary with fertilizer (for sound economic reasons) but actual fertilizer use differs from
country to country because market efficiencies (transaction costs) differ.

This broader perspective of the Green Revolution does not allow one to conclude that
the Green Revolution was “ideal” in the sense that it benefited all countries and all re-
gions in an equitable way. The production increases enabled by the Green Revolution
in the aggregate in developing countries constitute a “global” success, but for a number
of countries, the Green Revolution represents a “local” failure. The population of de-
veloping countries increased from 1.67 billion in 1950 to 4.75 billion in 2000. Pakistan,

12 This perspective is described below.

13 These include TRRI and CIMMYT, the International Center for Tropical Agriculture (CIAT), the Interna-
tional Potato Center (CIP), the International Center for Agricultural Research in the Dry Areas (ICARDA),
the International Crops Research Institute for the Semi-Arid Tropics (ICRISAT) and the West African Rice
Development Association (WARDA).

14 our analysis is based on work carried out by a large number of collaborators and presented in more detail
in Evenson and Gollin (2003a).
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Figure 2. Real world prices of rice, wheat, maize and urea (1961-2000, 5-yr moving average). Source: IFPRI.

for example, experienced a tripling of population over this period but actually increased
food production per capita. This accomplishment came despite the fact that Pakistan
was regarded as having already utilized most of its cultivable land. In the absence of
the Green Revolution (i.e., had farmers been constrained to use varieties available in
1965), millions of children would not have survived childhood and millions more of
those survivors would have suffered from malnutrition. '

The Green Revolution, however, did not reach all farmers. Indeed, some 15 develop-
ing countries with populations over a million were effectively excluded from the Green
Revolution. Many of these countries are in Sub-Saharan Africa. But for farmers reached
by the Green Revolution, supply increases were large. During the 1961-1981 period,
food grain increases in South and Southeast Asia were more than 3% per year (see be-
low). The actual MV contributions to production were around 1% per year, but increased
fertilizer use and irrigation expansion led to larger supply increases. As a consequence,
world prices for basic food grains and other crops declined even though many farmers
did not realize Green Revolution gains at all. Real world grain prices in 2000 were less
than 40% of their levels in 1950. (See Figure 2.)

Consumers benefit from lower food prices and the Green Revolution brought lower
food prices to virtually everyone in the world. Since low-income consumers spend dis-
proportionately on food, this had favorable distributional consequences.'®

15 See Evenson and Rosegrant (2003) for malnutrition estimates.

16 See Avila and Evenson (forthcoming) for estimates of cost reductions in developing countries. Avila and
Evenson show that countries not achieving significant GRMV adoption did not achieve cost reductions to
match price reductions.
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Farmers, however, benefited where access to Green Revolution technology enabled
their costs of production to decline more than prices declined, but they lost income
when they were delivered lower prices but did not have access to Green Revolution
technology. (See Section 6.)

4.2. GRMV production and adoption"’
4.2.1. Wheat

Wheat is the world’s most extensively cultivated crop, with roughly 225 million ha
under cultivation. Approximately 100 million ha are under cultivation in developing
countries: 8 million ha in Latin America, 1.2 million ha in Sub-Saharan Africa, 25 mil-
lion ha in the Middle East and North Africa, and 65 million ha in Asia (of which 29
million ha are in China). Several wheat types are cultivated. Most are bread wheats, but
significant quantities of durum wheats suited to pasta products are also grown. Wheats
are classified as spring type or winter type, with northern temperate regions (i.e., Canada
and the northern United States) producing traditional spring types. Winter types are
produced in temperate and sub-tropical regions with mild winters, as in the southern
growing regions of the U.S. In tropical climates with relatively warm winters, spring
types are planted, but in the fall, as are winter types.

Because of extensive investments in wheat research programs in Europe and North
America, the temperate zone spring and winter types had been considerably improved
relative to the tropical spring types by the 1960s. The Rockefeller Foundation supported
a wheat breeding program in Mexico in the 1940s and 1950s under the direction of
Norman Borlaug. This program eventually was transformed into the wheat program
at CIMMYT, where, after 20 years of dedicated breeding work, the Green Revolution
semi-dwarf bread wheats were adapted for widespread use in Asia, beginning in the
mid-1960s.

CIMMYT’s program maintains a staff of 35 senior scientists (70 scientists) in a num-
ber of locations in the 1990s, with an annual budget of about $12 million [Heisey,
Lantican and Dubin (2003)]. Approximately 1700 scientists in NARS programs were
working on wheat improvement in 1997, with an annual budget of roughly $100 mil-
lion in the 1990s. More than 2900 GRMYV wheat varieties have been produced by these
programs, with roughly 80 varieties released each year from 1980 to 1997. (See Table 5.)

Since CIMMYT does not release varieties directly to farmers, all of these released
varieties involve some degree of NARS collaboration. However, according to Heisey,
Lantican and Dubin (2003), in the late 1960s, about one-third of all the wheat varieties

I7 This section draws heavily on chapters by various authors and collaborators collected in Evenson and
Gollin (2003a). We provide citations to the individual chapters where appropriate, but we note here that the
book chapters were in turn based on more detailed work by chapter authors, and we encourage those interested
in the subject to pursue additional work that may be available on the web sites of individual international
agricultural research centers.
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Table 5
Wheat Green Revolution Modern Varieties (GRMVs)

Latin America Asia Middle East & Sub-Saharan
& Caribbean North Africa Africa

Average annual releases

1960s 17.6 8.6 4.4 10.2
1970s 23.6 17.2 9.1 8.7
1980s 32.0 25.6 13.0 8.1
1990s 26.3 22.4 21.0 9.6
GRMYV adoption (%)
1970 11 19 5 5
1980 46 48 25 27
1990 82 74 42 52
2000 90 86 66 66

Source: Based on Heisey, Lantican and Dubin (2003).

released by NARS in developing countries had actually been crossed at CIMMYT, and
another 15% had one or more CIMMYT parent. Thus, NARS were primarily releas-
ing material developed at CIMMYT (presumably after screening and testing) or else
using CIMMYT materials in their own breeding programs, perhaps to cross with local
varieties.

The same pattern holds today, with NARS working extensively with CIMMYT mate-
rial. In the 1990s, Heisey, Lantican and Dubin (2003) report that released varieties were
approximately half CIMMYT crosses and another quarter had one or more CIMMYT
parent. For the period 1991-1997, fully 90% of spring wheat bread varieties released
in developing countries had CIMMYT ancestry. However, almost half of the varieties
were based on some breeding work taking place in NARS.

These modern varieties were widely used by farmers. Table 5 shows the fraction of
wheat area under MV cultivation and, for recent years, the fraction planted to varieties
with CIMMYT content. By the late 1990s, over 80% of world wheat area was planted to
MVs, including 20% of world wheat area planted to MVs developed without CIMMYT
breeding materials. MV adoption was slower and later in Africa and the Middle East
than in other regions.

4.2.2. Rice

Rice is arguably the most important crop in developing countries. Asian countries dom-
inate production with 133 million ha. (India, with 43 million ha, and China, with 33
million ha, are the leading countries.) Latin America and African countries each pro-
duce on roughly 8 million ha. Developed countries, including Japan, produce on only 5
million ha. Rice is produced in several different environments. The dominant production
environments are irrigated and rainfed “paddy” environments. Rice is also produced in
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“upland” and “deepwater” environments. Most upland production is in Africa and Latin
America; most deepwater production is in Asia.

Three different IARCs have been involved in rice MV development, along with a
large group of NARS. For Asia, the International Rice Research Institute (IRRI) has
played a major role in producing important rice varieties. In Latin America and the
Caribbean, the International Center for Tropical Agriculture (CIAT) has played a central
role, while in West Africa, the West African Rice Development Association (WARDA)
has been the lead institution.

The relationship between IRRI and Asian NARS is in some sense the most “mature”
of such relationships. After the 1970s, IRRI’s role was increasingly that of a germplasm
supplier to national programs, rather than a direct producer of varieties for farmers’
use. IRRI in recent years has primarily produced parent material and other breeding
lines for NARS breeders, except for some countries with relatively weak NARS, where
IRRI has supplied more finished material. IRRI’s shift in roles has been facilitated by
an international network for germplasm exchange that provides NARS breeders with
ready access to breeding materials.

IRRT’s success was first concentrated in irrigated rice environments and then extended
to favorable rain-fed environments. This success has not yet extended in any signif-
icant degree to upland rice environments nor to deepwater environments. The early
IRRI Asian rice varieties were also not particularly well adapted to Latin America or to
Africa.

CIAT, in Colombia, established a rice breeding program a number of years after the
IRRI program was established. It was this program that undertook adaptive breeding
required to bring the high-yielding semi-dwarf varieties from Asia to Latin America.
In contrast to the release pattern in Asia, where releases leveled off in the 1980s and
1990s, annual releases have continued to increase in Latin America.

For African production conditions, neither IRRI nor CIAT had much success in gener-
ating varieties that met with widespread adoption. The West African Rice Development
Association (WARDA), the regional rice development center, experienced considerable
instability in the 1960s and 1970s, and was not effective until it was established as a
center capable of doing its own breeding, and not fully effective until it moved from an
urban location in Liberia to an experiment station in Cote d’Ivoire. By the mid-1990s,
WARDA'’s program was beginning to show effectiveness.

With respect to the more advanced Asian NARS, IRRI’s role shifted to that of a
germplasm supplier in the 1980s and early 1990s. However, in the later 1990s, the polit-
ical opening of Cambodia, Vietnam and Laos, where national programs were relatively
undeveloped, put IRRI back in the position of breeding varieties for direct release. Out-
side of Asia, the extension of the Green Revolution in rice to Latin America was greatly
assisted by CIAT’s program. And with a delay, WARDA now is assisting in the ex-
pansion of the rice Green Revolution to Africa. (However, WARDA has been forced to
relocate once again by violence in Cote d’Ivoire. This disruption in research has had
tragic consequences for African rice producers and consumers.)
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Table 6
Rice Green Revolution Modern Varieties (GRMVs)

Latin America Asia Sub-Saharan
& Caribbean Africa

Average annual releases

1960s 5.5 17.5 -
1970s 32 17.5 4.8
1980s 6.4 259 8.2
1990s 6.4 24.5 6.7
GRMYV adoption (%)
1970 2 10 0
1980 22 35 2
1990 52 55 20
2000 65 74 40

Source: Based on Hossain et al. (2003) and Dalton and Guei (2003).

TARC and NARS programs have produced more than 2500 rice GRMVs. Although
it is difficult to get comparable figures for different regions, it appears that more than
2000 varieties have been developed for Asia, with around 300 varieties each in West
Africa and the Latin America/Caribbean region. Table 6 shows the patterns of varietal
release and diffusion for these regions. Relatively few varieties have been released for
West Asia and North Africa, reflecting in part the fact that rice is a minor crop in that
region.

By the late 1990s, MV diffusion was at 74% for Asia as a whole, and about 65%
for Latin America. Within those regions, however, there were broad differences across
countries, with some Asian countries (e.g., China, Korea, Malaysia, Philippines, Sri
Lanka) at 90% or above, and other countries (e.g., Cambodia, Laos) with 10% or less of
the area planted to modern varieties. In Latin America, too, there is wide variation across
countries. Most of these country-specific differences reflect differences in growing con-
ditions and agro-ecological zones. To some extent, however, they also reflect variation in
the strength of national programs. IRRI’s scientific staff in the late 1990s totaled around
200 scientists (master’s level or above), while NARS research staff in South and South-
east Asia numbered around 1700 (excluding China). Numbers of scientists working in
Latin America and Africa were quite small, by comparison. Expenditures per scientist
were greater at IRRI than in NARS, resulting in an overall level of spending of about
$35 million each at IRRI and in Asian NARS (again excluding China), as of the late
1990s.

4.2.3. Maize

Maize is grown in both temperate (mostly developed country) regions and in tropical
and sub-tropical regions (almost entirely in developing countries — 23 million ha in
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Africa, 27 million ha in Latin America, and 42 million ha in Asia). Major advances
in maize varieties were achieved in temperate zone regions based on the “heterosis
hybrid” technique of breeding in the first part of the 20th century. Most of these hybrids
were used for livestock feed. The transfer of heterosis-based hybrid maize technology
to the tropics was very limited as of 1960. CIMMYT, the main international center
mandated with maize production improvement, chose to pursue improvements in both
hybrids and so-called “open pollinated varieties” (OPVs), which farmers can grow from
saved seeds.'® In its early years of operation, however, CIMMYT focused primarily
on open pollinated varieties, which implied a substantial change in direction relative
to research conducted on maize in North America and Europe. Another dimension in
which CIMMYT’s maize research differed from previous programs was that it focused
on varieties to be consumed directly by humans.

Most of the public sector NARS varietal releases in maize have been open-pollinated
varieties, although in the 1990s hybrids have become more important. Almost all pri-
vate sector varietal releases by contrast have been hybrids. By the 1990s private sector
programs were developing more varieties than public sector programs in Latin America.
They are also becoming important in Asia and Sub-Saharan Africa.

NARS research investments for maize in developing countries were not quite as high
as for rice or wheat. In the public sector, about 900 full-time equivalent researchers were
working on maize in the late 1990s, with an additional 400 or so working in private sec-
tor firms (including 240 in multinational firms).'? In dollar terms, CIMMYT’s research
expenditures on maize have been roughly $10-$20 million annually, depending on how
the expenditure is categorized and measured. [Morris, Mekuria and Gerpacio (2003) do
not offer a comparable figure for private sector expenditures.]

Public sector JARC and NARS programs had produced more than 1200 maize GRMV
varieties by the late 1990s (Table 7). Another 700 GRMYV hybrid varieties have been
produced by private firms. Many of these private sector programs drew heavily on high-
quality inbred lines developed in CIMMYT and NARS programs, following the pattern
established in North America and Europe, where public sector breeding programs gen-
erated many of the raw materials used in hybrid seed programs.

By the late 1990s, improved maize varieties were planted on about 62.4% of the
maize area in developing countries [Table 7 and Morris, Mekuria and Gerpacio (2003),
based on CIMMYT Global Maize Impacts Survey]. The rate in tropical and other non-
temperate zones was lower, at 47.2% of the maize area. Adoption was highest in East,

I8 Heterosis hybrids take advantage of “hybrid vigor” — a productivity advantage affecting, for partly un-
explained reasons, the first-generation progeny of two inbred parent lines are crossed. To benefit from the
heterosis effect, farmers must purchase seeds of first-generation progeny (F1 seeds) each growing season.
Seeds saved from these F1 plants (known, in the second generation, as F2 seeds) do not perform as well as F1
seeds, and in fact may perform worse than the parent lines. By contrast, open-pollinated varieties do not need
to be purchased fresh each year.

19 The public sector figures, from Morris, Mekuria and Gerpacio (2003), do not include about 1500 Chinese
breeders working in temperate zone maize production in northern and central China.
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Table 7
Maize Green Revolution Modern Varieties (GRMVs)

Latin America Asia Sub-Saharan
& Caribbean Africa

Average annual releases (private sector MVs in parentheses)

1960s 12.4 (@) 1.0
1970s 17.6 (@) 1.5
1980s 25.1 (18) (@) 5.4(3)
1990s 24.5 (51) () 14.3 (5)
GRMYV adoption (%)

1970 10 10 1

1980 20 35 4
1990 30 45 15
2000 45 82 52

Source: Based on Morris, Mekuria and Gerpacio (2003) and Manyong et al. (2003).

South, and Southeast Asia, although this includes a large amount of temperate maize
grown in China. Adoption rates were lowest in West and Central Africa and in East-
ern and Southern Africa other than South Africa, where about 36% of maize area was
planted to modern varieties. Table 7 shows adoption rates in the late 1990s across dif-
ferent regions. Note that area planted to MVs is difficult to measure for maize, given
that recycled seeds of both hybrid varieties and OPVs can exhibit rapid genetic drift,
since maize outcrosses fairly promiscuously. Nonetheless, the data shown here repre-
sent CIMMYT’s best estimates of area planted.

4.2.4. Sorghum and pearl millet

Sorghum and pearl millet are grown extensively in semi-arid regions of Asia (chiefly In-
dia) and Sub-Saharan Africa. Of the 45 million ha planted to sorghum, 23 million ha are
in Africa and 14 million in Asia. For pearl millet, 38 million ha are planted worldwide,
of which 20 million are in Africa and 16 million in Asia. The International Crops Re-
search Institute for the Semi-Arid Tropics (ICRISAT) has developed research programs
for both crops in both India and Africa. ICRISAT maintains germplasm collections and
provides germplasm to approximately 750 sorghu